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Preface

Nanobiotechnology is a young and rapidly evolving field of research at the cross-
roads of biotechnology and nanoscience, two interdisciplinary areas each of which
combines advances in science and engineering. Although often considered one of
the key technologies of the 21st century, nanobiotechnology is still in a fairly embryo-
nic state. Topical areas of research are still being defined, and the entire scope of
technological applications cannot be imagined. At present, nanobiotechnology is a
field that concerns the utilization of biological systems optimized through evolution,
such as cells, cellular components, nucleic acids, and proteins, to fabricate func-
tional nanostructured and mesoscopic architectures comprised of organic and inor-
ganic materials. Nanobiotechnology also concerns the refinement and application of
instruments, originally designed to generate and manipulate nanostructured mate-
rials, to basic and applied studies of fundamental biological processes.

This book is intended to provide the first systematic and comprehensive frame-
work of specific research topics in nanobiotechnology. To this end, the current
state-of-the-art has been accumulated in 27 chapters, all of them written by experts
in their fields. Each of the chapters consists of three sections, (i) an overview which
gives a brief but comprehensive survey on the topic, (ii) a methods section which
orients the reader to the most important techniques relevant for the specific topic
discussed, and (iii) an outlook discussing academic and commercial applications as
well as experimental challenges to be solved.

Nanobiotechnology: Concepts, Applications and Perspectives combines contributions
from analytical, bioorganic, and bioinorganic chemistry, physics, molecular and
cell biology, and materials science in an attempt to give the reader a feel for the
full scope of current and potential future developments. The articles in this volume
clearly emphasize the high degree of interdisciplinary research that forms the back-
bone of this joint-venture of biotechnology and nanoscience.

The book is divided into four main sections. The first concerns interphase sys-
tems pertaining to biocompatible inorganic devices for medical implants, micro-
fluidic systems for handling biological components in analytical lab-on-a-chip ap-
plications, and microelectronic silicon substrates for the investigation and manip-
ulation of neuronal cells. Moreover, two chapters describe methodologies regarding
the microcontact printing of proteins and the use of nanostructured substrates to
study basic principles of cell adhesion.
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The second section is devoted to protein-based nanostructures. Individual chap-
ters concern the use of specific proteins, such as S-layers to be used as building
blocks and templates for generating functional nanostructures, bacteriorhodopsin
for photochromic applications, protein nanopores as nanoscopic cavities for analy-
tical and synthetic tasks, and biomolecular motors for the translocation of cargo in
synthetic environments. The use of a variety of functional proteins as transducers
and amplifiers of biomolecular recognition events is described in the chapters on
nanobioelectronic devices and polymer nanocontainers. Contributions concerning
the microbial production of inorganic nanoparticles and magnetosomes as well as
the discussion of genetic approaches to generate proteins for the specific organiza-
tion of particles provide insight into the body of classical biotechnology, implemen-
ted in nanobiotechnology.

In the third section, DNA-based nanostructures are described, beginning with
semisynthetic conjugates of DNA and proteins, which link the advantages of nu-
cleic acids to the unlimited functionality of proteins. Three contributions concern
the use of the topographic and electrostatic properties of DNA and proteins for the
templated growth of inorganic materials. Hybrid conjugates of gold nanoparticles
and DNA oligomers are described with a focus on their applications in the high
sensitivity analyses of nucleic acids. Finally, the use of pure DNA molecules for ap-
plications in nanomechanics and computing is discussed.

The fourth section deals with the area of nanoanalytics, which currently includes
the majority of commercial products in nanobiotechnology. In particular, four
chapters describe the use of metal or semiconductor nanoparticles, supplemented
with nucleic acid- and protein-based recognition groups, for biolabeling, histo-
chemical applications and for signal enhancement in optical detection methods.
Nanoparticles are also employed as carriers for genetic material in the non-viral
transfection of cells. To exemplify the use of modern nano-instrumentation for
the study of biological systems, two chapters describe the use of the scanning
probe microscope, the key instrument in nanotechnologies, for investigating bio-
molecular structure, conformation and reactivity.

The purpose of Nanobiotechnology: Concepts, Applications and Perspectives is to pro-
vide both a broad survey of the field and also instruction and inspiration to all le-
vels of scientists, from novices to those intimately engaged in this new and exciting
field of research. Although the collection of articles addresses numerous scientific
and technical challenges ahead, the future of nanobiotechnology is bright and ap-
pears to be limited, at present, only by imagination.

Dortmund, November 2003 Christof M. Niemeyer
Evanston, November 2003 Chad A. Mirkin
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1
Biocompatible Inorganic Devices

Thomas Sawitowski

1.1
Introduction

New technologies have always been a major driving force in medical device technology [1],
and it is largely due to the high economical and social value of modern medical devices
that new materials and processes are incorporated at a very early stage into new products.
Taking this into consideration, the emergence of nanotechnology over the past few years
has had an immediate influence on medical device technology [2]. This stems from the
fact that, by changing the size of commonly known materials, new properties arise that
can be used in many areas of today’s technologies [3–8]. For this reason, nanotechnology
can be termed an “enabling” technology. It is a highly interdisciplinary field of material
science which involves chemists, physicist, biologists, engineers, and physicians to
name just a few. At the border of those disciplines lie new problems and innovative solu-
tions; for example, new implant coatings which were originally developed to improve the
wear resistance of tools are now used as a biocompatible coating on stents [9]. Likewise,
many other examples have been developed and currently available on a commercial basis.
Some of these combine even more of the “smart” properties of nanosized material, includ-
ing the enabling of drug delivery and improvement of biocompatibility [10].

1.2
Implant Coatings

Implants can be classified as either permanent or temporary devices. Examples of
permanent implants include seeds, hip joints, stents, nails, and dental implants, while
catheters or needles are perfect examples of temporarily implanted devices. Each year,
the number of implants implanted is directly related to the occurrence of the diseases
treated this way. The major diseases of the western countries relate to the cardiovascular
system, or to cancer. In Germany during 1998, circulatory diseases (including myocardial
infarction) caused more than 500 000 deaths, or 58 % of all deaths [11]. Likewise, more
than 210 000 people died from cancer, representing 25 % of all deaths in Germany that
year.
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Taking these facts into consideration, there is clearly a great demand for improved
treatment of these diseases, and this involves the use of modern medical device tech-
nology. This includes the concept of local rather than systemic treatment. Local treat-
ment is the basis of every implant used. For example, when treating diseased vessels
with stents the implant is inserted very precisely into the stenotic area; the same holds
true for seeds used to treat prostate cancer. Hence, implants represent the ideal carrier
for drugs to be delivered locally to the site of implantation. Different carrier systems
are currently being evaluated, including polymers, dendrimers, sol–gel-coatings, or
other porous inorganic materials. In this chapter, the focus will be on nanoscale inorg-
anic materials for use in local drug delivery rather than polymeric materials, among
which nanoporous alumina is one of the most interesting that is currently being
used in cardiology and oncology. In a more general approach, specific units such as
implantable capsules and pumps can be used as carrier technologies [12], while
MEMS devices [13] can be applied to deliver drugs locally. All of these devices must fulfil
a vast number of criteria before being used in humans [14]. The basic safety and
efficacy requirements can be subdivided into biocompatibility, which can be further
subdivided into tissue or hemic compatibility. For these reasons it is difficult to present a
complete and comprehensive overview of all inorganic medical devices, and so
for technical, medical, and economic reasons the focus here will be on stents and
seeds.

1.2.1
Stents

As mentioned previously, the current most important causes of death in modern western
countries are vascular diseases and myocardial infarction. Various risk factors such as low-
density lipoproteins, high blood pressure, nicotine abuse, and diabetes lead to changes in
the vessel and, in turn, a narrowing of the free lumen. In time, this causes angina pectoris
or perhaps sudden events such as myocardial infarction. There are three invasive methods
to treat these stenoses. In cardiology, the treatment of coronary artery disease has long
been limited to bypass surgery to circumvent the stenotic region. With this technique,
veins are taken for example from the patient’s legs and used to bypass the narrowed re-
gion, thus re-enabling blood flow. Such a treatment represents a significant burden for the
patient, and one of the most intriguing aspects of modern medical technologies is the op-
portunity to reduce both patient burden and treatment costs by using minimally invasive
methods. A minimally invasive approach would be to use a catheter, at the end of which is
mounted a small balloon. The catheter is placed into the narrowed lesion and inflated by
applying external pressure. In this way, the material which is causing the narrowing is
pressed into the vessel wall, and this leads to an increase in the lumen free space. In
1977, Andreas Grüntzig [15] performed the first percutaneous transluminal balloon angio-
plasty (PTCA), when he opened up a narrowed vessel using a small, expandable balloon.
To date, PTCA treatment remains one of the most successful applications of minimally
invasive medical technologies. However, in addition to the many advantages of this tech-
nique, inevitably there are also some drawbacks, the most important being an elastic re-
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coil of the vessel caused either by plaque material remaining in the blood stream or by
hard plaque material which cannot be removed with the balloon [16].

In these cases an additional mechanical support is needed to improve treatment out-
come, and it is for this reason that small metallic meshes – called “stents” – are implanted
into the lesion. The stents may be made from different materials, and are mounted on the
balloon which, when inflated, also inflates the stent; this occurs when a stainless steel
stent is used. Alternatively, the stent may self-expand when it is released from the delivery
system; this occurs when a stent is made from Nitinol�, an alloy made from nickel and
titanium. Many different designs of stent are currently available on the market [17].
Some are made of tubes which are laser-cut to build a tubular mesh, while others are
made from planar meshes that are laser-welded along the long axis to build the stent.
Three typical examples of laser-cut stents are illustrated in Figure 1.1. In all of these stents
the design consists of a rather rigid metal structure in order to ensure mechanical sta-
bility.

The rigid structure guarantees a good mechanical stability of the stent on the balloon
when finally it is implanted into the vessel. These rigid areas are interconnected by flex-
ible parts that ensure stability of the stent as it is moved through the vessel towards the
narrowed lesion. In addition, in most cases the lesion to be treated is not a straight part of
the vessel but is more often rather curved and roughened on the inside. Here, the flexible
parts ensure that the stent matches the contours of the inner lumen as well as possible.

The initial outcome of stent implantation showed a great improvement compared with
PTCA. However, adverse factors such as mechanical stress and/or damage to the arterial
wall, heavy metal ion dissolution (e. g., nickel, chromium, or molybdenum) from the im-
plant, and disturbing turbulences in the bloodstream means that a positive outcome is not
guaranteed for all patients. Thus, 30–40 % of the vessels develop a re-narrowing (resteno-
sis), mainly as a result of proliferating smooth muscle cells (SMCs) resembling scar tis-
sue. In clinical trials, bypass surgery was compared with PTCA and PTCA plus stent,
but the problems of restenosis ultimately reduced the positive initial outcome associated
with stent implantation [18]. Restenosis can be seen as a problem of poor biocompatibility
involving of course not only biochemical but also mechanical and technical aspects of the
implantation.

Bearing in mind the huge number of patients suffering from vascular diseases, there is
clearly a great demand for an improved biocompatibility of stents. To achieve this, many
different types of coatings have been applied to stents, including silicon carbide (SiC), dia-
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Figure 1.1 Different stent types : Left : Genius MEGAFlex coronary stent; Middle : Small Vessel stent
(BiodivYsio SV); Right : Terumo Tsunami.



mond-like carbon (DLC), turbostratic carbon (TC), gold, iridium oxide, aluminum oxide,
and many different polymeric coatings which may, or may not, be biodegradable [10]. The
initial goal has been to improve the limited biocompatibility of stents made from stainless
steel or Nitinol by the use of passive coatings; this prevents heavy metal ion dissolution
from the stents. In one study, the risk of restenosis was compared in patients with and
without a nickel allergy [19]. The results indicated that patients who were allergic towards
nickel or molybdenum were more likely to suffer in-stent restenosis than those without
such hypersensitivity. These allergic reactions may trigger the fibroproliferative or inflam-
matory responses characteristic of in-stent restenosis. Almost all coatings made from in-
organic materials target the dissolution of nickel, chromium, and other metals from
stents. One of the very first coatings to be applied was a thin layer of gold, though the
idea of passivating the surface by chemical means generally fails. In a clinical trial invol-
ving more than 700 patients, gold-coated stents caused a significant increase in neointi-
mal hyperplasia compared with stainless steel stents. Thus, gold-coated stents were asso-
ciated with a considerable increase in the risk of restenosis over the first year after stent-
ing [20]. The precise mechanism by which gold coating causes intimal hyperplasia is still
hypothetical, though it is possible that mechanical damage of the coating leads to particle
formation and hence inflammation. On the other hand, it is possible that as a stent is di-
lated, due to the significant strain and stress cracks might occur in the coating. In this
way, local elements of steel and gold are formed which might even increase the dissolu-
tion of certain metal ions.

Silicon carbide has also been applied to stents to cover the surface and reduce intimal
hyperplasia. Initial data obtained from animals suggested that the coating shows a signif-
icantly lower platelet and leukocyte adhesion at the surface of the SiC-coated tantalum
stent compared with the surface of stainless-steel stents [21].

The first clinical trials conducted with silicon carbide-coated 316L stainless steel stents
showed a better outcome after 6-month follow-up than uncoated stainless steel stents with
respect to binary restenosis rate. In a selected group of patients, the implantation of a
coated coronary stent showed a high incidence of immediate success and an absence of
in-hospital cardiac events. A significant reduction of major adverse cardiac events and a
reduced reintervention rate compared to conventional stents was also observed by others
[22].

Carbon with a mixed hybridization state between 2 and 3 has also been applied as a bar-
rier layer. This type of coating has been named turbostratic carbon (TC), but it has not
shown a major benefit in a clinical trial comparing bare and TC-coated stents. Another
suggested approach is to use titanium-nitride-oxide-coated and iridium oxide-coated
stents, and initial results with these have been seen as promising [23].

Until now, it has not been clear what influences the biological response to certain sur-
faces. As material, stent design, biology, chemistry, and physics represent a complex sys-
tem, it is difficult to elucidate clear-cut interactions. Although passive coatings on stents
have the potential to improve biocompatibility, the next major step towards reducing in-
timal hyperplasia is to bind drugs locally onto the stents themselves in order to overcome
the ultimate problems of restenosis.

Besides certain polymeric coatings, only one inorganic coating has yet proved capable of
taking-up and releasing drugs from implant surfaces, and this is nanoporous alumina.
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This coating, which consists of an amorphous alumina ceramic with pores in the order of
5 to 500 nm diameter, can be used to store and release drugs locally [9]. The material is
formed using the well-established process of anodizing aluminum in different electrolytes
[24]. The oxidation is normally carried out in diluted acidic electrolytes (typically of oxalic
or phosphoric acid) by applying potentials in the order of a few tens up to a few hundreds
of volts, and a direct current. With this process, the aluminum surface is converted into an
amorphous aluminum oxide and hydroxide surface, which can be best described as a
Boehmite composition of aluminum oxide [25].

The first step of the oxidation process is the formation of a dense layer of oxide on the
metal surface, the thickness of which is dependent upon the applied potential. The high
electrical field, together with some initial surface perturbation (coming from the natural
surface roughness or from grain boundaries for example), causes the first pores to be
formed. In this high-electrical field regime, the oxide crystal lattice is deformed at slight
perturbations and the electrolytes dissolve the oxide more rapidly, causing pores to be
formed. While the electrical field determines the oxide formation and dissolution, the
pore geometry may be controlled by the electrical field and thus by the potential applied
in the process of anodizing aluminum [26]. Ultimately, a structure similar to that shown
in Figure 1.2 can be obtained, with the pores ordered parallel to each other and perpen-
dicular to the substrate surface [27].

At this stage, a thin oxide layer – the so-called barrier layer – remains at the bottom of
the pores. As a rule of thumb, it can be said that for each Volt of anodic potential the pore
diameter increases by 1.5 nm. So, by applying 10 Volts, pores in the order of 10–15 nm are
formed [28]. The pores are packed hexagonally, with an amorphous Boehmite forming the
pore wall in between. Pore densities can reach values up to 1011 pores cm–2, while the por-
osity always remains the same (�30 %) because small pores are packed more densely
compared with larger ones [29]. The pore length is more or less controlled by the electrical
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Figure 1.2 Cross-sectional scanning
electron microscopy (SEM) image
of a nanoporous alumina membrane.
The pore diameter is �120 nm.



charge, which is proportional to the time of anodic oxidation. Increasing this time leads to
an increase in oxide layer thickness until an equilibrium is reached between oxide forma-
tion and porous layer dissolution in the electrolyte; layer thicknesses up to �100 mm are
common. For implants such as stents not made from aluminum, the material must first
be coated with aluminum in a physical vapor deposition (PVD) process. During this pro-
cess, the stents are mounted on a stent holder which is rotated in the aluminum plasma
being coated at the same time. The thickness of the coating can be varied by a few hun-
dred nanometers and some microns. In a second step, this layer is electrochemically con-
verted into a nanoporous ceramic by using the above-described methods [30]. Depending
on the conditions, different porosities and pore sizes can be achieved (Figure 1.3).

The release kinetics for a specific drug can be varied to a certain degree by changing the
layer thickness and varying the pore sizes. Nevertheless, the solubility of the drug is also a
very important aspect for the release time and the release kinetics. Until now, no hydro-
philic drug has been applied to stents because there is clearly no delivery platform suitable
for the retained release of these drugs.

In order to achieve local drug delivery, there is a need for the new technologies to bind a
certain amount of the substance onto a stent and assure sustained release over a few days
and up to a few weeks. For this reason, stents are typically coated with a 200–500-nm thin
metallic layer of aluminum metal, which is converted afterwards into the nanoporous alu-
mina. Stents carrying 40 mg of a hydrophobic drug showed a release of this drug in phos-
phate-buffered saline at 37 �C over 6 days, with good reproducibility and a narrow stan-
dard deviation.

The amount of drug which is fixed onto the stent is limited by the nature of the pore
system. Assuming a 1 mm-thick coating with a porosity of 40 % on a stent having 2-cm2

surface area, it can be calculated that �80 mg of drug can be fixed. Coated stents of this
type, with and without 40 mg drug have been tested for their influence on intimal hyper-
plasia in the carotid artery of rabbits. The animals were sacrificed after 4 weeks and the
morphology of the vessel at the region of implantation was investigated.
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Figure 1.3 Surface SEM image of a
nanoporous alumina-coated stent.
The pore diameter is �20–50 nm.



In-vivo serum concentrations of the drug applied to nanoporous coated stents were
also determined. The serum level was �50 ng mL–1 (far below any toxic concentration)
at 10 minutes after implantation, and later fell exponentially to zero within 2 days.
It can be assumed that the drug is released to the adjacent tissue over a significant-
ly longer time period as diffusion processes are changed significantly in direct tissue
contact.

Three histological slides of a noncoated stent, a coated stent, and a coated stent with
drug loading are shown in Figure 1.4.

In the illustration (Figure 1.4), the stents can still be seen as small square-like, black
areas in the tissue slices. These histological sections show clearly that the coating itself
markedly reduced neointimal growth, and this effect is enhanced in combination with
an anti-proliferative drug.

Quantitative analysis of the histomorphological findings showed a markedly reduced
formation of neointima compared with the control for both the coated and the drug-releas-
ing stents. The coating itself reduced tissue growth by 43 %, and the reduction in neoin-
timal thickness was even more pronounced above the stent struts. Again, the bare stent
outcome was markedly improved by either the drug coating or the coating itself [31].
The same concept was evaluated in a smaller clinical trial involving approximately 50 pa-
tients, and showed the safety of nanoporous alumina-coated stents to date.

With this development of biocompatible stent coatings, including the potential of sus-
tained drug release, a new chapter in bioengineering has been opened. The motivation
arising from preventing or at least reducing restenosis is high not only with respect to
patient care but also to the economic burden that restenosis places on healthcare systems.
On the basis of this new stent technology, it is estimated that the US stent market will
grow from its current value of approximately US$2.5 billion to US$3.8 billion by 2005
[32]. The technique of using drug-eluting stents should also lead to a minimization of
cost-intensive bypass surgery, thus producing further overall cost reductions.

1.2.2
Seeds

The concept of local drug delivery can be extended to the irradiation of malignant tissue,
the most prominent examples being devices used to irradiate tissue locally; these are the
so-called “seeds”. A cut-away diagram showing the internal structure of a typical seed is
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Figure 1.4 Histological analysis of different stents implanted in the carotid artery of rabbits. Left : bare
stent control; middle : nanoporous alumina-coated stent; right : nanoporous coated and drug-carrying
stent.



shown in Figure 1.5 (left) [33]. The length of such an implant is �5 mm, and its diameter
0.8 mm.

The implant consists of a capsule that surrounds the inner carrier of the radionuclide
shown (see Figure 1.5; left) [33]. Seeds are used to provide radiation therapy to prevent or
reduce the growth of tumors which do not form – or have not yet formed – metastases; an
example is early prostate cancer. Typical nuclides used in cancer therapy are 125I and 103Pd.
These sources are also used in cardiology to irradiate the restenotic area [34]. Instead of
using drugs (as described previously), the radiation prevents the smooth muscle cells
(SMCs) from further growth. In this treatment, the seeds are further encapsulated in a
special delivery catheter which is brought to the narrowed region for a certain time before
or after implanting a stent. For any given seed in cardiology or oncology, the carrier con-
sists of either a ceramic or metallic wire or tube which on occasion is chemically modified
to bind the desired isotope. For example, in order to bind 125I (which is a gamma-emitter
with a half-life of 60 days), either silver is deposited onto the carrier, or the carrier is com-
pletely made from thin silver wire. By using a chemical precipitation reaction, the 125I
is bound onto the surface of the carrier. The chemistry occurring is determined by the
very small amounts of the isotope needed to ensure correct activity of the seed. For exa-
mple, to fix a typical therapeutic activity of 40 MBq (1 Bq = 1 Becquerel, which is equal
to 1 decay s–1) 125I, only 60 ng of the pure 125I isotope is needed to react with the silver
carrier. Even the extremely low solubility of silver iodide cannot be easily attained when
working with such small amounts, and terms such as insoluble’ become meaningless
in that range.

When using ceramic carriers, heavy metals such as gold must be applied, either as
wires or very small dots to ensure the X-ray visibility of the seeds. So ultimately, the device
consists of an X-ray-dense marker, a specific carrier for the radionuclide, and a laser-
welded titanium or stainless steel capsule [35].

The capsule is an absolute requirement as no leakage of radioactive materials must
occur. This leakage would lead to a systemic contamination of the patient, and cause da-
mage to healthy tissue. Iodine isotopes in particular are known to concentrate in the thyr-
oid gland and lead to severe problems. For this reason, seeds must undergo very different
tests to ensure their heat stability and mechanical stability and safety during implantation,
especially with regard to leak-tightness [35]. In addition to these safety regulations, the
biocompatibility must also be ensured. At first glance, it appears contradictory that a
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Figure 1.5 Left : Cut-away diagram of an iodine-125 seed. Inside the titanium capsule is a ceramic carrier
which carries the 125I. In addition, there is an inner core of gold wire, which ensures X-ray opacity. Right :
Comparative size of current seeds used to treat prostate cancer.



radioactive implant must be biocompatible, but if one takes into consideration that the
tumor tissue will be destroyed and ultimately replaced by healthy tissue, then biocompat-
ibility of the implant after complete decay of the radioactive material in necessary. In sum-
mary, implant safety is the first important issue, followed closely by biocompatibility and
finally processing of the radioactive seed. The point to be raised is, how can nanotechnol-
ogy improve these issues?

The major key point of handling radioactive compounds is to increase the efficiency of
the process. Radioactive nuclides are expensive to produce, handle and dispose of, as the
need for protection and safety is huge. Materials in the nanometer scale consist of a very
large fraction of the surfaces where the reaction between the radionuclide and the carrier
take place. The following account focuses on 125I seeds in order to enlighten this point. 125I
is available from a variety of different sources, usually as a byproduct of fission processes
inside radioactive reactors [36]. After separation and production of a silver iodate (III) so-
lution, reduction of the silver leads to the formation of iodine anions that are able to react
with silver-cations. As the silver is fixed on a solid carrier, the silver surface significantly
determines the rate of reaction and the final yield. A nanoscale silver surface is, for those
reasons, of great benefit. Nanoporous alumina offers a natural nanometer-size cavity in
which silver can be deposited. This process is very well established; starting from silver
nitrate solution, silver wires can be formed starting at the base of the pores by applying
an alternating current [37]. The oxide is a weak conductor during the cathodic half-
cycle, but blocks the current in the anodic half-cycle. In addition, by using an alternating
current, polarization of the surface can be reduced to a minimum. A cross-section through
an anodized and silver-filled wire is shown in Figure 1.6.

The topographical image on the left in Figure 1.6 shows the remaining aluminum wire
at the bottom, with the oxide layer on the top. The silver wires cannot yet be distinguished
from the surrounding oxide. An energy dispersive X-ray analysis (EDX) clearly shows the
presence of silver wires in the lower third of the alumina layer. The silver nanowires react
easily with the 125I.

The yield of the labeling process with 125I using the silver nanowires may be up to 98 %,
the maximum capability of uptake is far above that of any therapeutic dose and, due to the
special porous structure, the radioactive compound is bound deep inside an inert, cera-
mic-type layer.

This last-mentioned feature, together with the fact that every single pore takes up only a
very small part of the total activity, provides additional safety. While all commercial seeds
need to be encapsulated into a laser-welded capsule to prevent any undesired release of
radioactive material, dividing the activity into very small fractions and burying them in
a strong matrix eliminates the need for an additional capsule. The critical amount derived
from ISO standards [35] to be released from a single seed is �200 Bq per day; when using
the above-described system, the measured value is �2 Bq per day. In case of any potential
damage, either during application or afterwards, a disrupted Ti-capsule will surely release
all the activity in a short time, whereas a broken nanodevice will probably lead to several
thousand opened pores that release less than 1 ppm of the iodine into the body, while the
remainder is retained safely inside the structure. Another important aspect of the nanos-
tructured implant surface is the fact that the activity is very homogeneously distributed
over the implant surface. On the surface, the pores (1010 per cm2) act as a kind of nano
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test-tube. Hence, even when only 1 % of all the pores are filled with radioactive material,
109 pores remain unfilled. For this reason, dosimetry measurements show a perfect image
of the seed geometry itself, making it easy for physicians to calculate very accurately the
individual doses for each patient, thereby minimizing side effects in the surrounding tis-
sue. Cell tests using MC3T3 cells have been performed on silver-free specimens in order
to prove the biocompatibility of the porous oxide itself. The growth rate of the cells have
been determined in comparison to polystyrene standard and to a negative control includ-
ing sodium azide. The cell-growth curves recorded for cells grown on nanoporous alu-
mina and polystyrene as control did not differ with respect to their slope for both materi-
als, thus indicating similar growth rates on the different substrates. However, when so-
dium azide was added as a negative control the growth rate was close to zero, clearly in-
dicating that cells growth is stopped in nonbiocompatible environments.

So, the question of how nanotechnology can improve local brachytherapy by the use of
seeds must be answered in different ways. First, the safety of the device should be further
improved, as must be the production process and technical characteristics of the single
seeds. All of this can be achieved by using the nanoporous surface acting as a carrier
for the activity, but without causing a loss in biocompatibility when compared with
current seed technologies.

1.3
Conclusion

Progress in medical device technology is clearly linked to progress in materials science
technology, and new materials which have been developed for very different applications
have influenced the design and also the mechanical, chemical, and biological properties of
implants. In all cases, the implant interacts in a highly sophisticated manner through its
surface, thus becoming an interface with the surrounding tissue. Hence, biocompatibility
is a real issue for any given device. Nanotechnology can, in certain very well-defined areas,
improve the biocompatibility of implants either passively by the use of thin films, or ac-
tively by releasing therapeutic agents from implant surfaces. As thin-film technology is a
well-established technology, it can be claimed that active devices are the main area of na-
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Figure 1.6 Left : Cross-sectional scanning electron
microscopy (SEM) image of a nanoporous alumina
membrane partly filled with silver; the pore dia-
meter is �30 nm. Right : Energy-dispersive X-ray

(EDX) measurement of the same area. Purple the
aluminum (either oxide or metal), and orange the
silver-rich areas.



notechnology. Ensuring that drugs can be fixed and subsequently released from soft- or
hard-tissue implants such as stents, seeds, or hip-joints can lead to major improvements
in the current concepts of passive thin-film technology. In this way, undesirable side ef-
fects can be avoided and cost-intensive drugs can be used more efficiently, thereby redu-
cing both patient burden and the economics of the healthcare system. One major area of
application for such modern devices is that of stents in cardiology. Rather than perform
bypass surgery, a minimally invasive intervention can ultimately lead to the same outcome
for the patient, but with less surgical trauma and a reduced time in hospital. Among the
many concepts currently proceeding through scientific development phases, it seems
inevitable that nanotechnology will ultimately become medical routine.
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2
Microfluidics Meets Nano :
Lab-on-a-Chip Devices and their Potential for Nanobiotechnology

Holger Bartos, Friedrich Goetz, and Ralf-Peter Peters

2.1
Introduction

Microfluidic devices and integrated chemical measurement systems were among the first
ideas when the investigation of nonmicroelectronic applications of microfabrication technol-
ogy was started more than two decades ago. In 1979, an integrated gas chromatograph was
fabricated on a 2-inch (5-cm) silicon wafer [1]. Concepts and first applications of miniaturized
total analysis systems emerged in 1990 [2]. During the past decade, array technologies and
microfluidics have become commercially available in biochips for genomics and proteomics.
It is expected that many more applications will appear on the market in the near future, as
these devices are presently under development in many companies world-wide.

It should be noted that the structures used in microfluidic and in Lab-on-a-Chip devices
are not nanostructures, but are in the micrometer to even millimeter range. However, bio-
nanotechnology requires a microfluidic platform technology as an interface to the macro-
world : for self-assembled monolayers; for the handling of nanoparticles, cells or nanobar-
codes; and to monitor and control cellular machinery.

On the other hand, nanobiotechnology will enable novel microfluidic platforms due to
the integration of nanostructures, nanocoatings or nanoactuators, by the integration of
nanoporous membranes, and by integrating detection and measurement techniques
such as nanoelectrodes, nanooptics, and patch–clamp arrays.

2.2
Overview

2.2.1
Definition and History

A microfluidic chip is defined as an assembly of microstructures on a common substrate,
used for the manipulation of fluids (gases and/or liquids).

A Lab-on-a-Chip device is a combination and integration of fluidic elements, sensor
components and detection elements to perform the complete sequence of a chemical
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reaction or analysis, including sample preparation, reactions, separation, and detection.
This chapter focuses on Lab-on-a-Chip devices for Life Science applications, and does
not cover microreactors for chemical synthesis [3].

Both, microfluidic as well as Lab-on-a-Chip devices, were part of the vision when micro-
fabrication technology – which had emerged from the fabrication tools for microelectronic
devices – was first applied to problems in mechanics, optics, and fluidics. Among the first
examples were a gas chromatograph developed at Stanford University [1], and pioneering
work on inkjet printheads at IBM in the late 1970s [4]. The inkjet printhead has become
one of the commercially most successful fluidic applications of this new technology,
which was called “MEMS” (Micro Electro Mechanical Systems) in the U. S. and
“Microsystem Technology” in Europe.

Many discrete microfluidic devices, such as microvalves [5], micropumps [6, 7], flow
sensors [8], and chemical and biological sensors [9] were developed, but the benefits of
miniaturization are best taken advantage of when these devices are integrated into a
fluidic system. Intensive work on Lab-on-a-Chip systems was started in the early 1990s
[10–12], and today integrated microfluidic devices are established in laboratory equipment
for biomedical research and starting to penetrate the diagnostic market for point-of-care
and laboratory automation applications.

2.2.2
Advantages of Microfluidic Devices

Microfluidics offer advantages both from a technical as well as from an economical view-
point. When the dimension of fluidic structures are scaled down to the micrometer re-
gion, the surface to volume ratio of the fluids involved increases dramatically, and surface
effects start to dominate volume effects. For the fluid flow in microstructures this leads to
well-defined flow characteristics, as the flow is strictly laminar and turbulence can only
appear in very limited regions around sharp edges.

Due to the absence of reasonable turbulence, mixing of different fluids can only be
achieved by diffusion, or by specially designed fluidic mixing elements. Moreover, due
to the scaling factors of diffusion and heat conduction, the equilibrium conditions can
be reached much faster.

The small sample volumes involved are of enormous advantage especially for highly
parallel applications, like array devices used in genomics, proteomics, and drug discovery.
The reduction in the amount of substance required for each reaction leads to significant
cost reductions for these types of applications. Another advantage associated with small
sample volumes is that minimally invasive methods are sufficient for taking samples,
for example of blood or interstitial fluids.

These small volumes can be precisely controlled by taking advantage of microfluidics.
In some cases, this is achieved just by a proper definition of the geometric dimensions
of the corresponding channels, wells, and reactors. Another method to define precisely
small fluid volumes is droplet generation; this is a separate application field of microflui-
dics, with important products such as inkjet printheads or drug delivery systems. Array
spotters are another product of this kind, used in the immobilization process of nucleic
acids, antibodies, etc., and will be described in section 2.3.5.
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The large surface implies a high reaction efficiency, as the surface areas which may be
coated with catalysts or enzymes are large compared to the reaction volume. Furthermore,
due to the large surface to volume ratio, capillary forces dominate volume forces such as
gravity, and may advantageously be used for fluid transport in single-use devices. Finally,
integration and the mass-fabrication capabilities of microfabrication technology make the
application of microfluidics economically attractive.

2.2.3
Concepts for Microfluidic Devices

For microfluidic chips, two main organization principles are used in integrating the
fluidic elements on the chip.

One principle is parallelization; this is used when the same type of reaction has to be
performed in parallel many times. Examples are array type of chips found in DNA anal-
ysis, proteomics and high-throughput screening. Parallelization can lead to dramatic cost
advantages in three ways : First, the manufacturing cost for a device with many integrated
reaction wells is much lower than that for many devices for just one reaction; second, all
reactions are performed in parallel, saving labor cost and time; and third, parallel reac-
tions are an ideal input for laboratory automation and information processing of the
assay results.

One very basic application of the parallelization principle are nanotiterplates, an exten-
sion of the well-established micro plate technology into the nanoliter region. A review of
nanotiterplates is given in Ref. [13].

As an example of parallelization, an array of 250 mm � 250 mm wide, 500 mm deep,
bottomless wells is shown in Figure 2.1. One chip will carry up to 100 000 of these rea-
ction wells. This Living ChipTM technology was developed at MIT and commercialized
by BioTrove, Inc.

The second basic organization principle is sequential integration. Here, several fluidic
structures, each designed to perform one step in a processing sequence, are integrated on

152.2 Overview

Figure 2.1 The 100K Living ChipTM plate (left) and a detail view of the 50-nl wells filled with liquid (right).
Massively parallel reactions may be initiated by stacking of chips; applications include drug discovery,
genomics, and proteomics. (Courtesy BioTrove, Inc.)



one substrate and interconnected by a channel network to provide the transport of the
fluids between the processing steps. The fluids will pass the processing steps in a sequen-
tial manner. The fluidic structures involved are channels, mixers, reaction chambers, de-
tection chambers, sample and waste reservoirs, microvalves, micropumps, microsensors,
heating zones, and many others; for a detailed description see section 2.3.2. Some of the
fluidic structures may also have electrical, mechanical, or optical functions and the corre-
sponding elements and interfaces; these may also be integrated into the microfluidic chip,
or added in a discrete way. In many cases, complete fluidic components, for example
micropumps, are added as discrete components to the microfluidic device. Recently,
attempts have been started to standardize such elements with respect to size and input/
output terminals, to create standard building blocks for modular fluidic devices [14].

One important example of sequential organization is that of micro Total Analysis Sys-
tems (mTAS). These are fluidic systems which are integrated on one substrate and are in-
tended to perform the total sequence of a chemical analysis, having been developed in sev-
eral laboratories worldwide [15, 16]. Recent results are found in the proceedings of the an-
nual conference on this topic [17]. A first application was an integrated system to monitor
the glucose content in a fermentation process [18]. Another, very important application for
microfluidic devices are PCR reactions [19, 20]. An example of a commercially available
system, which performs sequentially the preparation, amplification, and detection of
DNA, is described in Ref. [21].

The sequential organization scheme is also represented by capillary electrophoresis
chips [22] (see also Figure 2.5). With dielectrophoresis, cells and particles in a weak elec-
trolyte solution may be moved and collected using the forces induced by travelling, rotat-
ing, or alternating electrical fields; a review is given in Ref. [23].

Some microfluidic devices combine both organizational principles. Array-type fluidic
chips will, in most cases, require a channel network for fluid transport, and more complex
reaction sequences require more than one reaction site. On the other hand, in most cases
it is favorable to include parallel processing in sequential arrangements. A combination
of 96 wells, together with a fluid distribution network, on a single chip is shown in
Figure 2.2.
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Figure 2.2 Microtiterplate “Lilliput” for bacteria identification and antibiotics susceptibility tests.
Samples are distributed and dosed via a microfluidic network into 96 reaction cavities by capillary forces.
(Courtesy STEAG microParts and Merlin Diagnostika.)



2.2.4
Fluid Transport

Obviously, one important aspect of microfluidic devices is the fluidic transport. One or sev-
eral fluids must be transported to reaction sites, and often a sequence of transport actions at
defined times is required. To achieve the transport, two types of mechanisms are used.

In actively driven transport, active fluidic elements such as pumps and valves are used to
achieve the transport. These may be external elements, but in some cases they are part of
the fluidic device, either by adding them as discrete elements, or by integrating them into
the fluidic device. These active devices require an outside energy supply to operate, and
this can be either electrical, pneumatic, or mechanical. This may require an electrical net-
work to be part of the fluidic system. In one example (the Mixed Circuit Board (MCB) con-
cept, [24]), printed circuit boards have been chosen as the basis for the fluidic device, car-
rying both the fluid microchannels as well as the electrical network. The fluidic elements,
like discrete electrical components, are then assembled on this MCB, which requires both
electrical and fluidic interconnections. In the case of integrated active fluidic elements
(e. g., a piezo-driven membrane pump), it may be of advantage to allow the fluidic struc-
tures such as the pumping chamber, membrane and input and output valves, be part of
the fluidic element. The drive elements like the piezo could then be placed on a separate
drive plate which is attached to the fluidic chip, for example by clamping, during the
operation. In this case, the fluidic chip could be a single-use, disposable device, while
the more expensive drive plate would be re-usable.

Another means of actively providing fluidic transport is the use of mechanical forces. In
the case of centrifugal forces, the fluidic structures are usually on a CD-like substrate,
which is placed on a spinning device which resembles a laboratory centrifuge. The fluidic
transport can be triggered by correct selection of rotational speed, position on the sub-
strate, and channel width. Commercially available platforms include the “LabCD” [25]
and the “Gyrolab� microlaboratory” (Figure 2.3).

A major advantage of microfluidics is that fluidic transport can also be achieved in a
passive manner. In this case, capillary forces are used to transport the fluid to the reaction
sites. As mentioned above, capillary forces can be large compared to volume forces in mi-
crofluidics. However, to make use of this effect it is essential that the surface of the fluidic
structures is hydrophilic with respect to the fluids to be transported; this may require a
surface modification of the material (see section 2.3.4).

By correct design of the fluidic structures, the flow front in the device can be controlled,
and this allows the transport times and volumes of the fluids transported to be set to
desired values. For a continuous flow through the device for a long period, larger “waste
reservoirs” are required at the end of the channel network. Locally hydrophobic areas in
the channels may be used to stop the flow at defined positions.

Capillary fluid transport is not reversible, and once the complete fluidic network is
filled, the flow stops. Hence, this transport mechanism is well-suited for priming of the
device, or for single-use, disposable devices. On the other hand, neither an active (and
often expensive) element nor an energy source are needed. This reduces the manufactur-
ing costs and enables the use of microfluidic disposable devices, e. g. in point of care
diagnostics and patient self-testing.

172.2 Overview



2.2.5
Stacking and Sealing

Except for some very basic array configurations, all microfluidic devices require a top
cover to create enclosed structures (e. g., channels, reservoirs). This can be achieved by
sealing the top side of the substrate carrying the fluidic structures with a foil, a cover
plate, or by stacking several microstructured fluidic plates.

Sealing with a thin, and often optically transparent foil is a cost-effective procedure and
allows easy access to the fluid, for example when optical methods such as fluorescence are
used as detection methods. Furthermore, special materials may be selected for the foil,
such as foils with high diffusion coefficients for gases, thereby allowing oxygen supply
to cells in the chips.

Cover plates may carry fluidic structures themselves, complementing the fluidic net-
work on the base substrate. One simple example are through-holes in the cover plate
which are used for input and output ports of the fluidic device.

Stacking of several microstructured plates is of advantage for more complex fluidic de-
vices because it is extending integration into the vertical direction. With stacking, multi-
layer fluidic interconnections can be created, and many fluidic devices are much easier to
build when vertical integration is used. One example is that of micropumps, where the
pumping chamber and valve seats may be on one plate, the membrane and the valve
lids on a second, and the driver and input and output on other plates. A very early example
of the stacking principle can be found in the above-mentioned realization of a mTAS
system [18, 26].

If no sealing is used for simple array devices, then hydrophobic surface properties be-
tween the spots may be used to concentrate fluids at the (hydrophilic) spot areas in the
form of droplets, thus avoiding cross-talk between different reaction sites.
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Figure 2.3 Left : Injection-molded CD-like microlaboratory. Right : Close up of the microfluidic structures.
This system enables functions such as volume definition, chromatography, and enzymatic reactions to be
conducted. (Courtesy Gyros AB.)



2.3
Methods

2.3.1
Materials for the Manufacture of Microfluidic Components

Three types of materials are common for microfluidic and Lab-on-a-Chip devices : silicon,
glass, and polymer materials.

2.3.1.1 Silicon
Silicon is the dominant material in microelectronics, and knowledge of micromachining
of this material has been accumulated for several decades. Because of this, silicon has also
been the dominant material used in nonelectronic applications of MEMS and, in the past,
also in microfluidics. In fact, the known micromachining methods for silicon are well-
suited for the generation of high-precision fluidic structures. For example, channels
with square or v-shaped cross-sections can be easily generated.

Among the advantages of silicon are the simple generation of an inert surface (SiO2) by
oxidation, high-temperature stability, high chemical resistance to organic solvents and
acids, well-established bonding processes, an extensive knowledge about coatings, and
its well-defined and excellent mechanical properties as a single crystal material.

Silicon may be the material of choice if electric functions such as heaters and sensors
are required as part of the microfluidic component. These can be easily integrated into the
silicon substrate using standard microelectronics fabrication technology.

The disadvantages of silicon are the nonideal surface for many biochemical applica-
tions, and the high price for material and processing. Silicon is a relatively expensive, sin-
gle-crystal material, and the process equipment, process materials from microchip tech-
nology are very expensive. As fluid chips tend to be much larger than electronic chips,
this may lead to high manufacturing costs per chip. Another cost disadvantage is that
the batch processing sequence used for silicon is more complicated than the one-step re-
plication methods used for polymers. In the silicon process, the alignment of subsequent
layers must be carried out for each wafer in production. In polymer replication technology,
the alignment is necessary only during the production of the master, eliminating this
error source once the master has been correctly manufactured.

Furthermore, silicon cannot be used for applications involving electrical fields (e. g.,
capillary electrophoresis) due to its low electrical resistance.

2.3.1.2 Glass
Glass is another important material for the production of microfluidic components and
systems; borosilicate types of glass are often used. Some of these glasses, such as Boro-
float or Pyrex 7740, have thermal expansion coefficients which are matched to that of
silicon, and are used together with silicon in stacked arrangements, for example as trans-
parent cover plates. These glasses can be bonded to silicon by anodic bonding, without the
need of a bonding material.

The advantages of glass are its high chemical resistance, excellent thermal and mechan-
ical stability, and optical transparency. In many cases, glass is well-suited as a surface for
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biological and chemical reactions. There is an extensive knowledge about inorganic and
organic coatings with glass as a base material. Auxiliary electric functions (e. g., heaters)
may be added using the well-established procedures of thin film technology. Glass is also
well-suited for electroosmotic flow applications and capillary electrophoresis [27]. An
example is shown in Figure 2.4.

Although glass as a base material is less expensive than silicon, batch fabrication, opti-
cal polishing steps, and the micropatterning steps will lead to comparatively high produc-
tion costs. Micromachining procedures for glass are much less developed than for silicon,
and in most cases isotropic etching is used. High-aspect ratio and multilevel structures are
difficult to manufacture, and this restricts the use of glass to simple applications such as
array chips, single depth channel networks (e. g., capillary channels), or intermediate and
cover plates in stacked arrangements.

The photostructurable glass FOTURAN (Schott) allows the fabrication of high-aspect
ratio fluidic structures, but the disadvantages are high substrate and processing costs,
and compared to other materials a high surface roughness of the structures.

2.3.1.3 Polymers
Polymers are the third type of material used in the manufacture of microfluidic devices
[28]. The main benefit of polymer materials is based on simple and cost-effective replica-
tion methods such as injection molding or hot embossing, because this allows the man-
ufacture of all microstructures of the device in one manufacturing cycle. The capabilities
of these manufacturing processes in the micro and nano regime are illustrated by the
manufacturing of CDs and DVDs, where a 120 mm-sized device, including metallization
and printing, can be manufactured for much less than 1$ – dramatically less than for a
silicon or glass device of the same size. However, these replication methods require the
manufacture of a master structure, which is used as a tool in the replication step. As
the manufacturing cost of the mastering is considerable, these methods only make
sense for high-volume applications, where at least a few 100 000 parts are manufactured,
and the mastering cost can be shared by many replicated parts.

Another advantage of polymers is the broad range of materials suited for these manu-
facturing methods, including PMMA, PS, PC, cyclic olefins, PEEK, POM, elastomers, and
others. This allows a choice to be made of the material properties suitable for the specific
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Figure 2.4 Capillary electrophoresis chip for nucleic acid separation.
(Courtesy Caliper Technologies, Inc.)



application. Typical properties of the material that may be of fundamental importance in-
clude optical transparency, autofluorescence, thermal expansion coefficients, and stiffness.
A summary of the properties for a range of materials is provided in Ref. [28].

Convenient sealing methods, such as lamination, ultrasonic welding, laser welding,
gluing or thermal bonding, are available for polymer devices.

One disadvantage of polymer materials is a reduced thermal stability, as these devices
can only be operated at temperatures below the glass transition temperature. This also
limits processes to coat or functionalize the polymer surface. Another disadvantage is
the reduced stability against organic solvents, acids, and bases.

A variety of methods for chemically modifying the plastic surface, and functionalizing
the surface have been published, and extensive work is under way in that field. Most poly-
mer surfaces are not hydrophilic with respect to the fluids used in nanobiotechnology,
and will require a suitable surface modification (e. g., plasma polymerization) if capillary
forces are to be used for fluid transport.

2.3.2
Fluidic Structures

The most basic fluidic structures to build microfluidic devices are microchannels. These
channels provide the fluidic interconnection network between the fluidic elements of the
device, but may have additional functions, like the channels in capillary electrophoresis
and other separation techniques. Various shapes for the channel cross-section are used,
including rectangular, v-shaped, and round. The shape of the cross-section may be deter-
mined by the fabrication method; a review is provided in Ref. [29]. In many cases, the
upper half of the channel contour is flat due to the sealing of the channels by a flat
cover. Interesting exceptions to this are silicon nitride channels with a round cross-section
buried underneath the surface of a silicon substrate [30], or round PDMS channels.

Important parameters of the microchannels include surface roughness and the aspect
ratio of the structure, which is defined as the ratio of depth to width in the case of a chan-
nel. High-aspect ratio channels have a high surface to volume ratio and consume less
floor space on the microfluidic chip. Channel widths commonly vary between the milli-
meter to the micrometer range; aspect ratios up to 10 are used. One microfluidic device
may carry channels of different widths and aspect ratios, for different purposes. For exam-
ple, auxiliary channels are used in capillary devices, with a much smaller diameter than
the fluid channels, to allow the air to exit from the device when it is filled with fluid by
capillary forces.

Other important structures are reaction/detection chambers, and sample and waste
reservoirs. These are larger, well-type structures, with dimensions often in the millimeter
range, designed to hold the correct amount of fluid.

In the case of reaction chambers, it is often advantageous to generate a high surface to
volume ratio. This can be achieved by using auxiliary structures (Figure 2.5), by folding up
a channel in a meander-like form, or by using a porous, nanostructured surface [31].

One special, but important, case of microreaction chambers is that of microcompart-
ments used in array-type microfluidic devices for parallel processing, such as DNA
chips and nanotiter plates. These are designed to hold fluid volumes in the order of
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10 nL to several hundreds of nL. In the most simple case, these compartments will be not
a spatial microstructure at all, but a spot on a flat surface carrying immobilized reagents,
with good wetting properties, and separated from neighboring spots by hydrophobic re-
gions. In the case of nanotiterplates, the bottom of the compartments may be a thin mem-
brane, so that optical detection techniques can be applied through the membrane from
the bottom side. For applications in combinatorial chemistry, where the possibility to
wash and filter reagents is essential, these membranes may be patterned to contain
pores in the nanometer or micrometer range.

Active and passive valves are needed to block the fluid flow in a controlled manner.
Valves may be used as discrete devices, or integrated into the fluidic chip. Technically, can-
tilever and diaphragm-type valves are used; reviews are provided in Refs. [32, 33]. Fluidic
diodes, which do not have any moving parts [34], are also used; these do not block the flow
in one direction completely, but provide a large difference in impedance. Moreover, they
are easy to integrate into the system.

Propagation of fluids in the chip is achieved by the use of micropumps which, as in the
case of valves, may be either external or integrated into the microfluidic device. Techni-
cally, most micropumps are membrane-actuated pumps, using pneumatic, thermopneu-
matic, piezoelectric, electrostatic, bimetallic, or shape-memory effects for actuation.
Some electric field-actuated pumps (electrohydrodynamic and electroosmotic) and
micro gear pumps are also available; an overview is provided in Refs. [32, 33].

As flow in microfluidic devices is strictly laminar, mixing must be initiated using a spe-
cially designed element, a micromixer. Most micromixers are static mixers, which are ex-
clusively based on the diffusion of the liquids to be mixed. Diffusion requires time, and
this must be provided in the microsystem by using long, parallel flow regions and having
large interfaces between the liquids to be mixed. This is often achieved by multiple split-
ting of the fluid strand, and recombining. Methods to go beyond laminar mixing include
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Figure 2.5 Scanning electron micro-
graph of auxiliary structures in a mi-
crofluidic chamber. These are designed
to generate a large surface to volume
ratio. (Courtesy STEAG microParts.)



the use of microbeads [35] and chaotic mixing using relief structures at the channel bot-
tom [36]. A review of mixers is provided in Ref. [33].

Other fluidic structures in microfluidic devices include sensors for physical parameters
such as pressure, temperature, and flow, as well as chemical sensors and biosensors. Such
elements are found in Lab-on-a-Chip devices, while in single-use disposable fluidic
devices these more expensive systems will not be part of the fluidic device.

2.3.3
Fabrication Methods

The fluidic structures are fabricated using standard methods of microfabrication. These
are well-documented in standard textbooks of microsystem technology, for example by
Menz and Mohr [37] or Madou [38], and are beyond the scope of this chapter. Other sum-
maries of fabrication technology, more specific for the application to fluid devices, may be
found in Refs. [32, 39].

These microfabrication methods are also used to manufacture the master tool for the
microreplication of polymers. The master is usually a metal (or in some cases a silicon)
tool. The master structure is the inverse of the fluidic structure to be generated in the
replication process. Channels, for example, will be a line on the master.

Practical, marketable fluidic devices are generally multilevel structures. This means
that a device will not carry structures of one common structural depth only, but will
have channels, wells, and reservoirs with a variety of structural depths. This cannot
usually be achieved with one single fabrication step, nor by using just one fabrication
technology, and in practice a combination of different fabrication technologies, each
suitable for the generation of structures of the desired size, shape, and precision, will
have to be applied. For example, in the fabrication sequence of a replication master, the
channel structures for small channel diameters could be fabricated by lithography
and electroplating, the more coarse channels by milling, and through holes by spark
erosion.

2.3.4
Surface Modifications

Modifications of the surface of the device are essential for the designed functionality of
microfluidic devices in (nano)biotechnology. Often, these modifications are to be achieved
locally, and therefore different areas of the device will require different modifications.
These modifications must be achieved on all surfaces, including the sidewalls of high-
aspect ratio microstructures, for example in deep channels.

The objectives for modifications of the fluidic device surface include the modification of
wetting characteristics (hydrophobic/hydrophilic), increased biocompatibility, reducing or
eliminating solute interactions with the device surfaces, modifying electroosmotic flow,
immobilizing the reagents, enzymes, antibodies, proteins, DNA, etc. to carry out chemical
reactions or detection mechanisms, or to provide a proper surface for immobilization, in-
creasing the surface area for catalytic reactions, and tethering sieving matrices or station-
ary phases for separation devices.
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The surface modifications may be achieved by a variety of techniques, including CVD
and PVD methods, spin coating and solution casting, plasma processes (e. g., plasma etch-
ing and plasma polymerization), grafting, chemical self-assembly, the Langmuir–Blodgett
technique, printing, and others. In some cases, these surface modifications will involve
nanotechnology. The thickness of the modification layer is in the nanometer range;
thicker layers might modify the device geometry, and its function, and so for the objective
of the functionalization, often only a few monolayers are sufficient.

For example, when multilayer films containing ordered layers of protein species are
assembled by means of alternate electrostatic absorption with positively charged PEI,
PAH, chitosan or with negatively charged PSS, DNA and heparin, the enzymatic activity
of the films does not increase with layer number for more than 10–15 layers [40].

Requirements which the surface modifications must meet include good adhesion,
chemical stability against the media used in the device, and a time stability which is better
than the lifetime of the device.

One very important surface modification is that of modifying the wetting characteristics
of the surface. As the interfacial tensions cannot be monitored directly, measurement of
the contact angle between the surface and a droplet of liquid is widely used to characterize
the wetting characteristics of the surface.

Materials such as glass, Si and SiO2 have many OH-groups on their surfaces, and this
causes hydrophilic behavior. Especially in the case of silicon, the wettability depends
strongly on the pre-treatment and history of the surface. Hydrophobic surfaces may be
produced using octadecyltrichlorosilane (OCTS), and hydrophilic behavior may be stabi-
lized using hexamethydisilazane (HMDS).

Polymer surfaces are hydrophobic in most cases. Hydrophilic surfaces may be easily
generated using O2 plasma treatment, but such surfaces are stable only for a few days.
More stable surface modifications are obtained by plasma polymerization of layers invol-
ving OH-groups at the surface.

The wetting characteristics of the surface may also be modified by a nanostructured sur-
face. This principle of nanobiotechnology is found in nature, for example, in the cuticular
structure of leaf surfaces [41] and in fractal surfaces [42]. Such water-repelling surfaces
have self-cleaning properties (the Lotus effect), as particles on nanostructured hydropho-
bic surfaces are more readily wetted and washed away (Figure 2.6).

Large surface areas are required for both catalytic reactions and separation assays, and
this may be achieved by coating microfluidic chips with a porous material. In the case of
silicon, porous silicon with pore sizes in the nanometer to micrometer range may be
generated.

Another important surface functionalization is the binding of specific molecules
to designated areas of the chip. Such applications include DNA-, proteomics-, cell-, and
tissue-chips. Generally, by using various surface chemistries, linkers for such mole-
cules must be provided in designated areas, while the remaining surface should be non-
binding.

Methods to immobilize the specific molecules include adsorption, crosslinking, covalent
binding, microencapsulation, and entrapment. A thin, sputtered gold film can be used to
immobilize a dense molecular film of thiols [43], providing a high density of alkyl groups
as binding sites for surface reactions.
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One example of polymer substrates is the building of a functional chemical scaffold on
PMMA using an ethylene diamine foundation [44]. In this way, various materials such as
oligonucleotides, enzymes, or stationary phases may be attached to the device surface.

2.3.5
Spotting

For array-type microfluidic devices, large numbers of molecules must be collected and
placed either in defined microvessels, as with libraries in solution in nanotiter plates,
or at defined spots on the surface of a carrier for probe molecules being immobilized
on the substrate. This requires the microdispensing of a large variety of (different) fluids
in drop volumes down to the picoliter range, with spot sizes and drop distances down to
some 10 mm. Special devices to accomplish this task – the “spotters” – have been devel-
oped, and a review of spotting methods is provided in Ref. [45].

Dedicated capture spots with optimized wetting characteristics for the dispensed liquid,
and non-wetting bars between these spots, may support the array production using spot-
ters.

The main types of spotting methods currently in use include pin-based spotting, ink-jet
spotting, photolithographic synthesis, electronic addressing, and stamping.

In pin-based spotting, an array of metal (tungsten) pins picks up a small volume
each by dipping into a well plate, and then transfers it when touched down onto the sub-
strate.

252.3 Methods

Figure 2.6 Left : Nelumbo nucifera, the Lotus flower.
Right : a double-structured surface optimized for self-
cleaning. Contact areas are minimized through the
combination of micro- (cells) and nanostructures (wax
crystals). (Courtesy University of Bonn.)



Ink-jet spotting uses proven technology from piezoelectric printheads of ink-jet print
technology. Large arrays of heads are used for spotting with good control of drop sizes
down to the pL range, at high speed.

Photolithographic synthesis is a method developed by Affymetrix [46], where capture
probes are synthesized directly on the chip. Photolithography masks the direct, light-sen-
sitive removal of protective groups from hydroxyls in the exposed regions. This allows spe-
cific protected nucleotides to attach to these hydroxyls, after which the process is repeated
for the next nucleotide.

In the electronic addressing method developed by Nanogen [47], use is made of the fact
that the biologic target material is usually either positively or negatively charged. By set-
ting voltage potentials at the test sites of the array, the target can be attracted and docked
at these sites. However, this method requires full semiconductor processing in the man-
ufacture of the array.

Another spotting method currently under development is that of micro contact printing
(see Chapter 3). Elastomeric stamps with posts in the mm size region are used to deliver
either the reagent of choice, or a deprotecting agent, to the spots.

2.3.6
Detection Mechanisms

For most microfluidic applications, detection devices are not integrated into the fluidic
chip, but form part of a separate (in many cases highly automated) handling and detection
system. In this way, the system can be re-used for the evaluation of a large number of
chips.

One problem associated with detection in microfluidic devices is the small sample
volume. For example, due to the small dimensions of the system, the optical pathlength
for absorption measurements is also likely to be very small.

Commonly used detection methods include absorption (ultra-violet, optical, infra-red),
fluorescence, luminescence, electrochemical, thermal or electrical conductivity, and
others. Several miniaturized or even microstructured detection systems are available,
one example being that of micromolded microspectrophotometers [48].

2.4
Outlook

During the past few years, microsystem technologies – and especially microfluidics for
Life Sciences applications – have been identified as the enabling technology of the 21st
century. A variety of biomicrosystems has been developed, and research and commercia-
lization efforts on bioMEMS, biochips and Lab-on-a-Chip devices are booming. Today, less
than two decades after MEMS technology first emerged, nanotechnology – again, often
focused on biology – has begun to attract the interest of the research community. Cur-
rently, it is considered that nanobiotechnology will have at least the same impact as
bioMEMS technology has had in the past.

On one hand, due to a top-down approach and a continuous shift of technical limits
(e. g., resolution), an extension from microstructures to nanostructures has been antici-
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pated. Nanofluidics, nanooptics, nanomechanics, and nanoelectronics will be disciplines
that derive naturally from their larger counterparts, not predecessors. When favorable
for the envisioned assay, nanochannels, nanocavities, nanoposts and other structural fea-
tures will be used instead of (or in combination with) microstructures [49], and nanoelec-
trodes or nanooptical structures will enable further progress in detection technologies and
sensitivity.

On the other hand, due to a bottom-up approach, nanosystems will need microfluidic
devices as a physical interface to instruments or humans. A variety of examples for the
bottom-up approach, often in combination with novel, nanoanalytical characterization
methods, are described in detail in other chapters of this book. Most functionality will
be created when bottom-up and top-down strategies are combined, whereupon microflui-
dics and nanobiotechnology will emerge towards integrated systems. Nanostructures such
as self-assembled systems or biomimetic surfaces, nanocoatings, nanopores, nanoactua-
tors, nanoparticles, nanocomposites, nanobarcodes or nanoelectrodes will enable novel
microfluidic devices for Life Science applications such as drug discovery, diagnostics,
and therapy.

Nanoparticles and nanocoatings have been already established for microfluidic devices.
Commercially available lateral flow immunoassays involve biofunctionalized particles in
the nano range, and magnetic nanoparticles are used for the purification of biomolecules
such as cells or nucleic acids. Nanobarcodes – sub-mm-sized metal particles functionalized
with biomolecules, comprise freestanding, cylindrically shaped metal nanoparticles that
are self-encoded with sub-mm stripes. Intrinsic differences in reflectivity between adjacent
metal stripes (e. g., gold and silver) of the nanobarcodes allow individual particles to be
identified by conventional optical microscopy. Nanobarcode particles are thus the nanos-
cale equivalent of conventional bar codes, and are used to decode the sample bound to the
functionalized particle surface; for details, see Chapter 26.

Nanocoatings are derived from “conventional” surface chemistry, and also have been
found in nature. One of the most impressive examples of biomimicry has been the
Lotus effect. This phenomenon of superhydrophobic, self-cleaning surfaces which is
seen not only in the Lotus flower but also in many other leaves (e. g., cabbage, reeds, In-
dian cress, tulips) as well as in animals (e. g., wings of butterflies and dragonflies), has
been explored in detail by W. Barthlott and others [41]. The self-cleaning property is con-
nected with a microstructured surface as well as with a coating of water-repellent waxy
crystals. Besides inorganic contamination, organic contaminations such as spores, bac-
teria or algae play an important role in plants. An elegant way to cope with this is to
use the Lotus effect, which prevents pathogens from binding to the leaf surface. As the
Lotus effect is based solely on physico-chemical properties and is not bound to a living
system, artificial self-cleaning surfaces have been successfully manufactured, and such de-
vices for Life Science applications are currently being tested. Nanocoatings with other
functionalities are also under development; for example, for guided migration, spreading,
growth and differentiation of cells in culture, for the enhanced integrity of biological
samples, or for a controlled release of embedded drugs.

Both nanocoatings and nanostructures are currently being evaluated for tissue engineer-
ing [50]. Another approach to mimic nature is that of molecular imprinting technology
(MIT), which can be described as making artificial ‘locks’ for ‘molecular keys’. Although
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molecular imprinting was used as early as the 1930s by Polyakov to selectively capture var-
ious additives in a silica matrix, progress has been comparably slow. Recently, a team of
chemists at the University of Illinois developed a way of creating artificial antibodies by
using a process in which a single molecular template is imprinted into a single macromo-
lecule – a highly branched polymer called a dendrimer. Upon removal of the template, a
synthetic molecular shell is created, which can bind specifically shaped molecules and
can, like a natural antibody, reject others [51].

In principle, the molecular key may be any type of molecule, ranging from small mo-
lecules (e. g., drugs, amino acids, steroid hormones) to larger molecules (e. g., nucleic
acids, proteins). Large molecular assemblies such as cells and viruses may also be per-
ceived, though the difficulty of making the imprinted materials increases with the size
of the selected key molecule. A combination of MIT and future Lab-on-a-Chip devices pro-
mises many advantages for Life Science applications, although in this case the period
between proof-of-principle and commercialization is likely to be long.

The use of nanopores in Life Science applications leads to another interesting field of
research. Current investigations on nanopore membranes include patch–clamp arrays,
biocapsules for biosensor protection, and drug delivery systems, for example nanopore
membranes as functional parts of subcutaneous implants or microparticles with
nanopores, such as porous silicon particles. Nanopores are also currently under investiga-
tion for use in haplotyping, SNP detection, and DNA sequencing [52, 53]. A detailed over-
view is provided in Chapter 7.

An additional impact on microfluidic devices is expected from nanomechanics. One
such embodiment is that of silicon cantilevers in a Lab-on-a-Chip; these are a few hundred
nanometers thick, and have biomolecules (e. g., antibodies) attached to one side. The bind-
ing of protein molecules to the capture antibodies causes the cantilevers to bend, and this
can be monitored either electronically or optically [20]. Another class of actuators which,
as in muscles, harnesses molecular deformations to generate meso- and macroscopic
forces and displacement, are the conductive or electroactive polymers (EAPs) [54, 55].
These materials, which undergo large conformational changes in response to electrical
or chemical stimuli, might be well suited for actuators, regulators, valves or sensors of
future bioMEMS, respectively bioNEMS generations.
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3
Microcontact Printing of Proteins

Emmanuel Delamarche

3.1
Introduction

Biomolecules on surfaces have applications that range from medical diagnostics, analyti-
cal chemistry, and culturing and studying cells on surfaces, to synthesizing or engineering
DNA, carbohydrates, polypeptides, or proteins. Defining patterns of biomolecules – and of
proteins in particular – on surfaces is no simple task considering how complex and fragile
these molecules can be. Photolithography – the art of structuring surfaces at lateral scales
of less than 1 micrometer – was used recently to create DNA microarrays. Photolithogra-
phy affords the capability of synthesizing strands of DNA using lithographic masks and
photochemistry, but it is unlikely that a similar approach would permit the fabrication
of arrays of proteins, which cannot be synthesized block-by-block at present. In photolitho-
graphy, UV light, organic solvents, photoresists, and resist developers can compromise the
structure and function of even a simple protein. For these reasons, novel approaches to
patterning proteins include defining regions on surfaces that attract, bind, or repel pro-
teins from solution, or in a more direct manner, by delivering small volumes of a solution
of protein to a surface using drop-on-demand systems or microfluidic devices [1–3].

This chapter describes the patterning of proteins on surfaces by means of microcontact
printing (mCP), where proteins are applied like ink to the surface of a stamp and trans-
ferred to a substrate by printing. Microcontact printing was originally developed by White-
sides and coworkers at Harvard for printing alkanethiols on gold with spatial control [4].
Many variants of mCP were later developed and collectively termed “soft lithography” [5].

The central element in mCP is the stamp. This is a silicone-based elastomer that is mi-
crostructured by curing liquid prepolymers of poly(dimethylsiloxane) (PDMS) on a litho-
graphically fabricated master (or mold). Once cured, the stamp is peeled off the mold by
hand; the stamp then bears an inverted pattern of that of the mold. One mold can be used
to replicate many stamps. The relative softness of the stamp, compared to that of a litho-
graphic mask, allows it to follow the contours of surfaces onto which it is applied. It is the
work of adhesion between the stamp and the substrate that drives the spreading of the
initial zones of contact at the expense of an elastic adaptation of the stamp [6]. In mCP
– and soft lithography in general – the contact between the elastomer and a substrate
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occurs at the molecular scale and is termed “conformal”; it ensures the homogeneous
transfer of ink from the stamp to the printed areas of the substrate [4].

PDMS materials have the following features. They are transparent to optical light and
even UV down to �240 nm, resistant to many chemicals and pH environments, good elec-
trical insulators, thermally stable, nontoxic, and can have tailored mechanical properties
using various degrees of crosslinking and amounts of resin fillers [7]. A PDMS stamp
can be a simple piece cut from a PDMS slab or accurately molded and mounted on a
stiff backplane [8, 9]. It can be composed of PDMS layers having different mechanical
characteristics, or shaped like a paint roller [10].

Handling stamps with tweezers and printing by hand is sufficient for most needs of
experimentalists. Mounting a stamp on a printing tool, however, provides the ability to
vary and control the pressure applied during printing, and to align the stamp with the
substrate. PDMS stamps have advancing and receding contact angles with water of
�115� and �95� and thus are hydrophobic and promote the spontaneous deposition of
proteins from solution [11]. This deposition is nonspecific and self-limiting to a monolayer
of proteins if the stamp is rinsed after the inking step. An important difference between
microcontact printing proteins on surfaces and alkanethiols on noble metals is the limited
amount of proteins on the stamp. Alkanethiols can diffuse inside a PDMS stamp in suffi-
cient amounts for multiple prints, whereas reinking stamps with proteins is necessary
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Figure 3.1 Three related methods can pattern pro-
teins from a stamp to a surface. In contact pro-
cessing (left), a hydrogel stamp mediates the dif-
fusion of proteins from its bulk to a surface. Mi-
crocontact printing (center) utilizes an elastomeric
stamp inked with proteins to print the proteins on a

substrate without having a liquid. The stamp in
affinity contact printing (right) is derivatized with
capture proteins, which allows it to be selectively
inked with target proteins released to a substrate
during printing.



after each print unless hydrogel “stampers” are used [12]. These stamps can carry a large
reserve of protein solution used for the contact processing (CP) of substrates. PDMS
stamps derivatized with biomolecules provide the basis for selective inking strategies
and lead to the affinity-contact printing (aCP) technique [13]. Figure 3.1 delineates the
operations that CP, mCP, and aCP involve. These techniques are described in detail in
the following sections.

3.2
Strategies for Printing Proteins on Surfaces

3.2.1
Contact Processing with Hydrogel Stamps

Contact processing (left-hand panel in Figure 3.1) mimics the deposition of proteins from
an aqueous environment to a surface by utilizing a hydrogel swollen with a solution of
protein [12, 14]. The proteins can diffuse through this hydrophilic matrix and adsorb
onto the substrate without uncontrolled spreading. The stamp consists of two parts.
The first is a reservoir above the hydrogel containing proteins dissolved in a biological buf-
fer. The second is the hydrogel that makes contact with the substrate and mediates the
transport of proteins to the substrate. A stamp that has a hydrogel made of poly(6-acry-
loyl-b-O-methyl-galactopyranoside), for example, embedded in a fine capillary can pattern
proteins with a resolution of �20 mm [14]. Hydrogels having a refined composition and a
greater degree of crosslinking exhibited better mechanical resistance, and were patterned
by replication of a mold [15]. The latter approach should allow a protein to be patterned on
a surface with a resolution better than 20 mm. CP based on hydrogel stamps has interest-
ing features. First, biomolecules remain in a biological buffer until the stamp is removed
and the substrate dried. Denaturation of proteins in this case should be minimal, and may
be similar to that of proteins adsorbed from solution onto polystyrene microtiter plates.
Second, it is straightforward to reuse such stamps for multiple CP experiments [14].

3.2.2
Microcontact Printing

Microcontact printing of proteins uses PDMS stamps replicated from a mold (middle
panel in Figure 3.1). Inking the stamp with proteins is simple, and analogous to deposit-
ing a layer of capture antibody (Ab) on polystyrene for conducting a solid-phase immu-
noassay. The duration of inking and the concentration of protein in the ink solution
determine the coverage of protein obtained on the stamp [16]. Inking a stamp can be
local and/or involve multiple types of proteins when the stamp is locally exposed using
a microfluidic network (mFN) or microcontainers to one or more solutions of protein
[17]. The transfer of proteins can be remarkably homogeneous and effective, depending
on the wetting properties of the substrate [18]. The large area of interaction of proteins
with substrates and their high molecular weight account for the high-resolution potential
of mCP of proteins. At the limit, single protein molecules can be printed as arrays on a
surface [16], whereas the diffusion of alkanethiols on noble metals or the reactivity of si-
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lanes with themselves limit the practical resolution achieved for microcontact printing
self-assembled monolayers on surfaces. Microcontact printing proteins on surfaces ap-
pears to be limited by the resolution and mechanical stability of the patterns on the
stamp. Stamps made of Sylgard 184 and using masters prepared using rapid prototyping
or photolithography can have micrometer-sized patterns on fields even larger than 10 cm2

[19]. Microcontact printing proteins with arbitrary patterns and submicrometer resolution
benefits from the use of a PDMS elastomer stiffer than Sylgard 184 and masters patterned
using electron-beam lithography [8].

3.2.3
Affinity-Contact Printing

Tailoring the surface chemistry of stamps to ink a particular type of biomolecule is crucial
for aCP (right-hand panel in Figure 3.1). The chemical stability of silicone elastomers is
both an advantage for preparing chemically resistant stamps and an obstacle to modifying
the surface of PDMS stamps. Exposing PDMS to an oxygen-based plasma forms a glassy
silica-like surface layer [20]. The oxidized layer is a few nanometers thick and contains si-
lanol groups (–Si–OH), which are useful for anchoring organosilanes [21]. Oxidized
PDMS can thus be derivatized similarly to glass or SiO2 in a few chemical steps using
silane monolayers and with crosslinkers for proteins [22]. Affinity-contact printing is
the technique of covalently immobilizing ligand biomolecules onto a PDMS stamp, and
using them to ink a stamp selectively with receptor molecules. A stamp for aCP is roughly
analogous to a chromatography column due to its ability to extract proteins selectively
from a mixture, although releasing them involves printing them onto a surface [13]. Bio-
molecules that are naturally present in crude solutions and have a function on a surface
are ideal candidates for applications of aCP. Cell adhesion molecules is one example that
has already been demonstrated, but aCP could well be extended to a large variety of bio-
molecules for which ligands exist. Stamps in aCP are reusable and may include sites of
different affinity to capture and print multiple types of protein in parallel [23].

3.3
Microcontact Printing Polypeptides and Proteins

Many different types of proteins can be inked from an aqueous solution onto a hydropho-
bic silicon rubber such as PDMS [24]. Hydrophobic polymers in general promote the
deposition of proteins from solution through a variety of interactions, and slight or pro-
nounced conformational changes of the protein structure can accompany this adsorption
process. The kinetics of formation of a layer of protein on hydrophobic surfaces is often
compared to a Langmuir-type isotherm: the rate of deposition of the protein molecules
scales with their concentration in the bulk of the solution and reaches a plateau when
all sites on the substrate become occupied [25]. Hydrophobic substrates, as a general
rule, have stronger interactions with hydrophobic proteins, and their adsorption process
is less influenced by the pH and ionic strength of the solution and by the isoelectric
point of the protein than when polar or charged substrates are employed [25]. The size
of the protein does not seem to play an important role on their inking behavior. A
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wide range of proteins in terms of structure and functions has been microcontact printed,
which includes cytochrome c (12.5 kDa) [11], streptavidin and bovine serum albumin
(BSA; �60 kDa) [26–28], protein A and immunoglobulins G (150 kDa) [11], glucose oxi-
dase (160 kDa) [29], laminin (�210 kDa) [30], and fibronectin (440 kDa) [31]. It is some-
times necessary to employ stamps with a hydrophilic surface to ink hydrophilic polypep-
tides such as polylysine (with MW ranging from 38 to 135 kDa) [32] or lipid bilayers [33].
In other cases, small biomolecules such as amino-derivatized biotins were inked and
printed onto surfaces reactive to amino groups [34, 35]. In general, the derivatization of
biomolecules with thiol groups allows the printing of biomolecules on gold substrates
[36], where patterning by printing can be complemented by the adsorption of other
types of molecules from solution. The chemisorption of small biomolecules on surfaces
might be necessary for efficient transfer from the stamp and to prevent rinsing the print-
ing molecules during subsequent steps.

3.3.1
Printing One Type of Biomolecule

Immunoglobulins G (IgGs) are interesting candidate molecules for mCP: these Abs are
useful on surfaces for heterogeneous immunoassays. Their numerous disulfide linkages
make them robust, they adsorb from biological buffers to PDMS in a nonreversible man-
ner [24], and they can be conjugated to fluorescent centers, metal particles, enzymes, or
ligands such as biotin. Fluorescence microscopy is a versatile method to follow the results
of microcontact printing IgGs onto a glass surface (Figure 3.2). There, TRITC-labeled anti-
chicken Abs were inked everywhere on the stamp but transferred to glass only in the re-
gions of contact [11]. The patterns on the glass are accurate and correspond to zones of the
stamp where the inked proteins are missing. The contrast of the 1 mm-wide features in the
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Figure 3.2 Microcontact printing proteins on glass. Fluorescence microscopy images revealing TRITC-
labeled chicken Abs on a stamp after inking and accurately transferred in the regions of contact to a glass
substrate. Reproduced with permission from Ref. [11]. (Copyright 1998 American Chemical Society.)



pattern is high and accurate and, as no fluorescence above background is measured in the
nonprinted regions, it is clear that no transfer of Ab occurred in the recessed areas of the
stamp. This might not always be the case, because small features have limited mechanical
stability [6]. Demolding the stamp from the mold, capillary effects during inking and
drying the stamp, and the printing itself may compromise the mechanical stability of
patterns [37]. Implementing support structures in the design of the pattern, controlling
the forces exerted during printing and affixing a stiff backplane to the stamp improve
the stability of patterns. Stamps can be very large and have features measuring from mi-
crometers to centimeters, making it possible to print proteins of one kind on large sub-
strates to pattern cells indirectly. Examples include microcontact printing fibronectin
[31], polylysine [30, 38, 39], laminin [40], and adhesion peptides [41].

3.3.2
Substrates

Substrates for biomolecules cover a wide range of materials, from simple glass slides to
complex functional microelectronic devices or sensors. Having conformal contact between
the stamp and substrate during printing is the first requirement for microcontact printing
biomolecules. For this reason, the substrate should not be too rough [6], or have too pro-
minent structures [39]. Polystyrene, poly(styrene terephthalate), glass, amphiphilic comb
polymers, Si wafers, and substrates covered with a thin evaporated metal and/or a self-
assembled monolayer can be microcontact printed with proteins and stamps made of
Sylgard 184 [11, 29, 34, 42]. The printing time does not seem to play a role, and takes
the few seconds necessary to propagate the initial contact to the entire substrate. The details
of how and why proteins transfer from a stamp to a surface were intriguing until the
recent discovery that the difference in wettability by water between the stamp and the sur-
face determines whether transfer occurs [18]. Proteins tend to transfer when the substrate
is more wettable, or has a higher work of adhesion for water, than the stamp. In this
respect, the chemical composition of the surface does not seem to play a particular role
other than defining the wettability of the surface (Figure 3.3). The surface of the stamp
can be derivatized with fluorinated silanes to raise the wettability threshold of the sub-
strate below which transfer remains effective, for example. A remarkable incidence of
printing proteins occurs with poly(ethylene glycol) (PEG)-derivatized surfaces [18]. Sur-
faces covered with a sufficient density of PEGs resist the deposition of proteins from solu-
tion because in order to interact with the PEG layer, proteins have to remove water solvat-
ing EG repeat units and reduce the number of possible conformations of the PEG chains
[43]. Both of these requirements are energetically unfavorable to the deposition of proteins
from solution onto PEG-treated surfaces [44]. The mechanism accounting for the transfer
of protein in mCP might thus involve the dry state of the PEG layer during printing [43],
the local pressure exerted by the stamp at the line front propagation of the conformal con-
tact [45], or some contamination of the PEG layer by low-molecular-weight silicone resi-
dues from the stamp. The deposition of proteins from solution or by printing exhibits an-
tagonistic behaviors: proteins are more difficult to print on a hydrophobic surface than on
a hydrophilic one whereas the opposite situation generally occurs in solution with, as an
extreme case, PEG surfaces, which are protein-repellant [46].
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Figure 3.3 Influence of the wettability
of the substrate by water on the degree
of transfer of proteins from a PDMS
stamp to a Au surface. (A) The sub-
strate is derivatized with SAMs com-
prising variable mole fractions of two
constituents having different end-
groups. (B) Proteins are adsorbed from
solution onto the stamp. (C) The
resulting printed patterns are analyzed
using fluorescence microscopy. The
fluorescence micrograph corresponds
to fluorescently labeled proteins printed
onto a 100 % COOH-terminated SAM.
The transfer of proteins followed on
SAMs having hydrophilic components
functionalized with (D) COOH,
(E) OH, or (F) EG correlates with the
wettability of the mixed SAM (G).
Figure kindly provided by J. L. Tan,
J. Tien and C. S. Chen, and reprinted
with permission from Ref. [18]. (Copy-
right 2002 American Chemical Society.)



Printing proteins is not limited to the patterning of planar substrates but is possible on
curved surfaces, structured surfaces, and over large areas [5]. A stamp can be molded
directly curved or planar and then curved and rolled over a surface [10]. Large stamps
(� 10 cm) can be molded with a pattern having an accuracy of better than 1 mm [47].
The mechanical properties of stamps can be varied from 1 MPa (Young’s modulus) to
over 30 MPa by adjusting the formulation of the polymer with respect to its average mo-
lecular weight between junctions, the junction functionality, and the density and size of
filler particles added to the polymer [8]. The hardness of a stamp, its work of adhesion
with the substrate, the pressure applied during printing, and the topography and work
adhesion of the substrate all determine whether conformal contact will occur. The stability
of features on the stamp might be compromised, however, when the stamp is made too
soft and pressed too hard during printing [6, 9, 48].

3.3.3
Resolution and Contrast of the Patterns

High resolution in lithography refers to patterning features of arbitrary shape at a length
scale where it becomes crucial to optimize all parameters of the technique (e. g., condi-
tions for exposing and developing the resist, transfer of the resist pattern onto the sub-
strate). Electron-beam lithography has a high-resolution regime for making features
� 100 nm, photolithography for features � 250 nm, and mCP for features � 500 nm. In
conventional lithography, shrinking the dimensions of patterns is driven by the necessity
to improve the performance of integrated circuits at invariant or lower cost. The resolution
of lithographic techniques limits the smallest sizes of components made today. It will be
the physics of tomorrow’s devices that will ultimately be the limiting obstacle to further
integration. Patterning biomolecules has a different paradigm for the resolution limit
than conventional lithography because single functional elements, an enzyme for exam-
ple, are available but do not have to be constructed. Microcontact printing meets several
requirements that are necessary to place single proteins at predefined positions on a sur-
face: (i) it is possible to fabricate Si molds with features as small as 40 nm using electron-
beam lithography [16]; (ii) PDMS-replicated structures can be 80 nm and even smaller
[9,47]; (iii) proteins remain in the areas of contact, unlike alkanethiols and monolayer-
forming molecules which generally diffuse away from the initial printed zones on the sub-
strate when an excess ink is present on the stamp; and (iv) the solution of protein used to
ink the stamp can be diluted to limit the number of proteins inked per feature on the
stamp [16].

Figure 3.4 shows high-resolution patterns of Abs on Si and glass and how a high-reso-
lution stamp can look. Each feature in the atomic-force microscopy (AFM) image in Fig-
ure 3.4A comprises �1000 Abs of the same type that were printed on a Si wafer using a
PDMS stamp made of Sylgard 184 [17]. The structures have a width of 500 nm and an
edge resolution better than 50 nm. The contrast of the patterns seems perfect because
no Ab is present outside of the printed areas. An excellent contrast, together with specific
binding events between printed ligands and receptors from solution, are desirable for
high-sensitivity biological assays. The photography in Figure 4B shows a 8 � 4 cm2

stamp composed of a 30 mm-thick layer of PDMS attached to a flexible glass backplane
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100 mm thick [8]. The PDMS layer of this stamp has numerous fields with 250 nm-wide
lines, is about five times harder than Sylgard 184, but is also more brittle. The patterns are
consequently more stable against collapse, and the glass backplane contributes signifi-
cantly to the long-range accuracy of the pattern while making the stamp simple to handle,
mount and align on a printer tool [47]. The surface tension of the polymer is an important
limiting factor for the resolution of mCP. Features as small as 5 nm can be written by elec-
tron-beam lithography in PMMA and developed. PMMA is brittle, however, and hence not
soft enough to form a reliable contact over surfaces. Unmolding even relatively hard
PDMS stamps (having a Young’s modulus 	 12 MPa) from a master structured with
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Figure 3.4 Microcontact printing
proteins at high resolution. (A) AFM
images showing that only �1000
chicken Abs were printed onto a Si
wafer in each element of this pattern.
(B) High-resolution mCP is best done
using stamps harder than Sylgard 184
and having a flexible glass backplane.
(C) AFM images showing rabbit Abs
printed on glass as a mesh compris-
ing 100 nm-wide lines (left) or on
regularly spaced areas that have none,
one or a few Ab molecules (right).



40 nm-wide lines results in their broadening by 20 nm owing to surface tension effects
[16]. Such a broadening is relatively less important for stamps with features � 100 nm,
and can be compensated in the electron-beam lithography layout. The stability of small
features on stamps limits the freedom of design for high-resolution patterns. Dots,
lines, and meshes do not have all the same mechanical stability against pressure; some
recessed areas may collapse during printing. Incorporating support structures with micro-
meter dimensions around the high-resolution fields can remedy these problems [6]. An-
other strategy is to transfer the resist pattern into the Si master with a reactive ion etching,
where the etch rates depend on the geometry of the features. When large structures are
made deeper in the master than smaller structures, a larger part of the load during print-
ing is exerted on the larger structures without inducing collapse of the smallest features
[16].

The AFM images in Figure 3.4C correspond to Ab molecules microcontact printed from
a PDMS stamp (material B) [8] onto glass using a mesh of 100-nm-wide lines (left image)
and 100-nm hemispherical posts [16]. Both the posts and the lines were 60 nm high. The
detail of a mesh reveals that two to four Ab molecules define the width of the lines. In the
case of posts, one to three Ab molecules occupy each visible printed site, and the statistical
analysis of larger printed zones revealed that sites could have none, one or a few printed
Ab molecules [16]. There, the resolution limit for microcontact printing a single molecule
is reached while still leaving space for improvement to form homogeneous arrays having
only one biomolecule per site. A high concentration of protein in the ink, a long inking
time, a further reduction of the dimensions of the posts, and a substrate with a high work
of adhesion could help printing large arrays of single protein.

3.4
Activity of Printed Biomolecules

Many studies emphasize that while the adsorption of a protein on a surface is simple to
perform, it is nevertheless a complicated phenomenon in which the biological activity of
the immobilized biomolecule might be lost or significantly altered [25]. Microcontact
printing biomolecules harbors this risk twice: when proteins are inked onto the stamp,
and when they are printed. In principle, the deposition of proteins from solution onto
PDMS should be analogous to that of proteins on hydrophobic surfaces [24]. The second
concern is more difficult to weigh. Transferring a protein by printing implies that the ad-
hesion of the protein with the substrate overcomes that of the protein with the stamp. At
the limit, this might create a mechanical stress on the protein and could lead to irrever-
sible conformational changes. It might be interesting to evaluate the yield of transfer as a
function of the peeling rate to better characterize the transfer mechanism [49]. Comparing
the activity of different types of biomolecules printed or adsorbed onto polystyrene sug-
gests that enzymes are more susceptible to denaturation during printing than during ad-
sorption from solution [11]. A layer of printed proteinase K displayed half the activity of a
layer deposited from solution. Abs are more robust against loss of function; the ability of
printed polyclonal Abs to capture antigens from solution was similar to that where the
captured Abs were adsorbed. Printed monoclonal Abs seemed to have a �10 % loss of cap-
ture efficiency compared to ones adsorbed from solution.
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The surface activity of microcontact printed biomolecules belonging to three important
biological classes is illustrated in Figure 3.5. Cell adhesion molecules are ideal candidates
for printing biomolecules because these molecules are useful on surfaces as they can
direct the adhesion and growth of cells to specific regions of a substrate. Moreover, many
are “simple” polypeptides. Polylysine [30, 32, 38, 39], laminin [50], polylysine fused with la-
minin [40], fibronectin [31], specific adhesion peptides [41, 42], and neuron-glial cell adhe-
sion molecules [13] (NgCAM), for example, were microcontact printed to promote or guide
the attachment of cells to surfaces. In other examples, Ab–cell interactions were used to pat-
tern cells on patterns of printed Abs [51, 52]. In some instances, the stamp was made
hydrophilic and the substrate activated with a crosslinker to increase, respectively, the ink-
ing and transfer efficiency. The left-hand fluorescence image in Figure 3.5A corresponds to
the immunostaining of the adhesion peptide PA22-2 that was microcontact printed
onto a glass surface activated with amine-reactive crosslinkers [41]. The phase-contrast
image (right) shows that the printed pattern of peptide was suitable to grow viable hippo-
campal neurons in the printed regions specifically. These results illustrate well the conser-
vation of the function of printed adhesion molecules. The capability of printing a pattern
in registry with structures predefined on a substrate opens the way to placing cells wher-
ever desired on a complex surface to study their function and to form networks of immo-
bilized cells [39, 50, 53]. The next example (Figure 3.5B) is a printed polyclonal Ab, which
serves as antigen to bind polyclonal Abs from solution [11]. AFM reveals the printed re-
gions of a Si surface, each of which comprises �1000 molecules of chicken Ab molecules.
Blocking the free Si surface with BSA is the next step necessary to prevent nonspecific
deposition of proteins during the recognition step. After the blocking step, the Si surface
is either covered with BSA or printed Abs; the prints are no longer visible. Recognition of
the printed chicken Abs by anti-chicken Abs faithfully reflects the printed pattern. This
experiment is an example of a highly miniaturized surface immunoassay in which the
printed antigens were recognized by their specific Abs. Enzymes are probably more fragile
than Abs and suffer more from a random orientation on a surface with respect to their
activity than antigens for polyclonal Abs. The activity of printed enzymes can be evaluated
using flat stamps, polystyrene substrates and colorimetric measurements [11]. It can be
useful, however, to keep enzymatic products near their sites of production and to assess
the activity of the enzymes with high spatial resolution. This is possible by using precipi-
tating fluorescent products that accumulate in the regions of the substrate having enzy-
matic activity (Figure 3.5C) [17]. Real-time analysis of the development of fluorescence
on the printed sites is even possible with this method. At least a part of the alkaline phos-
phatases printed on the glass surface in Figure 3.5C are active. This suggests that enzyme-
linked immunosorbent assays can be performed using captured Abs that are printed. In-
terestingly, the same type of reporter enzyme can unambiguously reveal an ensemble of
binding events, which are discernible through their localization. The challenge in this
case remains to derivatize a surface with several types of protein.
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3.5
Printing Multiple Types of Proteins

3.5.1
Additive and Subtractive Printing

An obvious application for microcontact printing proteins is the preparation of protein
microarrays that can be used to screen different analytes in parallel while conserving
reagents and still obtaining high-quality signals [54–56]. The simplest method to place
two types of protein on a surface is to print one and adsorb the other from solution, as
has been done with two different types of Abs [11]. This strategy requires that the printed
layer of protein be complete enough to limit the adsorption of Abs from solution into the
printed regions. The fabrication of arrays comprising n types of protein is possible using
additive patterning steps: once a substrate is microcontact-printed, more proteins can be
printed next to or over the previously printed ones (Figure 3.6A) [17, 57]. The transfer of
proteins from a hydrophobic stamp to a more wettable substrate accounts for this finding
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Figure 3.5 Microcontact printed
proteins preserve a sufficiently high
degree of activity for (A) promoting
cell adhesion, (B) performing im-
munoassays, and (C) performing
surface enzymatic catalysis.
(A) The adhesion peptide PA22-2,
which was printed onto a thiol-re-
active surface, was immunostained
(left-hand fluorescence micro-
graph) in two steps using an anti-
PA22-2 Ab and a secondary Ab la-
beled with fluorescein, and is use-
ful for attaching hippocampal neu-
rons with spatial control (phase-
contrast micrograph on the right).
(B) These AFM images illustrate
three steps of an immunoassay in
which chicken Abs were printed on
a Si wafer (left), BSA was adsorbed
from solution during the blocking
step (middle), and the printed Abs
were recognized by anti-chicken
Abs. (C) This fluorescence image
shows the deposition from solution
of a fluorescent product made in-
soluble by printed alkaline phos-
phatase. The images in (A) were
kindly provided by Offenhäusser
et al. and reprinted from Ref. [41].
(Copyright 2000 with permission
from Elsevier Science.)



because surfaces covered with printed proteins are more hydrophilic than PDMS stamps.
This ability to stack proteins on top of each other is peculiar to mCP and might be useful
for constructing protein-based architectures. It is also possible to place a variety of pro-
teins on a substrate without the need for precise alignment during printing. Stamps
with parallel lines can, for example, be inked and printed with a rotation between each
print [17, 57]. Subtractive approaches are also possible (Figure 3.6B). One strategy is to
ink a flat stamp homogeneously and to remove a subset of the proteins by printing
them onto a structured surface. The sites on the stamp made free for adsorption are
then covered by proteins from solution and the operation can be repeated [17]. An original
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Figure 3.6 Fluorescence microscopy images
illustrating three strategies for printing several
types of protein on a surface. (A) Two fluores-
cently labeled proteins were printed subse-
quently on a glass surface. Proteins on the
stamp transferred during the second print both
to glass and to the lines of proteins already
patterned. (B) This pattern includes two fluor-
escently labeled protein and BSA printed si-
multaneously from a flat stamp. First, BSA was
inked homogeneously by adsorption from so-
lution onto the stamp and patterned by sub-
tractive printing. Proteins labeled with fluoros-
cein isothiocyanate (FITC) were then adsorbed
in the regions complementary to the BSA pat-
tern. This was repeated to remove BSA and the
second protein along lines that were filled with
TRITC-labeled protein adsorbed from solution.
(C) A stamp was inked with different lines of
proteins using independent channels of a mFN
and printed onto a polystyrene surface in one
step. Reproduced from Ref. [17].



way to pattern a surface with multiple types of protein is to fabricate a three-dimensional
stamp and ink the different layers of the stamp with different types of proteins. Applying
increasing pressure to the stamp brings each layer of the stamp successively in contact
with the substrate [58]. The different patterns of protein are inherently aligned, and the
difficulty of fabricating and inking the stamp might be compensated for by the relatively
simple printing operation.

3.5.2
Parallel Inking and Printing of Multiple Proteins

Serial methods are simple, but probably not suitable, to pattern substrates with a large
number of different proteins. A parallel inking approach of a stamp using a mFN can
solve the problem of inking a stamp with different types of proteins (Figure 3.6C)
[17, 59]. With such a strategy, a mFN having an ensemble of independent flowing zones
is placed on a flat PDMS stamp [60, 61]. Sealing the microchannels results from the con-
formal contact between the mFN and the stamp. When solutions of proteins are flushed
through the microchannels, proteins deposit in the areas of the stamp exposed to the con-
duits. Filling a mFN can be done serially, or with an array of dispensing heads or tips. The
deposition of protein on the PDMS might be as fast as a few seconds when it is not lim-
ited by the mass transport of proteins from solution or the depletion of proteins from the
channels. There, inking the stamp with or without a mFN could involve pin spotting, drop-
on-demand, or microinjection techniques. Prefilling individual wells of a structured sur-
face and applying it to a PDMS surface is also suited to locally derivatize a stamp with
different types of proteins [23].

3.5.3
Affinity-Contact Printing

The inking of a stamp with a large number of different types of protein before each print
can quickly become cumbersome when it is desirable to print a large series of substrate
with the same pattern of protein. The ability to attach biomolecules to PDMS covalently
yields the opportunity to define zones on a stamp that can actively bind a target molecule
from an ink. Crosslinking capture molecules (e.g., Abs or antigens) to a stamp allows ink-
ing the stamp by exposing it to a solution containing targets for the surface-bound capture
molecules. This inking strategy, termed aCP, is analogous to capturing a protein on a col-
umn for affinity chromatography, although release of the captured species can occur dur-
ing printing (Figure 3.7A, see p. 46) [13]. The idealized view of aCP is to have an af-
finity stamp (a-stamp) with multiple sites for capturing target molecules from solution in
parallel. This could be used for many cycles of capture and printing. The fluorescence
image in Figure 3.7B corresponds to the detection of fluorescently labeled Abs that
were inked onto an a-stamp and printed on a glass substrate. This stamp had two
types of binding sites (antigens) that were crosslinked to PDMS with spatial control by
means of subtractive printing and ordinary printing [23]. The a-stamp used to print the
Abs in Figure 3.7C was prepared by attaching capture antigens to a stamp activated
with a crosslinker for proteins using a mFN. The yellow line corresponds to the printing
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of TRITC and FITC-labeled Abs that were simultaneously captured on a line of protein A
immobilized on the stamp.

Affinity contact printing, in particular when it employs stamps having multiple affinity
sites, is both powerful and challenging. It is powerful because the ink can be a complex
solution of biomolecules, the stamp is reusable, and patterns can have high resolution, as
in mCP. The difficulty of aCP lies in the preparation of the a-stamp because the PDMS
surface must be derivatized with crosslinkers and the quality of the patterns may degrade
when preparation involves a large number of steps. The capture and release of radioactive
or fluorescent proteins using aCP demonstrated the specificity of the capture event and
the reusability of the a-stamp for at least 10 cycles [13]. Neuron-glial cell adhesion mole-
cules (NgCAM), which are 200 kDa transmembrane proteins present at a concentration of
�1 mg mL–1 in membrane homogenates of chicken brain, were captured by monoclonal
Abs of an a-stamp and patterned on a polystyrene surface. The patterned surface appeared
to be suitable for the attachment and growth of dorsal root glial neurons (Figure 3.7D and
E), which was not the case where polystyrene was exposed directly to a nonpurified source
of NgCAM [13]. Among all the printing methods reviewed here, aCP might be the most
powerful method owing to the selective inking step and the reusability of a-stamps. It also
has, in principle, the potential to print biomolecules with a defined orientation on a
surface.

3.6
Methods

3.6.1
Molds and Stamps

Molds for preparing stamps are most often Si wafers patterned with a combination of
photolithography and reactive ion etching. Reactive ion etching Si, instead of using
directly the pattern of photoresist as the mold, prolongs the lifetime of molds. Si molds
can be washed and cleaned; passivation of the Si surface is necessary before pouring
PDMS with a release layer. Passivation can be done in situ after reactive ion etching or
using a simple dessicator that can be evacuated. Typical release agents are fluorinated
silanes. High-resolution molds are Si wafers patterned using electron-beam lithography.
The density and resolution of the high-resolution features determine the price of these
molds, which easily reaches $1000 per written cm2 for features having a critical dimen-
sion of 100 nm or less. Rapid prototyping is suitable for the preparation of stamps
with a resolution of �25 mm [62] and only requires access to a high-resolution printer
(5000 dpi). Replicating molds to make stamps and other operations such as inking stamps
and printing are best done in a clean room or using a laminar flow bench to minimize the
contamination of surfaces by dust particles.

Sylgard 184 (Dow Corning) is used to prepare stamps in many cases, and comprises two
prepolymers which, once mixed at a ratio of 1:10 (catalyst and hydridosiloxanes:vinyl-func-
tionalized siloxanes), are poured on the master and cured at 60 �C overnight. The formu-
lation of harder, mechanically more stable PDMS is sometimes necessary when stamps
have tall, isolated features [8]. Stamps can be cured on a backplane made of a thin steel
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Figure 3.7 Affinity contact printing. (A) Stamps for
aCP are prederivatized with capture sites and al-
ternatively inked selectively and used for releasing
the captured molecules on a substrate during the
printing step. The fluorescence microscopy images
correspond to (B) fluorescently labeled Abs co-
captured and co-printed on glass using an a-stamp
that had two types of capture sites; (C) fluorescently

labeled proteins captured on lines of an a-stamp
and printed on glass; (D) the immunofluorescent
detection of NgCAM that was patterned on poly-
styrene using an a-stamp decorated with lines of
anti-NgCAM mAbs; and (E) the staining by immu-
nofluorescence of neurons which attached to and
developed on the printed pattern of NgCAM.



plate or glass sheet [47], or on another PDMS layer [63]. Backplanes are typically flexible,
but nevertheless give dimensional and long-range stability to stamps, which can then be
mounted on a mask aligner, a printer, or handled by hand more conveniently. Design
rules to make stamps are described jointly with the analytical description of the formation
of conformal contact between stamps and substrates [6, 48]. This information is valuable
to estimate the mechanical stability of stamps against pressure and to predict whether
conformal contact will occur on rough surfaces or surfaces having topography.

Hydrogel stamps are composed of a polymer that is crosslinked to the desired value
(2–4 %) and embedded in a microcapillary [12] or patterned by photocuring the hydrogel
precursor sandwiched between a slide and a mold [15]. Both the inking and printing
with hydrogel stamps rely on the diffusion of proteins through the hydrogel medium.

3.6.2
Surface Chemistry of Stamps

PDMS is hydrophobic and promotes the adsorption of proteins from solution in a manner
analogous to polystyrene. Modifying the surface chemistry of stamps is necessary in two
cases. Polypeptides and homogeneously polar biomolecules require stamps to have a hy-
drophilic surface for inking [38]. Affinity stamps must be derivatized with a ligand specific
for biomolecule targets [13]. Exposing a PDMS stamp to an O2-based plasma creates a si-
lica-like layer on PDMS in a self-limiting manner. Stamps should be freshly inked (within
�5 min) after the plasma treatment to prevent the recovery of their hydrophobic character
[20, 22, 46]. This hydrophobic recovery originates from the migration of low-MW silicone
residues from the bulk to the surface. The plasma-induced scission of some polymer
chains might also create mobile residues. It is impractical to extract these residues
from the prepolymer components or after polymerization. Instead, plasma-treated stamps
can be kept under water for long periods of time (more than days). Anchoring crosslinkers
for proteins on plasma-treated stamps in one or more steps permits attaching covalently
ligands onto the stamps [23]. Unreacted crosslinkers can be quenched with chemicals or
reacted with noninterfering proteins such as BSA.

3.6.3
Inking Methods

The time to ink a stamp with a full monolayer of protein can be relatively long: up to
30 min at room temperature to obtain a monolayer of Ab using a concentration in phos-
phate-buffered saline (PBS) of 1 mg mL–1, and 45 min with a solution of 5 mg mL–1

[11, 16]. The stamp is rinsed and dried after the inking step and then placed in contact
with a substrate. The inking of hydrogel stamps with 1 mg mL–1 solutions of Abs in
PBS takes similar times, and might even be faster if the gel is initially dry [12]. Shortening
the inking time of PDMS stamps and localizing the inking is possible using mFNs [59]. In
this case, the adsorption of proteins to the stamp might not be mass transport-limited,
and is local in the regions of the stamp exposed to the channels. Localized inking is
equally possible using microcontainers. These are small reservoirs microfabricated in
Si, for example, and filled with the same, or different, solutions of proteins by hand or
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using pipetting robots [23]. Subtractive inking corresponds to inking entirely a flat PDMS
stamp with proteins and transferring a subset by printing on a structured target. This
strategy can remove proteins from areas of the stamp that become free for the inking
of other proteins from solution [17, 23, 57]. This method can be repeated to form patterns
with different types of protein next to each other but it requires an alignment step. Inking
a stamp for aCP is analogous to linking a protein to a chromatography column via NH2

residues. Crosslinking protocols are usually well detailed by chemical suppliers or
reviewed elsewhere [64].

3.6.4
Treatments of Substrates

Surfaces more wettable by water than PDMS stamps are, in principle, suited for printing
proteins [18]. Otherwise, they can be derivatized appropriately using plasma deposition
techniques, oxidizing methods, or by grafting ultrathin organic layers. The wettability cri-
teria may not apply when hydrophilic stamps are used to print certain polar biomolecules.
In this case, derivatization of the substrate might also be necessary. Polylysine has been
printed on glass directly [38] and on glass derivatized with glutaraldehyde [32], biotin
on amine-reactive substrates [34, 35, 65, 66], and the adhesion peptide PA22-2 on a
thiol-reactive surface [41]. In principle, crosslinkers can be attached to many types of
substrates to bind proteins from stamps with high efficiency.

3.6.5
Printing

Handling a stamp with tweezers is the simplest approach to microcontact print proteins
on surfaces both at low and high resolution. Typically, the stamp is brought close to the
surface at an angle and set down gradually to ensure that conformal contact propagates
from the initial contact areas without trapping air. Occasionally, (dust) particles or topogra-
phy on the substrate are an obstacle to the propagating contact; applying gentle pressure
to the stamp helps spread the contact to the rest of the substrate. Hybrid stamps are con-
venient to mount on printing tools [50] such as modified mask aligners, or on home-built
printers using step motors to print substrates (up to 40 cm in lateral dimensions) with
curved stamps while controlling the pressure applied to the stamp during printing [67].
Alignment of the stamp to preexisting structures on the substrate is desirable to print
cell adhesion molecules on electrodes or to pattern substrates with multiple types of pro-
teins, for example [39, 50]. Other methods already employed in soft lithography might be
applicable for printing proteins. One example is printing surfaces and curved surfaces
with cylindrical stamps [5, 10].
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3.6.6
Characterization of the Printed Patterns

Surface-sensitive techniques such as ellipsometry, contact angle microscopy, and X-ray
photoelectron spectroscopy can provide chemical information about surfaces printed
with proteins. Patterns are best characterized using: (i) AFM, for which no labeling of
the proteins is necessary; (ii) fluorescence and scanning confocal fluorescence microscopy;
(iii) scanning electron microscopy, provided that the protein layer attenuates the emission
of secondary electrons sufficiently to yield fair contrast [68]; or (iv) time-of-flight secondary
ion mass spectroscopy [69]. AFM yields rich data concerning the contrast and resolution of
the patterns, as well as the appearance and height of the printed layer, but suffers from
the difficulty in localizing small printed areas [16]. Fluorescence microscopy is conversely
effective in localizing signals from fluorescently labeled proteins, albeit with much less
resolution than AFM. Colocalization of fluorophores having different spectral properties
allows the detection of successively different types of proteins forming complex patterns.
Optimization of the fluorescent signals is greatly facilitated by à priori knowledge of the
geometry of a printed pattern. Detection of unlabeled proteins is possible by immunoas-
says with detecting Abs either fluorescently labeled or conjugated with a reporter enzyme.
In the latter case, the enzymatic conversion of chromogenic precursor into a precipitating
fluorescent product keeps the fluorescent signal localized to the printed areas [17]. Stain-
ing using electroless deposition also keeps signals local [23]. Microcontact printing pro-
teins onto diffraction gratings [51] or surfaces suited for plasmon resonance [26] offers
the exciting capability of following binding events in real time and over sites in parallel.

3.7
Outlook

The possibilities of microcontact printing biomolecules on a variety of surfaces with spa-
tial control and resolution down to single protein molecules is unprecedented. Many fields
could benefit in principle from these achievements. Surfaces could be decorated with
high-quality patterns of microcontact-printed proteins for diagnostic applications. Very
small volumes and quantities of reagents would be necessary for this purpose, using ink-
ing strategies based on microfluidic networks. In this case, numerous different types of
protein could be patterned next to each other and used for surface ligand assays [70].
Printing proteins with tools that control the pressure during printing – hybrid stamps
that are accurate and mechanically stable – and in alignment with predefined structures
on the substrate has been demonstrated. The next steps are to build on these concepts,
and mass fabricate high-quality arrays of proteins on surfaces such as glass slides or poly-
styrene surfaces for diagnostic applications. Stamps of various types can be devised. Some
incorporate proteins in solution in a hydrogel-based reservoir, some have sites capable of
binding target molecules from a complex ink, and others display numerous inked sites of
micrometer lateral dimensions. Wherever biomolecules can be used on a surface, they
might be placed advantageously by means of mCP. This is clearly the case for the growth
of cells on surfaces, for which it becomes possible to construct hybrid architectures with
cells connected to parts of electronic devices [53]. Positioning biomolecules on a biosensor
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surface is equally interesting. Microcontact printing can pattern areas of a sensing ele-
ment with great precision and contrast, enabling the real-time monitoring of binding
events on a surface. Possibly, the interaction between a large number of analytes and mul-
tiple printed sites could be screened for multianalyte immunoassays or drug screening.
Microcontact printing is also well suited for preparing samples to investigate the biophy-
sical properties of single biomolecules. Arrays of single biomolecules provide the advan-
tage of having multiple sites to study each immobilized molecule with easy localization,
without suffering from averaging effects, and with minimal signal degradation (photo-
bleaching). It appears that although mCP was originally developed as a tool for applications
in lithography [5], it is such a versatile technique that chemists and biologists have di-
verted it towards many more purposes. Microcontact printing clearly has unique, impress-
ive features to manipulate and pattern biomolecules on surfaces, and it will be interesting
to see how these will translate into firmly established applications for diagnostics, and
biology in general.
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4
Cell–Nanostructure Interactions

Joachim P. Spatz

4.1
Introduction

Cell–cell and cell–extracellular matrix (ECM) adhesion is a complex, highly regulated pro-
cess which plays a crucial role in most fundamental cellular functions including motility,
proliferation, differentiation, and apoptosis [1, 2]. Focal adhesions are the primary cellular
domains responsible for surface adhesion. These are complex multimolecular assemblies
consisting of transmembrane proteins, the integrin receptors, and cytoplasmic proteins,
such as vinculin, paxillin, and focal adhesion kinase (for an overview, see Figure 4.1)
[3–9]. Cell binding to the ECM results in local accumulation of integrins, cytoplasmic pro-
teins, which form focal adhesion clusters (FAC), and reorganization of the actin cytoske-
leton, which generates forces to the underlying substrate by the work of myosin molecular
motors [10].

Despite enormous progress and challenging studies in the field of cell adhesion during
the past 50 years [3], numerous questions concerning the signaling of focal adhesion
which are based on single protein assembly remain unsolved. We have only partial knowl-
edge of the existence of hierarchical and cooperative arrangements and synergetic interac-
tions between focal adhesion proteins. Likewise, we have a very limited understanding of
the function of cell adhesion, and of the significance of focal adhesion cluster size, shape,
characteristic length scales between proteins in a FAC, and protein assembly dynamics.
Future knowledge in this area, when combined with tools that control these processes
in focal adhesion, would allow for the tuning of cell adhesion and its associated signaling,
with molecular precision.

Integrin clustering into linear objects is clearly observed using either differential inter-
ference contrast (DIC) microscopy or fluorescent optical microscopy following immuno-
histochemical staining of a specific protein involved in FAC formation [11]. However, it
is not yet known how the adhesion and signaling of cells is coordinated by integrin clus-
tering, integrin–integrin separation distances and integrin pattern geometries in cell
membranes, nor how many integrins are necessarily involved in the formation of stable
adhesion [12]. Control of these structural arrangements in the cell membrane is offered by
adhesive nanotemplates or substrate topographies, and points clearly to the value of
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nanostructures in an understanding of molecular dimensions and processes in focal ad-
hesion formation.

Integrins are heterodimers formed by the noncovalent association of a and b subunits;
the b subunit recognizes the RGD (Arginine-Glycine-Aspatate) motif, a sequence which is
present in many ECM proteins. The a and b tails form together a V-shaped flexible struc-
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Figure 4.1 Schematic depicting the complexity of
the main molecular domains of cell–matrix adhe-
sions by Geiger [3]. The primary adhesion receptors
are heterodimeric (a and b) integrins, represented
by orange cylinders. Additional membrane-asso-
ciated molecules enriched in these adhesions (red)
include syndecan-4 (Syn4), layilin (Lay), the phos-
phatase leukocyte common antigen-related receptor
(LAR), SHP-2 substrate-1 (SHPS-1) and the uro-
kinase plasminogen activator receptor (uPAR).
Proteins that interact with both integrin and actin,
and which function as structural scaffolds of focal
adhesions, include a-actinin (a-Act), talin (Tal),
tensin (Ten) and filamin (Fil), shown as golden
rods. Integrin-associated molecules in blue include:
focal adhesion kinase (FAK), paxillin (Pax), integrin-
linked kinase (ILK), down-regulated in rhabdomyo-
sarcoma LIM-protein (DRAL), 14-3-3b and caveolin
(Cav). Actin-associated proteins (green) include

vasodilator-stimulated phosphoprotein (VASP),
fimbrin (Fim), ezrin–radixin–moesin proteins
(ERM), Abl kinase, nexillin (Nex), parvin/actopaxin
(Parv) and vinculin (Vin). Other proteins, many of
which might serve as adaptor proteins, are colored
purple and include zyxin (Zyx), cysteine-rich protein
(CRP), palladin (Pall), PINCH, paxillin kinase linker
(PKL), PAK-interacting exchange factor (PIX),
vinexin (Vnx), ponsin (Pon), Grb-7, ASAP1,
syntenin (Synt), and syndesmos (Synd). Among
these are several enzymes, such as SH2-containing
phosphatase-2 (SHP-2), SH2-containing inositol
5-phosphatase-2 (SHIP-2), p21-activated kinase
(PAK), phosphatidylinositol 3-kinase (PI3K), Src-
family kinases (Src FK), carboxy-terminal src kinase
(Csk), the protease calpain II (Calp II) protein
kinase C (PKC). Enzymes are indicated by lighter
shades. For details, see Ref. [3].



ture of an estimated lateral diameter of 80–120 Å [13, 14], with the head ranging between
57–73 Å for aIIbb3-integrin, and �90 � 60 � 45 Å for avb3-integrin [15, 16]. Ligand bind-
ing affinity is influenced by the conformational changes in the receptor caused by the ex-
tracellular environment, and also by the interactions with the cytoplasmic proteins [17].

A prominent example where spatial arrangement of RGD ligands in a defined and rigid
geometry fulfills important functions is given by the adenovirus. Its capsid contains the
penton base protein, a pentamer that promotes virus entry in cells via av-integrins. In
fact, the penton base protein presents RGD sequences on the tips of a regular stiff pen-
tagon having a side length of �60 Å [18] (Figure 4.2). Since only the pentameric form
mediates integrin-specific adhesion of nonactivated lymphoid cells, while the monomeric
does not, the polyvalent binding of several integrins to the RGD sequences is mandatory
and assumed to be controlled by the rigidity of this protein [19]. This rigidity of the virus
template also allows the adenovirus to escape neutralization by IgG antibodies of the
immunosystem directed against RGD integrin receptor sites due to steric hindrance.
Thus, the 60 Å separation between RGD sequences demonstrates a minimal distance
necessary for integrin heads to bind simultaneously but which is too small for the IgG
to neutralize the virus.

The adenovirus is a major example where nature demonstrates regulation of cell inter-
actions with the extracellular site by single ligand pattern of specific geometry, and this
length of scale opens challenging opportunities for understanding and tailoring cell func-

554.1 Introduction

Figure 4.2 Left: A cryoelectron microscopy image
reconstruction of the adenovirus binding complex.
The penton base capsomers at the icosahedral
vertices are shown in yellow, the reconstructed
portion of the flexible fibers in green, the remaining
capsid density in blue and the Fab density in ma-
genta. The complex is viewed along an icosahedral
3-fold axis. The scale bar is 100 Å. Right: The ade-
novirus penton base protrusions. (A) Top view of
the penton base (yellow) and fiber (green), along

with weak protrusion density (red). (B) Side view of
the external portion of the penton base with fiber.
(C) Top view of the penton base, showing the dis-
tances between weak protrusions. (D) An enlarge-
ment of a single penton base protrusion with a loop
modeled from the crystallographic RGD peptide.
The arginine side chain is shown in blue, and the
aspartic acid side chain in red. The loops are
shaded with a transparency gradient to denote
motion. The scale bars are 25 Å [18].



tions with ultrahigh sensitivity. The formation of a regular and stiff ligand template is a
basic requirement for mimicking such molecularly defined adhesive “keys” that are set by
the spatial distribution of ligands for single integrin occupation. As described in the next
section, methods developed from nanotechnological systems already approach fidelity and
functionality to provide these requirements for control of cell adhesion on a molecular
level.

4.2
Methods

Making use of advanced opportunities from material sciences for the identification, loca-
tion, and systematic manipulation of molecular components at interfaces identifies great
potential in the development of new materials for biophysical and biochemical investiga-
tions, and particularly in the field of cell adhesion. In principle, cellular adhesion studies
on the nanoscale may be divided into the reaction of cells to variations in substrate topo-
graphy, or to the presence of a chemical contrast along a substrate. While topography in-
duces surface roughness and such greater adhesive areas, the substrate’s chemical con-
trast points to an opportunity of controlling transmembrane and intracellular molecules,
as well as protein distributions.

A group of researchers at Glasgow University demonstrated the response of cells not
only to micrometric but also to nanometric scale topography [20–22]. The formation of
nanotopography was explored using methods based on polymer demixing; that is, demix-
ing of polystyrene and polybromostyrene, where nanoscale islands of reproducible height
were fabricated. The islands were shown to affect cell spreading compared with planar
surfaces, where morphological, cytoskeletal, and molecular changes in fibroblast reaction
to 13 nm-high islands were observed. It should be noted that this topography length scale
is on the order of roughness which is induced by adhesive proteins such as fibronectin or
lamin as well as collagen fibers that are dominant within the ECM. The cellular responses
were characterized using methods such as scanning electron microscopy, fluorescence
microscopy, and gene microarray. The results showed that cells respond to the islands
by broad gene up-regulation, notably in areas of cell signaling, proliferation, cytoskeleton,
and the production of ECM proteins. Results obtained with microscopy confirmed the mi-
croarray findings and highlighted several corresponding points between cytoskeletal, mor-
phological, and genetic observations. Moreover, they also showed a synergy from the for-
mation of focal contacts to the up-regulation of genes required for fibroblast differentia-
tion. These findings indicate that increased cell attachment and spreading is required
for up-regulation proliferation and matrix synthesis.

One prerequisite when preparing model systems to demonstrate the role of spatial
ligand distributions and ligand concentration in cell adhesion in vitro is the availability
of a nonadhesive surface; this permits specific cellular responses to be attributed entirely
to the interaction with specific adhesion-mediating ligands. Polyethylene glycol (PEG) or
polyethylene oxide (PEO) -based substrates are widely used as biologically inert interfaces,
and recent developments have included the grafting of high molecular weight PEG [23]
and star-shaped PEG macromolecules to substrates [24, 25], or the use of oligo(ethylene
oxide) functionalized self-assembled monolayers (SAMs) [26, 27].
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The surface concentration and spatial distribution of cell-adhesive ligands in such a bio-
logically inert PEG or PEO background may be controlled statically by mixing bioactive
macrosystems with unsubstituted molecules [28], or dynamically by the electrochemical
control of ligand release [29]. The modification of inert polymers with a cell-adhesive
motif that often contains the amino acid sequence RGD (which is also found in fibronec-
tin) and its influence on cell adhesion and signaling has been recently reviewed in detail
by Kessler et al. [30].

Cell attachment to interfaces depends on many factors, including the affinity and spe-
cificity of surface-bound ligands to integrins, the mechanical strength of ligand support
and linkage, spacer length, overall ligand concentration, and ligand clustering [30]. As
an example, the number of attached cells is clearly correlated to RGD surface density,
as indicated by a sigmoidal increase with RGD concentration [31]. This suggests that
there is a minimum ligand density for cell response. As a general rule, a higher RGD sur-
face density is related to intense cell spreading, cell survival, and focal contact formation.
Ever since the early days of RGD-mediated cell adhesion, discussions have been ongoing
on the subject of how many RGD molecules are required to induce not only cell attach-
ment but also cell spreading and focal contact formation. Hubbell produced a benchmark
result by showing amounts as low as 1 fmol RGD ligands cm–2 to be sufficient for cell
spreading, and as low as 10 fmol cm–2 to be sufficient for the formation of focal contacts
and stress fibers [32]. In these studies, RGD molecules were covalently bound to glyco-
phase glass coverslips via NH2-terminal primary amines. Smart macromolecular designs
of PEG molecules such as PEG-stars allow the control of an average number of RGD li-
gands per star (one, five, or nine YGRGD peptides per star) as demonstrated by Griffith
and Lauffenburger in a series of publications and illustrated in Figure 4.3 [25, 33–35]. Cell
adhesion and movement was observed for 1000 ligands mm–2, or more [25]. The macromo-
lecular approach has the advantage that the large and flexible chains may account for dif-
ferent cell-binding activities that are probably caused by local enrichment of ligands at the
cell membrane and anchoring compliance. However, it may not account for control of pre-
cise ligand clustering, as the ligand template may be not well-ordered, as well as being too
flexible. This permits ligands to cluster by pure chemical affinity, or cells to arrange li-
gands at their convenience [34]. This situation does not apply to the adenovirus, where
the control of cell function is achieved by the arrangement of single ligands in patterns
on a rigid template.
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Figure 4.3 Schematic illustration of star polymer as a tether to present ligand (shaded oval) in a manner
in which the total average concentration (left to right) and the spatial distribution, from homogeneous to
highly clustered (top versus bottom), can be independently varied (from Ref. [25]).



A clear understanding of how the adhesion and signaling of cells depend on the com-
position, size, and distribution of FACs has long been limited to patterning studies of
ligands on submicrometer patches. By using micro contact printing [36], surfaces pat-
terned with adhesive and nonadhesive domains have been prepared at scales down to
the micrometer level. These surfaces were then successfully used to control geometrically
both cell shape and viability [36]. The results of these studies indicated strongly that cell
shape and integrin distribution are able to control the survival/apoptosis of cells, and can
switch between these two basic programs of the cells.

Even smaller adhesion pattern were prepared using dip-pen nanolithography, where
cell-adhesive patches (retronectin) of 200 nm diameter and 700 nm separation still
showed attachment of cells (Figure 4.4) (see also Chapter 19) [37].

The control of defined spacing between adhesive ligands on interfaces at protein length
scales between 10 and 200 nm over large surface areas remains a challenge. However, this
is the length scale on which protein clustering in focal adhesions occurs when cells ad-
here to interfaces. The exact spatial control of receptor clustering in the cell membrane
on this length scale is demanding for challenging concepts from nanotechnology which
offer a rigid nanoadhesive pattern with flexible geometries over extended surface areas
at rather low production costs.

A substrate-patterning strategy based on the self-assembly of polystyrene-block-poly
(2-vinylpyridine) (PS-b-P2VP) diblock copolymer micelles covers the indicated length
scale; that is, diblock copolymer micelle lithography [38–42]. PS-b-P2VP diblock copoly-
mers form reverse micelles in toluene. The core of a micelle consists of associated
P2VP blocks which complex HAuCl4 if this is added to the micellar solution. Dipping
and retracting a substrate from such a solution results in uniform and extended monomi-
cellar films supported by the substrate. Each micelle contains approximately the same
quantity of Au. Treating these films with a gas plasma results in the deposition of highly
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Figure 4.4 Cell adhesion to a
pattern of retronectin fabri-
cated by dip-pen nanolitho-
graphy (DPN) [37].
(A) Diagram describing the
cell adhesion experiment on
the DPN-generated pattern.
The total patterned area is
6400 mm2. The alignment
marks were generated by
scratching a circle into the
backside of the Au-coated
glass substrate. (B) Topogra-
phy image (contact mode) of
the retronectin protein array.
(C) Large-scale optical micro-
scope image showing the
localization of cells in the
nanopatterned area.
(D) Higher-resolution optical
image of the nanopatterned
area, showing intact cells.



regular Au-nanodots, thereby forming a rather perfect hexagonal pattern on solid-state
interfaces such as glass or Si-wafers. A preparation scheme is presented in Figure 4.5A.
The scanning electron microscopy (SEM) images in Figure 4.5B–E show Au-dots as
white spots which are arranged in pattern on Si-wafers by self-assembly of polystyrene-
block-poly(2-vinylpyridine(HAuCl4)0.5) diblock copolymer micelles, that is PS-b-
P[2VP(HAuCl4)0.5]. The nanoscopic patterns consist of Au-nanodots (3, 5, 6, or 8 nm in
diameter) with spacings between dots of 28, 58, 73, and 85 nm respectively adjusted by
the molecular weights of PS-b-P2VP and the amount of HAuCl4 added to the micellar
solution. A side view of the Au-nanodots on a Si-wafer is shown in the high-resolution
electron transmission microscopy image in Figure 4.5F.
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Figure 4.5 Micellar block copolymer lithography
and biofunctionalization. (A) Scheme of diblock
copolymer micelle lithography. (B–E) Extended
Au-nanodot pattern are displayed using scanning
electron microscopy [38]. Uniform Au-nanodots
(bright spots) of: (B) 3 nm by PS(190)-b-
P[2VP(HAuCl4)0.5](190); (C) 5 nm by PS(500)-b-
P[2VP(HAuCl4)0.5](270); (D) 6 nm by PS(990)-b-
P[2VP(HAuCl4)0.5](385); and (E) 8 nm by PS(1350)-
b-P[2VP(HAuCl4)0.5](400) deposited onto Si-wafers
are shown. The number in brackets refers to the
number of monomer units in each block which
control the separation between Au-dots. These

varied between (B) 28, (C) 58, (D) 73 and (E) 85 nm.
The Au-dots form extended, nearly perfect hexa-
gonally-close packed pattern as indicated by the
Fourier transformed images (inset) which show
second-order intensity spots. (F) Biofunctionaliza-
tion of the Au-nanodots pattern [43]. The Au-dots
are presented as side view micrographs using a
high-resolution transmission electron microscope.
Molecules and Proteins are drawn schematically.
Since the Au-dot is sufficiently small, it is most
likely that only one integrin transmembrane recep-
tor occupies one dot.



These nanostructures serve as chemical templates for the spatial arrangement of RGD-
based ligands, as shown schematically in Figure 4.5F [43]. Biofunctionalization of the in-
terface comprises binding a polyethylene oxide layer to the silicon oxide substrate between
the Au-nanodots to avoid any nonspecific adsorption of proteins or parts of a cell mem-
brane. Subsequently, the Au-dots are functionalized by RGD ligands that bind selectively
to Au from a solution containing these ligands. In this study, cyclic RGD molecules have
been used, that is c(RGDfK)-thiol, as has been synthesized by the group of Kessler (TU
Munich). c(RGDfK)-thiols contain the cell-adhesive RGD sequence which is recognized
by avb3-integrin with high affinity [44, 45]. In Figure 4.5F, Au-dots and integrins are
drawn approximately to scale, indicating that the size of a Au-nanodot provides dimen-
sions of a chemical anchor point to which, potentially, only one integrin can bind. This
is a very valuable tool, as the pattern dimensions and geometries control the assembly
of single integrins to form the basis of a focal adhesion cluster. Thus, uniform patterning
of extended substrate areas by diblock copolymer micelle lithography provides access to an
important length-scale for cell-adhesion studies that is hardly accessible with other tech-
niques.

In Figure 4.6, MC3T3-osteoblasts were seeded on glass and examined after one day
using optical phase-contrast microscopy. Only three-fourths of the glass substrate area
was patterned with Au-nanodots, with different spacings between the dots. The Au-dots
were functionalized by c(RGDfK)-thiols, and the free glass was passivated by PEG. A
line of cells marks the borderline of the nano-pattern area (white arrows). The right
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Figure 4.6 Optical phase-contrast mi-
croscopy images of MC3T3-osteoblasts
on nanopatterns of different spacing
[43]: (A) �58 nm; (B) �73 nm. Cells
mark the borderline of nanostructures.
Extending the separation between indi-
vidual dots from 58 nm to 73 nm
causes failure in cell spreading. (C)
Cells attach also to Au-nanodots that
were not covered by c(RGDfK)-thiols,
but cell adhesion and spreading is truly
limited, as in the case of 73-nm spac-
ing between dots.



side was entirely passivated against cell adhesion; thus, cell adhesion and attachment is
only observed on the left side of the images. When plated on Au-nanodot patterns with
various spacing, functionalized by c(RGDfK)-thiols, MC3T3-osteoblasts show different ad-
hesion behavior. It is clear that cells spread very well on the 58-nm (Figure 4.6A) patterns,
appearing as they do on uniformly RGD- or fibronectin-coated surfaces (not shown). On
the other hand, hardly any cell spreading is observed on substrates with 73-nm spaced
nanodots (Figure 4.6B). Quiescent and migrating cells are also visible. Quiescent cells
present a rounded shape which causes strong scattering of light, while migrating cells
are usually characterized by extended filopodia (see arrows). These observations have
been repeated with additional cell types, i. e., REF52-fibroblasts, 3T3-fibroblasts and
B16-melanocytes, indicating a universal characteristic cell-adhesion behavior. Figure
4.6C shows MC3T3-osteoblasts on Au-nanodots separated by 58 nm and not conjugated
to c(RGDfK)-thiols. Cell spreading on these surfaces is rather poor, and few cells remain
attached after gentle rinsing.

The molecular formation of focal contacts and the assembly of actin stress fibers in
MC3T3-osteoblasts adhering to these nanopattern substrates were investigated by cultur-
ing cells for one day, fixing and staining them against vinculin and actin. Figure 4.7 pre-
sents confocal micrographs where c(RGDfK) covered Au-dots had spacings of (A) 58 and
(B) 73 nm. It is obvious that the pattern with adhesive c(RGDfK) Au-nanodot separations
of 58 nm establishes well-constituted, quite long vinculin clusters (shown as green) and
well-defined actin stress fibers (shown as red). The adhesion area of these cells is a factor
of �4 greater. Fairly blurred images of vinculin and actin distribution were obtained when
Au-dots were not covered by c(RGDfK)-thiols (not shown), or the separation between the
dots was 73 nm (B). It is also of note that only these cells which remained on substrates
after fixing and staining could establish either strong or stable adhesion (see Figure 4.6A),
or cells which could at least form nonstable adhesions (shown by red arrows in Figure
4.6B). All other cells (yellow arrows in Figure 4.6B) were washed off by the fixing and
staining process.

The increase in dot separation distances causes a decrease in global dot density. There-
fore, the observed limitation of cell adhesion at increased dot separation could be reasoned
either on the global density of c(RGDfK)-thiol covered Au-dots or on the local dot-to-dot
distance. In order to address this issue, “micro”-nanostructured interfaces were created
as described in Ref. [38]. This technique allows for deposition of a defined number of
Au-nanodots in a confined area of the substrate. The surfaces were designed such that
the global dot density was 90 dots mm–2, and thus significantly smaller than in all cases
of extended Au-dot pattern (280 dots mm–2, with 58 nm and 190 dots mm–2 with the 73-nm
separated dots). The local dot density was organized in 2 � 2 mm2 patches of 58-nm
spaced dots was 280 dots mm–2 (Figure 4.8A). Figure 4.8B shows a bright-field optical
micrograph taken 3 hours after plating of MC3T3-osteoblasts on the substrate. Clearly, the
cells are confined only to the structured area, and the process of cell spreading was ad-
vanced (as shown in the inset). After 24 hours (C), well-spread cells are present in this
area, whereas cells located outside the frame (indicated by arrows) are poorly spread. Fig-
ure 4.8D shows a confocal fluorescent micrograph of a cell from (C) after immunohisto-
chemical staining for vinculin (green) and actin (red), thereby demonstrating the confine-
ment of focal adhesion to the square pattern and the origin of actin stress fibers from
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there. In this case, the average focal adhesion length was 2.6 
 0.9 mm; this value is be-
tween the side length of one square pattern and its diagonal. The distribution in focal
adhesion length is remarkably narrow and displays the confinement by a square. Cells
do not adhere to all squares, but in some areas a separation distance between focal adhe-
sions of 1.5 mm is recognized as shown in the inset of Figure 4.8D. If cultured on pattern
uniformly structured with dots separated by 58 nm, these cells form focal adhesion
lengths with a mean value of 5.6 
 2.7 mm (Figure 4.7A).

These adhesion experiments indicate that local dot–dot separation, rather than global
dot density, was critical for inducing cell adhesion and focal adhesion assembly. Thus,
for example, the dot density located under cells attached to the “micro”-nanostructured
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Figure 4.7 A pair of confocal fluorescent optical
micrographs of MC3T3-osteoblasts stained for vin-
culin (green) and actin (red) [43]. Cells interacting
with Au-nanodot patterns with Au-dot spacing of (a)
58 nm and (b) 73 nm. (C) Scheme of biofunctio-
nalized nanopattern to control integrin clustering
in cell membranes: Au-dots are conjugated with
c(RGDfK)-thiols and areas between cell adhesive
Au-dots are passivated by PEG against cell adhe-

sion. Therefore, cell adhesion is mediated entirely
via c(RGDfK)-covered Au-nanodots. A separation of
Au/RGD dots by �73 nm causes limited cell at-
tachment and spreading and actin stress fiber for-
mation because of restricted integrin clustering.
This is indicated by failure of focal adhesion acti-
vation (FA–), whereas distances between dots of
� 58 nm caused focal adhesion activation (FA+).



squares, consisting of 58-nm separated dots is considerable lower than that of dots located
underneath cells attached to a substrate, uniformly patterned by dots, separated by
� 73 nm. Nevertheless, cells did form focal adhesions on the former surface, but failed
to do so on the latter. This is summarized schematically in Figure 4.7C.

4.3
Outlook

Cell attachment to interfaces depends on many factors, such as the affinity and specificity
of surface-bound ligands to integrins, the mechanical strength of ligand support and link-
age, spacer length, overall ligand concentration, and ligand clustering [30]. This survey of
challenging investigations concerned with cell adhesion on nanostructured interfaces con-
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Figure 4.8 MC3T3-osteoblast adhesion on
“micro”-nanostructures occupied by c(RGDfK)-
thiols [43]. (A) SEM image of “Micro”-nanostruc-
tures: SEM-micrograph of 5-nm Au-dots separated
by 58 nm in a hexagonally-close packed pattern lo-
calized in 2 � 2 mm squares which are separated by
1.5 mm [38]. The bright-field optical micrograph of
adhesive MC3T3-osteoblasts on pattern shown in

(A) is covering the area in the marked box after (B)
3 h and (C) 24 h of cell culture. (D) Fluorescent
optical micrograph of MC3T3-osteoblast showing
the location of FA by staining for vinculin (green).
FA appear as small strip-like, bright green objects
on the pattern in (A). The actin filaments are seen
in red.



cludes that highly intriguing cellular processes are stimulated and controlled by substrate
nanotopography and spatial ligand patterning for single integrin receptor occupation.
Thus, nanoadhesive patterns offer the unique opportunity to define length scales in multi-
molecular complexes within focal adhesions, with unprecedented resolution as small as a
single protein. Variations in nanoadhesive site organization, including alterations in
ligand template pliability and presentation of small dot clusters, for example pairs or tri-
plets, may shed light on the minimal molecular number of an effective integrin cluster
necessary to obtain cell attachment, spreading or migration, and also of the possible pat-
tern-specific features (molecularly defined adhesion “keys”) that trigger cell adhesion-
based signaling [43].
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5
Defined Networks of Neuronal Cells in Vitro

Andreas Offenhäusser and Angela K. Vogt

5.1
Introduction

The growth of neurons into networks of controlled geometry is of major interest in the
field of cell-based biosensors, neuroelectronic circuits, neurological implants, and phar-
maceutical testing, as well as in fundamental biological questions about neuronal interac-
tions. The precise control of the network architecture can be achieved by defined engineer-
ing of the surface material properties – this process is called neuronal cell patterning.
Within the literature, it is possible to find a wide range of methods for the formation
of well-defined structures on surfaces for cell patterning, and these will be reviewed
with regard to the formation of neuronal networks. These methods can be mainly divided
into two types. On the one hand, cell patterning can be induced by shapes and textures
formed in the substrate; this is called topographical patterning. On the other hand, the
term “chemical patterning” is used when differences in (bio)chemical adhesion properties
are produced on the surface of the substrate. The pattern-inducing effect is not always evi-
dent however, as on the one side the interaction of ECM proteins with topographical struc-
tures can result in (bio)chemical differences on the substrate, whilst on the other side the
(bio)chemical modification of a surface always includes physical effects.

In the second section of the chapter some background information will be provided
about the signaling within a biological neuronal network, together with an overview of
the history of in-vitro neuronal cell patterning. In the third section, some recent results
will be presented from current methods used in neuronal cell patterning, and this will
be followed by a discussion of the application of these methods in the field of bioelectronic
devices.
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5.2
Overview: Background and History

5.2.1
Physiology of Information Processing within Neuronal Networks

Neurons use differences in electrochemical potential to encode information, and mes-
sages can be passed on to other neurons through either chemical or electrical connections.
Chemical synapses comprise the conversion of an electrical signal – the action potential
arriving at an axon terminal – into a chemical signal; that is, the release of a neurotrans-
mitter into the synaptic cleft. The binding of a neurotransmitter to specific postsynaptic
receptors triggers the opening of an intrinsic ion channel in the membrane of the post-
synaptic cell. The resulting ion flux alters the transmembrane potential and facilitates
or suppresses the generation of a new action potential in this cell [1]. The excitatory neu-
rotransmitters acetycholine, glutamate, and serotonin open cation channels (Na+, K+, Ca2+)
which depolarize the postsynaptic cell, thus facilitating the generation of an action poten-
tial [2]. Inhibitory neurotransmitters, such as glycine and g-aminobutyric acid (GABA),
activate anion channels (Cl–, HCO3

–) that lead to hyperpolarization, thereby suppressing
neuronal firing. At electrical synapses, ion channels connect the cytoplasm of the pre-
and postsynaptic cells, and some current from the presynaptic cells also flows through
these low-resistance, high-conductance channels. This current can depolarize the post-
synaptic cell and, as a consequence, can induce an action potential [3]. The gap junction
channels of an electrical synapse thus mediate electrical signal transmission. Rectifying
and nonrectifying electrical synapses do not appear to differ in ultrastructure. At both
type of synapses, markers such as fluorescent dyes flow readily between the pre- and post-
synaptic cells through the junction. The major difference between the two classes of elec-
trical synapses may reside in the extent to which channel gating is sensitive to voltage.
However, chemical synapses – in contrast to electrical ones – exhibit plasticity and thus
are thought to be responsible for processes such as learning and memory. Therefore,
their presence in the system is absolutely crucial for the study of network behavior, plas-
ticity, and activity-dependent changes.

5.2.2
Topographical Patterning

The employment of topographical patterning techniques started in the early 1960s [4] and
1970s. At this time, typically planar substrates with etched or scribed grooves or glass
fibers were used as the means to study cellular patterning. With increasing evidence that
curvature was the main effect in cell guidance on surfaces, more groups began to examine
the effects of varying groove depth, width, and spacing. In the 1980s, lithography was used
to microfabricate grooved surfaces, in particular by utilizing anisotropic etching of silicon
wafers. For further details about concepts, materials, surface structures, and possible cel-
lular and biomolecular mechanisms for topographically patterning that were presented
over the past, the reader is referred to reviews by Curtis and Wilkinson [5, 6] and by
Jung et al. [7]. During the late 1980s and the early 1990s, the Glasgow group was starting
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to study the relative effects of groove depth and pitch, and cell guidance by ultrafine struc-
tured quartz and silicon surfaces produced by electron beam lithography [8]. Later, a com-
bination of adhesive stripes and topographic features was studied in regard of cell pattern-
ing [9]. These authors showed that for strong adhesive stripes and shallow grooves, the
cells aligned along the adhesive stripes. As groove depth increased, the degree of pattern-
ing increased along the groove direction. An example of topographical patterning is
shown in Figure 5.1. Further discussion of topographical methods for neuronal cell
patterning can be found later in this chapter.

5.2.3
Chemical Patterning

The first results of chemical cell patterning were introduced during the mid-1960s when
Carter et al. discovered that fibroblasts adhered preferentially to palladium islands evapo-
rated onto a polyacetate surface [10]. In 1975, Letourneau was using this method to study
the alignment of chick dorsal root ganglion neurons on palladium regions on polymeric
substrates [11]. He could demonstrate that the cells adhered well on the metal regions
when evaporated onto tissue culture plastic, but showed only weak adhesion when the pal-
ladium was surrounded by polyornithine. These studies showed that differences
(’contrast’) between adjacent regions are necessary in order to obtain cell patterning.
Later, the role and function of extracellular matrix (ECM) proteins were used to improve
cell adhesion and growth and promote neurite extension [12–18]. These proteins were ad-
sorbed onto solid surfaces in order to study cell adhesion in vitro. A major advance was
the identification of the Arginine-Glycine-Aspartate (RGD) cell adhesive domain present
in some ECM proteins [19, 20]. The RGD domain binds specifically to integrin receptors
on the outer membrane of the cell. The authors have also used a covalent tethering
method of the active peptide sequence to the surface. Later, other recognition subunits
in proteins responsible for cell adhesion were identified, including the B1 chain of the
laminin [17, 21]. By using only the protein recognition sequences in combination with
a spacer molecule to achieve cell adhesion, any issues of protein conformation can be
neglected.
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Figure 5.1 Left: Two nerve cells (dorsal
root ganglion, rat) growing in adjacent
12 mm-wide, 3 mm-deep grooves with
superimposed parallel adhesive tracks
(laminin) (From S. T. Britland et al., Exp.
Biol. Online 1996, 1, 2). Right: Nerve
cells on microelectrode array with to-
pographical guidance structures (From
M. Denyer et al., Cell. Eng. 1997, 2,
122–131).



In 1988, Kleinfeld, Kahler and Hockberger used photolithographic techniques for the
patterning of silanes on surfaces for the controlled adhesion and growth of neurons
[15]. This report probably had the highest impact on the field of neuronal cell patterning.
In 1992, the Curtis group photolithographically patterned laminin in lines of 6 mm width
for the outgrowth of neurites [22]. At about the same time, the Fromherz group demon-
strated that photolithography could be used to pattern ECM proteins for the guided out-
growth of leech neurons in culture [23, 24], while in the mid-1990s the Aebischer group
covalently modified polymeric substrates for neuronal cell patterning [25, 26].

Similar to the photolithographic methods, organic thin films can be patterned by using
photochemical reactions. The Wheeler group used selective laser ablation to grow rat hip-
pocampal neurons on grids of polylysine with varying line width, intersection distance,
and nodal diameter resulting in a very high compliance (Figure 5.2) [27]. Photoablation
was also used to pattern ultrathin polymer layers in order to control the adsorption of pro-
teins and the adhesion and spatial orientation of neuronal cells onto surfaces (for exam-
ple, see Ref. [28]). Further examples of photochemical patterning of neuronal cells will be
discussed later.

5.3
Methods

Based on the overview presented, we will now focus in more detail on the methods
currently used to produce defined networks of neuronal cells in vitro.

5.3.1
Topographical Patterning

Topographical cell patterning methods have been continuously developed over the past de-
cade. These methods are based on lithography and structuring techniques developed in
microelectronics industry, and are used either to pattern resist on the surface of a silicon

695.3 Methods

Figure 5.2 Networks of neurons on
a pattern of polylysine on glass. The
polylysine was patterned through a
quartz mask with a pulse from a 193 nm
wavelength excimer laser. (From Ref.
[27].)



wafer and selectively etch away the material of interest, or selectively to deposit a layer of
material to yield topographical patterns on the substrate [29].

Craighead et al. used micron-size topographical features to influence the pattern forma-
tion of neuronal cells [30]. They observed the preferred attachment of astrocytes and neu-
rons to arrays of silicon pillars, although this mechanism is not completely understood.
For smaller feature sizes electron beam lithography is used to create feature sizes down
to tens of nanometers for applications in neuronal cell patterning as shown by the Cornell
and the Glasgow groups [31, 32].

Topographical patterning was also used in a different way: cells and neurites are immo-
bilized in deep structures rather than modulating the cytoskeleton by imposing mechan-
ical restrictions on the plasma membrane. This approach is based on observations that the
mechanical forces generated by the cells will move or rearrange the neurites during the
culture period. Structures with a high-aspect ratio can be realized by lithography and
structuring methods developed for the production of Micro-Electro-Mechanical Systems
(MEMS). Maher et al. have used this approach to grow neuronal cells in deep pits on a
silicon substrate, and recorded data from them using metal microelectrodes [33]. Griscom
et al. explored a three-dimensional (3D) microfluidic array to influence cell placement and
neural guidance. The complex 3D high-aspect ratio structures of poly-dimethylsiloxane
(PDMS) were made directly on structured silicon wafers and using EPON SU-8 negative
photoresist [34].

Recently, Merz and Fromherz have built on the results of such experiments, and have
obtained well-defined networks of cultured neurons from the pond snail Lymnaea stagnalis
by growing them in a microstructured polyester photoresist (SU-8) on a silicon substrate
[35]. By applying electrophysiological techniques, they studied pairs of nerve cells that had
formed connections, which were identified to be electrical synapses.

5.3.2
Photolithographic Patterning

Photolithographic techniques are well established for mass production of silicon chips
with a resolution and alignment precision in the sub-mm range. The pattern in the photo-
resist, which is generated by light exposure through a mask followed by chemical devel-
opment, can be transferred into thin films of molecules immobilized on a surface [15].
However, organic solvents and alkaline solutions used in the process may influence the
stability of functional molecules. Clark et al. [36] showed that photolithography could
be used to pattern laminin, which guided neurite outgrowth similarly well as other meth-
ods [14]. Standard photoresist techniques have been adapted to generate micropatterns of
proteins on glass by using lift-off and plasma-etching techniques [37, 38].

5.3.3
Photochemical Patterning

Photochemical patterning can be used to pattern self-assembled monolayers (SAM) or
thin films of organic molecules by exposing the surface to UV light through either a
photomask or a metal mask. Usually, illumination with UV light causes oxidation of
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the molecules in the exposed areas (for example alkanethiolate oxidize to alkanesul-
fonate), and this alters the properties of the organic molecules – that is, their solubility.
By immersing the patterned substrate in a solution with another organic molecule, the
illuminated region can be modified with a second monolayer [39]. This method has
been used successfully for the adhesion and growth of rat hippocampal neurons on cir-
cuit-like patterns employing mm features [40]. SAMs of silanes on glass have been used
in combination with deep-UV photopatterning: trimethoxysilylpropyldiethynenetriamine
(DETA) supports cell adhesion and outgrowth; and (tridecafluoro-1,1,2,2-tetrahydrooc-
tyl)-1-1dimethylchlorosilane (13F) is cell repellent [41]. It was shown that networks of neu-
rons grown on DETA patterns against a background of 13F develop normal chemical sy-
napses in culture [42]. Photochemical patterning in combination with versatile crosslink-
ing chemistry and tailored peptides has proved to be very effective in patterning the
growth of hippocampal neurons [43]. The patterning was achieved by applying UV-photo-
masking technique and the chemically attachment of a synthetic peptide derived from a
neurite-outgrowth-promoting domain of the B2 chain of laminin. The attachment was car-
ried out by coupling the peptide to an amine-derived glass surface using a heterobifunc-
tional crosslinker.

5.3.4
Microcontact Printing

Microcontact printing (mCP) uses an elastomeric stamp to create patterns of organic mo-
lecules on surfaces, and was initially developed by Whitesides group to print patterns of
monolayers of alkanethiols onto gold substrates [44]. The method allows the patterning of
surfaces with biomolecules, and has been studied extensively in the context of biosensors
and high-throughput bioassays (see Chapter 3). Application of this technique to the inves-
tigation of cell–substrate interactions [45] has mainly focused on endothelial cell adhesion
and the control of neuronal process outgrowth for the creation of defined neuronal
networks [46–51], as shown in Figure 5.3.

The procedure starts with a photolithography step to produce the mold (master stamp).
The patterning of neuronal networks requires high-relief stamps which can be realized,
for example, by photoresists with a high-aspect ratio and a thickness of more than
5 mm. The elastomeric stamp is prepared by casting PDMS against the patterned photo-
resist. The PDMS stamp is inked with a solution of organic molecules, dried, and placed
in contact with a surface. The organic molecules are transferred only at those regions
where the stamp contacts the surface. The patterned surface can be in the range of several
cm2 in size, and the features can have an edge resolution in the sub-mm range. When a
pattern of cell-attracting components is stamped onto a background material that repels
cell adhesion, the attachment and outgrowth of cells – for example neurons – is restricted
to the regions where transfer took place, confining the geometry of the forming networks.
The cells in such networks have been shown to be interconnected by chemical synapses
allowing signal transduction along the predefined pathways (Figure 5.4) [51a].
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Figure 5.3 Network of rat embryonic
cortical neurons grown on a pattern of
ECM proteins created by microcontact
printing onto polystyrene. (A) Phase-
contrast microscopy. (B) The connec-
tivity of the cells is visualized by mi-
croinjection of three different fluores-
cent dyes into three cells in the course
of a patch–clamp measurement. (Fig-
ures provided courtesy of A. K. Vogt.)

Figure 5.4 Signal transduction in a
geometrically confined network of rat
embryonic neurons. The cells were
cultivated on a pattern of ECM proteins
against a background of polystyrene.
Synaptic connectivity was observed
through patch–clamp measurements. A
signal evoked experimentally in cell 1
(C1) traveled through two synapses
via cell 2 to cell 3, indicating a simple
functional network. (Figures provided
courtesy of A. K. Vogt.)



5.4
Outlook

Neuro from the nerves, the silver paths. Romancer. Neuromancer. (...) “I met Neuro-
mancer. He talked about your mother. I think he’s something like a giant ROM
construct, for recording personality, only it’s full RAM. The constructs think
they’re there, like it’s real, but it just goes on forever.” (...)
Case chewed his lower lip and grazed out across the plateaus of the Eastern Seaboard
Fission Authority, into the infinite neuroelectronic void of the matrix.

William Gibson Neuromancer

Bioelectronic interfacing is a topic that inspires and fascinates not only science-fiction wri-
ters and movie makers. Indeed, the possibilities arising from an interweaving of neuronal
networks with microelectronics – a “marriage of biological systems with technology” – are
probably many more than we can envision to date. Cell-based hybrids as biosensors, neu-
ronal prostheses, neuroelectronic circuits and artificial intelligence are only the first issues
we are aiming at.

The cultivation of neurons on field effect transistors for extracellular stimulation and
signal recording – one of the requirements for such applications – is already possible,
as shown in Figure 5.5. Being able to precisely pattern neuronal networks is another
scientific advance that takes us a step towards these goals. In order to communicate reli-
ably with a silicon chip, cell adhesion must be confined precisely to defined areas on the
chip, as must be the pathways of connectivity [52–54]. However, control over polarity and
synapse formation is required for the controlled design of networks of neuronal cells. The
potential applications for such neuron–chip systems are ambitious – for example, artificial
photoreceptors which can be implanted into an irreversibly damaged eye and are able to
communicate directly with the optical nerve. Other ideas for neuronal protheses include
the bridging of damaged sections of the spinal cord by neurosilicon chips, or the targeting
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Figure 5.5 Brainstem neurons
cultured for 7 days on a laminin-coated
triple gate structure for extracellular
recordings. (Figure provided courtesy
of S. Ingebrandt.)



of neurite outgrowth after injury, specifically to re-innervate damaged tissue. Apart from
medical applications, neuronal networks on silicon are thought to be implementable into
neurocomputers to support data processing directly, without the need to unravel the prin-
ciples underlying neuronal signal transduction.

On the other hand, exactly this unraveling of neuronal information processing is per-
haps the most fascinating problem addressed by researchers working with patterned neu-
rons. As simplified systems with defined and manipulatable geometry, these networks
may teach us much about the impact of connectivity on the input and output of a network,
about the way neurons integrate incoming signals, and how different parameters influ-
ence the transmission, routing, and processing of such signals. The rules underlying
these actions, which lead to the selective amplification of some signals and concurrent
attenuation of others, may be regarded as the neuronal language or code. Deciphering
this code is of fundamental interest in diverse scientific disciplines, since it seems to
be the basis for many abilities of the brain, such as learning, associative recognition,
and memory.

Attempts to model the function of the human brain with computers have been made
already. The term “neuronal network” also stands for algorithms that are supposed to en-
able a computer to learn for example to recognize and associate patterns in the way a per-
son would when they are “fed” with the proper teaching material. The abilities of such a
system of course are limited to very particular types of tasks, and they are also rather sen-
sitive with respect to the correct training experiments [55]. Implementing new findings on
principles of neuronal signal integration and processing into such algorithms may help us
to refine them, ultimately creating computers with abilities that were so far restricted to
humans, such as associative memory or creativity.
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6
S-Layers

Uwe B. Sleytr, Eva-Maria Egelseer, Dietmar Pum, and Bernhard Schuster

6.1
Overview

The fabrication of supramolecular structures and devices requires molecules that are cap-
able of interlocking in a predictable, well-defined manner. Thus, molecular self- assembly
systems which exploit the molecular-scale manufacturing precision of biological systems
are prime candidates for supramolecular engineering. Although self-assembly of mole-
cules is an ubiquitous strategy of morphogenesis in nature, in molecular nanotechnology
these unique features of molecules are not yet fully exploited for the functionalization of
surfaces and interfaces and for hierarchical self-assembly systems as required for the pro-
duction of biomimetic membranes and encapsulating systems.

Crystalline bacterial cell-surface layers (S-layers) have been optimized during billions of
years of biological evolution as one of the simplest biological membranes [1–3]. S-layers
are composed of a single protein or glycoprotein species endowed with the ability to
assemble into monomolecular arrays on the supporting cell envelope component of pro-
karyotic organisms (bacteria and archaea). The wealth of information accumulated on
the structure, chemistry, assembly, genetics, and function of S-layers has led to a broad
spectrum of applications for life and material sciences [3–7].

Abbreviations

Bet v1 major birch pollen allergen
BLMs bilayer lipid membranes
cAB camel antibody sequence recognizing lysozyme
CdS cadmium sulfide
DNA deoxyribonucleic acid
H2S hydrogen sulfide
IgE immunoglobulin E
IL-8 interleukin 8
MFMs microfiltration membranes
MPL main phospholipid of Thermoplasma acidophilum

77



rSbpA recombinant S-layer protein of Bacillus sphaericus CCM 2177
SbpA S-layer protein of Bacillus sphaericus CCM 2177
SbsB S-layer protein of Geobacillus stearothermophilus PV72/p2
SbsC S-layer protein of Geobacillus stearothermophilus ATCC 12980
SCWP secondary cell wall polymer
S-layer surface layer
SLH S-layer homology domain
SPR surface plasmon resonance
SUMs S-layer ultrafiltration membranes
t-PA tissue type plasminogen activator

6.1.1
Chemistry and Structure

With few exceptions, S-layers are composed of a single homogeneous protein or glycopro-
tein species with molecular weights ranging from 40 to 200 kDa (Table 6.1). The results of
amino acid analysis of various S-layer proteins and the secondary structure estimated by
protein sequence data and circular dichroism measurements on S-layer proteins are sum-
marized in Table 6.1. Few posttranslational modifications are known to occur in S-layer
proteins, including cleavage of amino- or carboxy-terminal fragments, phosphorylation,
and glycosylation of amino acid residues (Table 6.1) [3, 7]. The latter is a remarkable char-
acteristic of many archaeal and some bacterial S-layer proteins, and in this way the glycan
chains and linkages differ significantly from those of eukaryotes [3, 8–10].

Electron microscopy studies on the mass distribution of the lattices were generally per-
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Table 6.1 Properties of S-layers

� The relative molecular mass of constituent subunits in the range of 40 kDa to 200 kDa
� These are weakly acidic proteins (pI �4–6), except Methanothermus fervidus (pI = 8.4) and lactobacilli

(pI 	 9.5)
� Large amounts of glutamic acid, aspartic acid (�15 mol. %) and hydrophobic amino acids

(�40–60 mol. %), and a high lysine content (�10 mol. %)
� Hydrophilic and hydrophobic amino acids do not form extended clusters
� No or low content of sulfur-containing amino acids
� In most S-layer proteins, �20 % of the amino acids are organized as a-helix, and about 40 % occur as

b-sheets
� Aperiodic foldings and b-turn content may vary between 5 and 45 %
� S-layer lattices can have oblique (p1, p2), square (p4), or hexagonal (p3, p6) symmetry
� The center-to-center spacing of the morphological unit can range from 3 nm to 35 nm
� The lattices are generally 5 nm to 20 nm thick (in archaea, up to �70 nm)
� S-layer lattices exhibit pores of identical size and morphology
� The pore sizes range from approximately 2 nm to 8 nm
� In many S-layers, two or even more distinct classes of pores are present
� The pores can occupy 30–70 % of the surface area
� The outer surface is generally less corrugated than the inner surface
� Posttranslational modifications of S-proteins include: (i) cleavage of N- or C-terminal fragments;

(ii) glycosylation; and (iii) phosphorylation of amino acid residues.



formed on negatively stained preparations or unstained, thin, frozen foils (Figure 6.1a).
Two- and three-dimensional analysis, including computer image enhancement, revealed
structural information down to a range of 0.5–1.5 nm (Figure 6.1b) [11–14]. High-resolu-
tion images of the surface topography of S-layers were also obtained using underwater
atomic force microscopy (Figure 6.1c) [3, 15–17]. A common feature of S-layers is their
smooth outer surface and more corrugated inner surface.

The proteinaceous subunits of S-layers can be aligned in lattices with oblique, square, or
hexagonal symmetry (Figure 6.1d) with center-to-center spacing of the morphological
units of between 3 and 35 nm. Hexagonal lattice symmetry is predominant among
archaea [18, 19]. S-layers are very porous membranes, with pores occupying between 30
and 70 % of their surface area (see Table 6.1). Since S-layers are in most cases assemblies
of identical subunits, they exhibit pores of identical size and morphology. However, in
many protein lattices two or more distinct classes of pores with diameters in the range
of 2 to 8 nm have been identified [19–21].

796.1 Overview

Figure 6.1 (a) Freeze-etching prepara-
tion of whole cells of Thermoanaero-
bacter thermohydrosulfuricus L111-69
revealing a hexagonally ordered array.
Scale bar = 100nm. (b) Three-dimen-
sional model of the S-layer of Bacillus
stearothermophilus NRS 2004/3a/V2 ex-
hibiting oblique lattice symmetry. The
protein meshwork shows one square-
shaped, two elongated, and four
small pores per morphological unit.
(c) Computer image reconstruction of
scanning force microscopic images of
the topography of the square S-layer
lattice from Bacillus sphaericus CCM
2177. The images were taken under
water. The surface corrugation corre-
sponding to a gray scale tram black to
white is 1.8 nm. Scale bars in (b) and
(c) = 10 nm. (d) Schematic drawing of
the different S-layer lattice types. The
regular arrays exhibit either oblique (p1,
p2), square (p4), or hexagonal lattice
symmetry (p3, p6). The morphological
units are composed of one, two, three,
four, or six identical subunits. (Repro-
duced from Ref. [3], with permission
from Wiley-VCH.)



In both Gram-positive bacteria and archaea, the lattice assembles on the surface of the
wall matrix (e. g., peptidoglycan or pseudomurein), whereas in Gram-negative bacteria the
S-layer is attached to components of the outer membrane (e. g., lipopolysaccharides). In
most archaea the S-layer represents the exclusive cell-wall component external to the
cytoplasmic membrane.

6.1.2
Genetics and Secondary Cell-Wall Polymers

During the past decade, numerous S-layer genes from organisms of quite different taxo-
nomic affiliations have been cloned and sequenced [1, 7, 22, 23]. Considering the fre-
quently highly competitive situation of closely related organisms in their natural habitats,
it is obvious that the S-layer surface must contribute to diversification rather than to con-
servation. This can be achieved by S-layer variation leading to the expression of different
types of S-layer genes, or to the recombination of partial coding sequences. S-layer varia-
tion was studied in detail for Campylobacter fetus, an important pathogen for humans and
ungulates [24, 25], but was also observed for nonpathogens such as Geobacillus stearother-
mophilus [26–28]. Although it was proposed for several years that sequence identities
among S-layer proteins are extremely rare, or do not even exist, it is now apparent that
high sequence identities are limited to the N-terminal region that is responsible for
anchoring the protein to the cell surface by binding to an accessory secondary cell-wall
polymer (SCWP), and which is covalently linked to the peptidoglycan backbone. In this
context, three repeats of S-layer homology (SLH) motifs, consisting of 50–60 amino
acids each [29], have been identified at the N-terminal part of many S-layer proteins
[22]. If present, SLH motifs are involved in SCWP-mediated anchoring of the S-layer pro-
tein to the peptidoglycan layer [22, 30–37]. During the past few years, a considerable
amount of information on the chemical composition and structure of SCWPs from differ-
ent organisms has been accumulated [8, 30, 33, 38–40], indicating a highly specific lectin-
type recognition mechanism between the S-layer protein and a distinct type of SCWP.
In a recent study, the interaction of the S-layer protein SbsB of G. stearothermophilus
PV72/p2 and the corresponding SCWP was assessed by surface plasmon resonance
(SPR) biosensor technology [41]. By using two truncated forms consisting either of the
three SLH motifs or the residual part of SbsB, the exclusive and complete responsibility
of a functional domain formed by the three SLH motifs of the S-layer protein SbsB for
SCWP recognition was clearly confirmed. The interaction proved to be highly specific
for the carbohydrate component, and strong evidence for glycan pyruvylation was
provided [41]. In contrast to most S-layer proteins of Gram-positive bacteria, those of
G. stearothermophilus wild-type strains [34, 42] and Lactobacillus [31, 43] do not possess
SLH-motifs. Nevertheless, the N-terminal part of G. stearothermophilus wild-type strains
is highly conserved and recognizes a net negatively charged SCWP as the proper bin-
ding site [31, 34]. The production of different truncated forms of the S-layer protein
SbsC of G. stearothermophilus ATCC 12980 confirmed that the N-terminal part is exclu-
sively responsible for cell-wall binding, but this positively charged segment is not involved
in the self-assembly process [35] and seems to fold independently of the remainder of the
protein sequence.
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816.1 Overview

Figure 6.2 Cell wall fragments carrying a
chimeric S-layer formed by the fusion pro-
tein BS1(S1)3 (a) were capable of binding
biotinylated ferritin (b). At BS1(S1)3, one
core streptavidin is fused to the C-termi-
nus of the S-layer protein SbsB of Geoba-
cillus stearothermophilus PV72/p2. The pro-
teins were refolded to heterotetramers
consisting of one chain of fusion protein
and three chains of streptavidin. (a) Self-
assembly was enabled by the specific in-
teraction between an accessory cell-wall
polymer that is part of the cell wall of G.
stearothermophilus PV72/p2, and the SLH-
domain of the fusion protein. (b) Bound
biotinylated ferritin reflected the underlying
S-layer lattice. The preparations were ne-
gatively stained with uranyl acetate for
TEM. The arrows indicate the base vectors
of the oblique p1 lattice; scale bars =
100 nm. (c) The cartoon shows the orien-
tation of BS1(S1)3 after SLH-enabled self-
assembly with the streptavidin carrying
outer face of the S-layer exposed.
(Reproduced from Ref. [45]; copyright
(2002) National Academy of Sciences,
USA.)



In order to determine at which amino acid positions of the S-layer proteins foreign pep-
tide sequences could be fused without interfering with the self-assembly and recrystalliza-
tion properties, the structure–function relationship of distinct segments of different
S-layer proteins had to be elucidated. In the case of the S-layer protein SbpA of Bacillus
sphaericus CCM 2177, it could be demonstrated that the C-terminal end of the full-length
form of recombinant rSbpA (rSbpA31-1268) was only available to a limited extent, but was
fully accessible in the C-terminally truncated form rSbpA31-1068 [37]. Based on these
results, the C-terminally truncated form was exploited as base form for the construction
of further S-layer fusions proteins, incorporating either the major birch pollen allergen
Bet v1 (rSbpA31-1068 /Bet v1) or a camel antibody sequence recognizing lysozyme as an epi-
tope (rSbpA31-1068 /cAB) [37, 44]. Owing to the versatile applications of the streptavidin–
biotin interaction as a biomolecular coupling system, minimum-sized core-streptavidin
(118 amino acids) was fused either to N-terminal positions of the S-layer protein SbsB
or attached to the C-terminus of this S-layer protein (Figure 6.2) [45]. The fusion proteins
and core-streptavidin were produced independently in Escherichia coli, isolated and
refolded to heterotetramers consisting of one chain of fusion protein and three chains
of streptavidin. As determined by a fluorescence titration method, the biotin binding
capacity of the heterotetramers was 80 % in comparison to homotetrameric streptavidin,
indicating that at least three of the four core streptavidin residues were accessible
and active. Due to the ability of the heterotetramers to recrystallize in suspension, on
liposomes, and on silicon wafers, this chimeric S-layer can be used as self-assembling
nanopatterned molecular affinity matrix to arrange biotinylated compounds on a surface
(Figure 6.2) [45].

6.1.3
Assembly

A complete solubilization of S-layers composed of native or recombinant proteins into
their constituent subunits can generally be achieved with high concentrations of hydrogen
bond-breaking agents (e. g., guanidine hydrochloride). In summarizing the results from
different disintegration procedures, it was concluded that: (i) in general, bacterial
S-layer proteins are not covalently linked to each other or the supporting cell wall compo-
nent; (ii) different combinations of weak bonds (hydrophobic bonds, ionic bonds, and
hydrogen bonds) are responsible for the structural integrity of S-layers; and (iii) bonds
holding the S-layer subunits together are stronger than those binding the S-layer lattices
to the underlying envelope layer or membrane [5, 6, 46, 47].

6.1.3.1 Self-Assembly in Suspension
S-layers isolated from a broad spectrum of prokaryotic organism have shown the inherent
ability to reassemble into two-dimensional arrays after removal of the disrupting agent
used in the dissolution procedure (Figure 6.3). High-resolution electron microscopical
studies in combination with digital image processing have shown that crystal growth is
initiated simultaneously at many randomly distributed nucleation points and proceeds
in-plane until the crystalline domains meet, thus leading to a closed, coherent mosaic
of individual several micrometer large S-layer domains [48–50]. Most important for ap-
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plied S-layer research, the formation of these self-assembled arrays is only determined by
the amino-acid sequence of the polypeptide chains and, consequently, the tertiary struc-
ture of the S-layer protein species [51, 52]. The self-assembly products may have the
form of flat sheets, open-ended cylinders or closed vesicles [46, 53, 54]. The shape and
size of the self-assembly products depends strongly on the environmental parameters dur-
ing crystallization such as temperature, pH, ion composition, and/or ionic strength.

6.1.3.2 Recrystallization at Solid Supports
Reassembly of isolated S-layer proteins into larger crystalline arrays can be also induced
on solid surfaces. In particular, the recrystallization of S-layer proteins on technologically
relevant substrates such as silicon wafers (Figure 6.4), carbon-, platinum- or gold electro-
des and on synthetic polymers already revealed a broad application potential for the crys-
talline arrays in micro- and nanotechnology [14, 48, 55, 56]. The formation of coherent
crystalline arrays depends strongly on the S-layer protein species, the environmental
conditions of the bulk phase and, in particular, on the surface properties of the sub-
strate.

6.1.3.3 Recrystallization at the Air/Water Interface and on Langmuir Lipid Films
Reassembly of isolated S-layer subunits at the air/water interface and on Langmuir–Blod-
gett lipid films (see below) has proven to be an easy and reproducible way to generate co-
herent S-layer lattices on a large scale. In accordance with S-layers recrystallized on solid
surfaces the orientation of the protein arrays at liquid interfaces is determined by the an-
isotropy in the physico-chemical surface properties of the protein lattice. Electron micro-
scopical examinations revealed that recrystallized S-layers were oriented with their outer
charge neutral, more hydrophobic face against the air/water interface and with their ne-
gatively charged, more hydrophilic inner face against charge neutral, charged or zwitter-
ionic headgroups of phospho- or tetraether lipid films [57]. As with S-layer lattices recrys-

836.1 Overview

Figure 6.3 (a) Schematic illustration of
the recrystallization of isolated S-layer
subunits into crystalline arrays. The self
assembly process can occur in sus-
pension (b), on solid supports (c),
at the air/water interface (d), and on
Langmuir lipid films (e). (Reproduced
from Ref. [3], with permission from
Wiley-VCH.)



tallized on solid surfaces, S-layer protein monolayers consist of a closed mosaic of indivi-
dual monocrystalline domains.

6.2
Methods

6.2.1
Diagnostics

Studies on the structure, morphogenesis, genetics, and function of S-layers revealed that
these isoporous monomolecular arrays have a considerable application potential in bio-
technology, molecular nanotechnology, and biomimetics. The repetitive features of
S-layers have led to their applications in the production of S-layer ultrafiltration mem-
branes (SUMs), as supports for a defined covalent attachment of functional molecules
(e. g., enzymes, antibodies, antigens, protein A, biotin, and avidin) as required for affinity
and enzyme membranes, in the development of solid-phase immunoassays, or in biosen-
sors [3, 7, 22, 58, 59].

In dipstick-style solid-phase immunoassays, the respective monoclonal antibody was
covalently bound to the carbodiimide-activated carboxylic acid groups of the S-layer lattice
[60]. Proof of principle was demonstrated for different types of SUM-based dipsticks. For
example, for the diagnosis of type I allergies (determination of IgE in whole blood or
serum against the major birch pollen allergen Bet v1), for quantification of tissue type
plasminogen activator (t-PA) in patients’ whole blood or plasma for monitoring t-PA levels
during the course of thrombolytic therapies after myocardial infarction, or for determina-
tion of interleukin 8 (IL-8) in the supernatants of human umbilical vein endothelial cells
induced with lipopolysaccharides [7, 61, 62].
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Figure 6.4 Recrystallization of the S-layer protein
SbpA of Bacillus sphaericus CCM 2177 on a hydro-
philic silicon wafer. The atomic force microscopical
images show that crystal growth is initiated simul-
taneously at many randomly distributed nucleation
points (a) and proceeds in-plane until the crystalline

domains meet (b), thus leading to a closed, co-
herent mosaic of individual several micrometer
large S-layer domains (c). Scale bars = 0.5 mm;
Z-range = 12 nm. (Figure courtesy of E. Györvary
and O. Stein.)



Alternative or complementary to existing S-layer technologies, genetic approaches are
currently used for the construction of chimeric S-layer fusion proteins incorporating bio-
logically active sequences without hindering the self-assembly of S-layer subunits into reg-
ular arrays on surfaces and in suspension. In the chimeric S-layer proteins rSbsC31-920/Bet
v1 and rSbpA31-1068/Bet v1 carrying the major birch pollen allergen Bet v1 at the C-term-
inal end, the surface location and functionality of the fused allergen was demonstrated by
binding Bet v1-specific IgE [37, 63]. These fusion proteins can be used for building up
arrays for diagnostic test systems to determine the concentration of Bet v1-specific IgE
in patients’ whole blood, plasma, or serum samples [62]. In order to build up functional
monomolecular S-layer protein lattices on solid supports (e. g., gold, silicon, or glass), the
surface must be functionalized with covalently attached chemically modified SCWP, to
which the S-layer fusion proteins bind with their N-terminal part, leaving the C-terminal
part with the fused functional sequence exposed to the ambient environment. Owing to
the versatile applications of the streptavidin–biotin interaction as a biomolecular coupling
system, S-layer-streptavidin fusion proteins were constructed [45]. The two-dimensional
protein lattices displayed streptavidin in defined repetitive spacing, and proved to be cap-
able of binding biotin and also biotinylated functional molecules (see Figure 6.2). Thus,
the chimeric S-layer can be seen as a feasible tool to arrange different biotinylated targets
(e. g., proteins, allergens, antibodies, or oligonucleotides) on a surface which will find ap-
plication in protein, allergy, or DNA-chip technology. Furthermore, chimeric S-layers re-
crystallized on solid supports with a defined orientation are also expected to be a key ele-
ment in the rational design of highly integrated diagnostic devices (Lab-on-Chip). Another
application potential can be seen in the development of label-free detection systems [44].
In the SPR or surface acoustic wave technique, specific binding of functional molecules
(e. g., proteins or antibodies) to the sensor chip functionalized with an oriented chimeric
S-layer can be visualized directly by a mass increase on the chip without the need for any
labeled compound.

To conclude, such supramolecular biomimetic structures consisting of a functional
S-layer fusion protein recrystallized in defined orientation on SCWP-coated solid sup-
ports allow the development of new label-free detection systems as required for biochip
technology.

6.2.2
Lipid Chips

Since it became evident that typically free-standing bilayer lipid membranes (BLMs) sur-
vive for only minutes to hours and are very sensitive toward vibration and mechanical
shocks [64–66], stabilization of BLMs is imperatively necessary to utilize the function
of cell membrane components for practical applications (e. g., as lipid chips). S-layer pro-
teins can be exploited as supporting structures for BLMs (Figure 6.5) since they stabilize
the lipid film and largely retain their physical features (e. g., thickness, fluidity) [57].

In the following section the most promising methods to attach lipid membranes on
porous or solid supports in order to generate attractive lipid chips and membrane protein-
based devices are described. In general, lipid membranes attached to a porous support
combine the advantage of possessing an essentially unlimited ionic reservoir on each
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side of the lipid membrane and of easy manual handling. A new strategy is the applica-
tion of an SUM with the S-layer as stabilizing and biochemical layer between the BLM and
the porous support. SUMs are isoporous structures with very sharp molecular exclusion
limits and were manufactured by depositing S-layer-carrying cell wall fragments under
high pressure on commercial microfiltration membranes (MFMs) with an average pore
size of approximately 0.4 mm [67, 68]. After deposition, the S-layer lattices are chemically
crosslinked to form a coherent smooth surface ideally suited for depositing lipid mem-
branes.

Composite SUM-supported bilayers (Figure 6.5C) are tight structures with breakdown
voltages well above 500 mV during their whole life-time of �8 hours [69]. For a compar-
ison, lipid membranes on a plain nylon MFM revealed a life-time of about 3 hours, and
ruptured at breakdown voltages of �210 mV. Specific capacitance measurements and
reconstitution experiments revealed functional lipid membranes on the SUM as the
pore-forming protein a-hemolysin could be reconstituted to form lytic channels. For the
first time, the opening and closing behavior of even single a-hemolysin pores (see also
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Figure 6.5 Schematic illustrations of various S-
layer-supported lipid membranes. (A) Bilayer lipid
membranes (BLMs) have been generated across an
aperture of a patch–clamp pipette using the Tip-Dip
method, and a closed S-layer has been recrystallized
from the aqueous subphase. (B) A folded mem-
brane has been generated to span a Teflon aperture
using the method of Montal and Mueller [71].
Subsequently, S-layer protein can be injected into
one or both compartments (not shown), whereby
the protein self-assembles to form closely attached
S-layer lattices on the BLMs. (C) On an S-layer

ultrafiltration membrane (SUM) a BLM can be
generated by a modified Langmuir–Blodgett (LB)
technique. As a further option, a closed S-layer lat-
tice can be attached on the external side of the
SUM-supported BLM (left part). (D) Solid supports
can be covered by a closed S-layer lattice, and
subsequently BLMs can be generated using com-
binations of the LB and Langmuir–Schaefer tech-
niques, and vesicle fusion. As shown in (C), a
closed S-layer lattice can be recrystallized on the
external side of the solid supported BLM (left part).



Chapter 7) could be measured with membranes generated on a porous support [69]. The
main phospholipid of Thermoplasma acidophilum (MPL), a membrane-spanning tetraether
lipid, has also been transferred on an SUM using a modified Langmuir–Blodgett tech-
nique [70, 71]. Again, SUM-supported MPL-membranes allowed reconstitution of
functional molecules, as proven by measurements on single gramicidin pores. Recry-
stallization of an additional monomolecular S-layer protein lattice on the lipid-faced
side of SUM-supported MPL membranes increased the lifetime significantly to
21.2 
 3.1 hours [70].

Solid-supported membranes (Figure 6.5D) were developed in order to overcome the fra-
gility of free-standing BLMs, and also to enable biofunctionalization of inorganic solids
(e. g., semiconductors, gold-covered surfaces) for the use in sensing devices such as
lipid chips [72, 73]. Various types of solid-supported lipid membranes often show consid-
erable drawbacks as there is a limited ionic reservoir at the side facing the solid support,
the membranes often appear to be leaky (noninsulating), and large domains, protruding
from the membrane, may become denatured by the inorganic support [57, 74–78]. Again,
S-layer proteins have been studied to elucidate their potential as stabilizing and separating
ultrathin layer, which maintains also the structural and dynamic properties of the lipid
membranes. Silicon substrates have been covered by a closed S-layer lattice and bilayers
were deposited by the Langmuir–Blodgett technique [79–81]. Lateral diffusion of fluores-
cently labeled lipid molecules in both layers have been investigated by fluorescence recov-
ery after photobleaching studies [82]. In comparison with hybrid lipid bilayers (lipid
monolayer on alkylsilanes) and lipid bilayers on dextran, the mobility of lipids was highest
in S-layer-supported bilayers. Most importantly, the S-layer cover could prevent the forma-
tion of cracks and other inhomogenities in the bilayer [82]. These results have demon-
strated that the biomimetic approach of copying the supramolecular architecture of ar-
chaeal cell envelopes opens new possibilities for exploiting functional lipid membranes
at meso- and macroscopic scale. Moreover, this technology has the potential to initiate
a broad spectrum of lipid chips applicable for sensor technology, diagnostics, electronic
or optical devices, and high-throughput screening for drug discovery.

6.2.3
S-Layers as Templates for the Formation of Regularly Arranged Nanoparticles

The reproducible formation of nanoparticle arrays in large scale with predefined lattice
spacing and symmetries remains a challenge in the development of future generations
of molecular electronic devices (see also Chapter 19). This is particularly true for the rea-
lization of self-assembly and bottom-up approaches, as these strategies acquire the highest
efficiency in a fabrication process. Biomolecular templating has proven to be very attrac-
tive, as the self-assembly of molecules into monomolecular arrays is an intrinsic property
of many biological molecules and has already grown into a scientific and engineering dis-
cipline crossing the boundaries of several established fields (see also Chapters 16 and 17).

The first approach in using S-layers as templates in the generation of perfectly ordered
nanoparticle arrays was developed by Douglas and coworkers [55]. S-layer fragments of
Sulfolobus acidocaldarius were deposited on a smooth carbon surface and metal coated
by evaporation of a �1 nm-thick tantalum/tungsten film. Subsequently, this protein–
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metal heterostructure was ion milled, leading to 15 nm-sized holes hexagonally arranged
according to the center-to-center spacing of the S-layer of 22 nm. Later on, this approach
was further optimized using fragments of the same S-layer species on a smooth graphite
surface and titanium oxide for the metal coating [56]. After oxidation in air and fast-atom
beam milling at normal incidence, a thin (�3.5 nm) metallic nanoporous mask with
pores in the 10 nm range was obtained. The same group used low-energy electron-en-
hanced etching to pattern the surface properties of a silicon substrate through the regu-
larly arranged pores of the S-layer [83]. After etching and removal of the S-layer, the pat-
terned surface was oxidized in an oxygen plasma, leading to a nanometric array of etched
holes (18 nm diameter) which served as nucleation sites in the formation of an ordered
array of nanometric titanium metal clusters. In a similar approach using argon ion etch-
ing in the final step, the S-layer of Deinococcus radiodurans was used as a nanometric tem-
plate for patterning ferromagnetic films [84]. Uniform hexagonal patterns of 10 nm-wide
dots and lattice spacing of 18 nm were fabricated from 2.5 nm-thick sputter-coated Co,
FeCo, Fe, FeNi, and NiFe films.

More recently, a synthesis pathway for the fabrication of nanoparticles by wet chemical
processes and S-layers as nanometric templates was developed [85–88]. In this approach,
self-assembled S-layer structures were exposed to a metal–salt solution (e. g., [AuCl4]

–,
[PtCl4]

2–), followed by slow reaction with a reducing agent such as hydrogen sulfide
(H2S). Nanoparticle superlattices were formed according to the lattice spacing and sym-
metry of the underlying S-layer. Furthermore, since the precipitation of the metals was
confined to the pores of the S-layer, the nanoparticles also resembled the morphology
of the pores. The first example exploiting this technique was the precipitation of cadmium
sulfide (CdS ) on S-layer lattices composed of SbsB and SbpA [85]. After incubation of the
S-layer self-assembly products with a CdCl2 solution for several hours, the hydrated sam-
ples were exposed towards H2S for at least one or two days. The generated CdS nanopar-
ticles were 4–5 nm in size, and their superlattice resembled the oblique lattice symmetry
of SbsB (a = 9.4 nm, b = 7.4 nm, g = 80�), or the square lattice symmetry of SbpA (a = b =
13.1 nm, g = 90�), respectively. In a similar approach, a superlattice of 4–5 nm-sized gold
particles was formed by using SbpA (with previously induced thiol groups) as a template
for the precipitation of a tetrachloroauric (III) acid solution [86] (Figure 6.6a). Gold nano-
particles were formed either by reduction of the metal salt with H2S or under the electron
beam in a transmission electron microscope. The latter approach is technologically impor-
tant as it allows those areas where nanoparticles are formed to be defined. As determined
by electron diffraction, the gold nanoparticles were crystalline but their ensemble was not
crystallographically aligned. The wet chemical approach was used in the formation of Pd-
(salt: PdCl2), Ni- (NiSO4), Pt- (KPtCl6), Pb- (Pb(NO3)2) and Fe- (KFe(CN)6) nanoparticle
arrays (unpublished results), and for producing platinum nanoparticles on the S-layer
of Sporosarcina ureae [87, 88].

Unfortunately, wet chemical methods do not allow varying size or composition of nano-
particles in the fabrication process. Thus, the binding of preformed nanoparticles into reg-
ular arrays on S-layers has significant advantages in the development of nanoscale electro-
nic devices. Based on the studies of binding biomolecules (e. g. enzymes or antibodies)
onto S-layers, it has already been demonstrated that gold or CdSe nanoparticles can be
electrostatically bound in regular arrangements on S-layers [89–91] (Figure 6.6b). The
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nanoparticles were either negatively charged due to surface citrate ions or positively
charged due to surface coating with poly-l-lysine.

In summary, these experiments have clearly shown that S-layers are perfectly suited to
control the formation of nanoparticle arrays, either by direct precipitation from the vapor
or liquid phase, or by binding preformed nanoparticles. The S-layer approach provides for
the first time a biologically based fabrication technology for the self-assembly of molecular
electronic or optic devices.

6.3
Outlook

At present, most applications developed for using S-layers depend on the in vitro self-
assembly capabilities of native S-layer proteins in suspension, on the surface of solids (e. g.,
silicon wafers, metals, polymers), Langmuir-lipid films, and liposomes. Once the regular
arrays have been formed, a broad spectrum of very precise chemical modifications can be
applied for tailoring the physico-chemical properties of S-layers and for a defined binding
of differently sized functional molecules. In particular, the possibility of immobilizing or
growing other materials (e. g., silicon oxide, metals) on top of recrystallized S-layer lattices
with most accurate spatial controlled architecture opens up many new possibilities in
nanofabrication and supramolecular engineering [6, 7].

An important line of development for the specific tuning of structural and functional
features concerns the genetic manipulation of S-layer proteins. Recent studies have clearly
demonstrated that truncated S-layer proteins incorporating specific functional domains of
other proteins maintain the self-assembly capability into regular arrays [5, 35]. This ap-
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Figure 6.6 (a) Electron microscopical image of
gold nanoparticles (mean diameter 4.5 nm) ob-
tained using wet chemistry. An S-layer with square
lattice symmetry served as template in the precipi-
tation of the metal salt. The gold nanoparticles were
formed in the pore region of the protein meshwork
under the electron beam. Scale bar = 50 nm.
(b) Electron microscopical image of preformed gold

nanoparticles (mean diameter 4 nm) regularly
bound on the surface of an S-layer with square lat-
tice symmetry. Electrostatic interactions between
the surface of the nanoparticles and functional do-
mains on the S-layer are responsible for the binding.
Scale bar = 100 nm. (Reproduced from Ref. [91],
with permission from Elsevier.)



proach can lead to new isoporous ultrafiltration membranes, affinity structures, enzyme
membranes, ion- and metal particle-selective binding matrices, microcarriers, biosensors,
diagnostics, biocompatible surfaces, and vaccines [37, 44, 45, 63, 92].

Moreover, biomimetic approaches copying the supramolecular principle of virus envel-
opes such as S-layer-coated liposomes will provide new strategies for drug targeting and
drug delivery. Preliminary studies have also provided strong evidence that S-layers have
a great potential as patterning elements for non-life science applications (e. g., nonlinear
optics and molecular electronics) [90].
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7
Engineered Nanopores

Hagan Bayley, Orit Braha, Stephen Cheley, and Li-Qun Gu

7.1
Overview

Engineered nanopores have potential applications in many areas of technology, including
separation science, sensing, and drug delivery. In this chapter, we focus on recent devel-
opments regarding pores that span membranes and have diameters of 10 nm or less. We
emphasize pores into which new properties have been engineered, highlighting our own
recent investigations into a-hemolysin.

7.1.1
What is a Nanopore?

Nanopores occur in nature, and in the biological literature they are simply known as pores
when they are more than 1 nm or so in diameter, or channels when they are narrower. For
certain applications in technology, biological pores are being engineered directly. In other
cases, new types of pores are being constructed that are based on biological structures [1].
The biological pores that concern us here are transmembrane proteins. Cells also contain
soluble pores, such as chaperonins and enzymes that handle nucleic acids, which may be
of interest in the future in the context of engineering catalysis into nanopores. Transmem-
brane proteins fall into two main classes: helix bundles, and b barrels [2]. In general, helix
bundles constitute various classes of receptors and channels. Natural examples of these
proteins are relatively difficult to engineer: (i) because the helices are usually in close con-
tact and alterations to the side chains disrupt the structure of the protein; and (ii) because
they have evolved highly specialized functions, which tend to be difficult to change. Never-
theless, some of the earliest attempts to build membrane proteins de novo involved trans-
membrane helices. For example, bundles of individual synthetic helices were conceived by
the groups of DeGrado and Lear [3], and template-assembled synthetic proteins (TASP)
were used initially by Montal, Vogel and colleagues (Figure 7.1a) [4]. Some progress has
been made on de novo single-chain bundles [5, 6], but as yet this work lacks a solid struc-
tural basis. By contrast, b barrels are open structures, permitting dramatic alterations of
natural scaffolds [7]. So far, the b–barrel fold has been found in all the outer membrane
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proteins of Gram-negative bacteria that have been examined, as well as in certain pore-
forming toxins. Importantly, the side chains that project into a b barrel do not interact
strongly with one another, and can be altered to manipulate the properties of the pores.
Recently, progress has been made on barrel-like structures formed from helices [8, 9],
and we can expect more work in this area in the future.

Among the natural channels that have been engineered as nanopores, the most promi-
nent have been porins, proteins that control the permeability of the bacterial outer mem-
brane, and a–hemolysin (aHL), a pore-forming toxin secreted by Staphylococcus aureus.
Work on both these systems has been aided by high-resolution crystal structures (Figure
7.1b,c). At this point, the engineering of porins has been limited, but they do constitute a
promising system [10–12]. The aHL pore is a heptameric structure (Figure 7.1c) [13]. The
transmembrane b barrel is topped by a cap domain that contains a large internal cavity.
Both the cap and barrel have been engineered by various means (see below). Our labora-
tory has developed methods for producing pure heteromeric pores, most usefully of the
form WT6ENG1 with just one altered subunit. The engineered subunit (ENG) is chemi-
cally or genetically tagged to confer an altered charge. The wild-type (WT) and engineered
subunits are then co-assembled and the desired heteromer isolated by preparative sodium
dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) [14]. aHL belongs to a
family of toxins, which includes the leukocidins. The latter form pores comprising two

94 7 Engineered Nanopores

Figure 7.1 Examples of various classes of nano-
pore. (a) Helix bundle in the form of a template-
assembled synthetic protein (TASP) [116]. (b) A
single subunit of the trimeric porin OmpF (inner
diameter �2 nm) [117]. (c) The a-hemolysin pore
(inner diameter of barrel �2 nm) [13]. (d) Nano-
tube formed from stacked cyclic peptides (inner
diameter �0.75 nm) [16]. (e) Synthetic barrel based

on octiphenyl staves with attached peptides (inner
diameter �1.5 nm) [20]. (f) Electron micrograph of
silica nanotubes made in a porous alumina tem-
plate (inner diameter, e. g., �20 nm). The template
was subsequently dissolved [1]. (g) Electron micro-
graph of a nanopore in silicon nitride sculpted with
an Ar ion beam (inner diameter �2 nm) [27].



different, but related, polypeptide chains. We have shown that one leukocidin pore is an
octamer, rather than a heptamer, containing four subunits of each class [15]. The fact that
both heptamers and octamers exist suggests that it may be possible to control diameter in
this family of pores by engineering the subunit–subunit interface.

Designed pores containing b structure have been developed by the groups of Ghadiri
and Matile. The Ghadiri group pioneered this area by introducing stacked cyclic peptides
containing alternating D- and L-amino acids, which form nanotubes that span lipid bi-
layers (Figure 7.1d) [16]. The structures resemble gramicidin, a naturally occurring pep-
tide antibiotic that forms transmembrane pores from two head-to-head b spirals. The na-
notubes can be stabilized by stapling them together in a metathesis reaction between ole-
finic amino acid side chains [17]. The diameter of the nanotubes can be adjusted by alter-
ing the ring size of the peptides [18], and b-amino acids can form similar structures [19].
Matile’s group has developed synthetic barrels from octiphenyl staves to which all
L-amino acid peptides are attached (Figure 7.1e) [20]. In principle, the structure of the oc-
tiphenyl barrels is highly manipulatable. The diameter can be changed by altering the
length of the attached peptides, and the number of staves (which depends upon the steric
and electrostatic interactions between the peptides) [21]. The length of the barrel can be
controlled by adjusting the length of the stave [22]. Finally, heteromeric pores containing
two types of staves have been assembled [21]. While limited structural information has
been obtained on Ghadiri’s nanotubes [23], the structures of the octiphenyl barrels are
based on model building and a substantial body of indirect evidence.

Several groups have made nanopores from materials with no connection to biology [1].
For example, commercial track-etched polymer membranes are made by bombarding
thin films with nuclear fission particles. The damage tracks are then etched, with
base for example in the case of polycarbonate, to form uniform pores as small as
10 nm in diameter, which may be several mm in length. To make smaller pores of far
shorter effective length, asymmetric etching techniques have been developed to generate
cone-shaped structures [24]. For example, poly(ethylene terephthalate) through which a
single high-energy Au ion had passed was treated with concentrated sodium hydroxide
from one side, with a stop solution of formic acid on the other side. The membrane was
in an electrical cell so that breakthrough could be registered and etching stopped at that
point. Further, the applied potential was such that hydroxide ion moved away from the
etch site after breakthrough (electro-stopping). Individual pores formed in this way exhi-
bit many of the properties of biological pores, such as ion selectivity, and open and
closed states [25].

The chemically etched pores will probably be difficult to make and derivatize in a repro-
ducible way. Fortunately, Martin’s group has developed sophisticated approaches for gen-
erating nanotubules with modifiable internal surfaces within the pores of track-etched
polycarbonate filters. For example, a gold film is deposited on the surface of the pores
by electroless plating [26]. This serves both to control the diameter of the nanotubules,
which can be made as small as 1 nm, and to provide a reactive surface (see below).

Individual nanopores have also been made by using a low-energy beam of Ar ions to
“sculpt” a hole in a thin layer of silicon nitride [27]. Surprisingly, it was demonstrated
that the beam can close as well as open a hole, depending on the beam flux and duty
cycle and the sample temperature. Because the size of the hole could be monitored during
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sculpting by counting the transmitted Ar ions, it was possible to produce nanopores of
known diameter by feedback control of the beam, and in this way diameters below
1.8 nm were obtained (Figure 7.1g).

7.1.2
Engineering Nanopores

Protein pores are engineered by using mutagenesis and targeted chemical modification.
The primary interest lies in engineering the interior (lumen) of the pores. Mutagenesis
can be used to introduce any of the twenty natural amino acids, which provide a variety
of side chains of differing size, shape, polarity, and reactivity. Non-natural amino acid mu-
tagenesis can also be used to provide side chains that do not occur in nature, such as
ketones, alkenes, and azides. Originally, non-natural amino acids were introduced by
using preloaded suppressor tRNAs in an in-vitro translation system, a technology that
is sufficiently demanding to prevent its routine use. Currently, Escherichia coli strains
are under development that provide the mutant suppressor tRNAs and the engineered
synthetases required to load them. Indeed, it is even possible to have the bacteria make
an amino acid ! [28]. In targeted chemical modification, an amino acid side chain (usually
cysteine) is selectively modified with a reagent. This again adds to the diversity of func-
tionalities that can be incorporated into a protein. Given a high-resolution structure,
these approaches to protein engineering allow modifications to be placed at well-defined
locations. If more than one modification is made, the geometrical relationship between
the new side chains is known.

Our group recently implemented a new concept in protein engineering – that of non-
covalent modification. Specifically, cyclodextrins and other host molecules (adapters) were
allowed to bind to positions within the lumen of the transmembrane barrel of the aHL
pore that could be defined by mutagenesis (Figure 7.2) [29–32]. The adapters remain cap-
able of binding guests and therefore noncovalent modification can introduce new binding
sites within the pore. The vast literature on host–guest interactions supports the enor-
mous potential of this approach.

Designed pores containing b structure, such as those of Ghadiri and Matile, can be en-
gineered using chemical synthesis with a variety of amino acids, and of course there is no
requirement for using the natural side chains. The side chains in Ghadiri’s nanotubes all
project outwards, which makes it difficult to engineer function, although progress has
been made by using functionalized peptides to cap the structures [33]. In Matile’s syn-
thetic barrels, just as in a natural b barrel, the side chains of the amino acids project alter-
nately outwards and into the lumen, permitting the introduction of functional groups
within the pore. However, although it is in principle possible, the exquisite precision of
protein engineering, in which individual changes are made at specific positions, has
not yet been achieved with the synthetic barrels. At present, for example, 32 or 64 histi-
dine residues are introduced at one time.

As expected, the internal surfaces of Martin’s gold-plated nanotubules are amenable to
derivatization with a variety of thiols that vary in size, shape, and polarity [34]. Interest-
ingly, the surfaces of the gold-plated nanotubules can also be charged electrostatically
by using an applied potential [35]. Recently, the idea of electromodulation has been de-
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monstrated in which electrostatic charging is used to attract an amphiphilic surfactant to
the wall of the nanotubule and thereby render the surface hydrophobic [36]. By using si-
lane chemistry, proteins have been attached to the internal surface of another class of na-
notubules made of silica in an alumina template (see Figure 7.1f) [37]. Asymmetrically
etched poly(ethylene terephthalate) can also be chemically modified. For example, the
free carboxyl groups can be neutralized by methylation with diazomethane [25] and addi-
tional chemistry that would alter surface properties can readily be conceived. Nevertheless,
in these cases, the inability to control the number of modified sites or organize them in
space remains a severe drawback.

7.1.3
What Can a Nanopore Do?

In Arthur Karlin’s succinct words: “Ion channels open, conduct ions selectively, and close”
(Figure 7.3) [38]. The nanopores we are considering also conduct ions, and even though
the diameters of the pores are larger than the typical ion channel, they do exhibit at
least modest ion selectivity. Importantly, because they are large they can also transport
large molecules across a membrane or bilayer. Natural pores, such as gap junctions,
can gate (open and close in response to a stimulus), but so far little attention has been
given to this issue with engineered nanopores. More important has been the generation
of sites within the pores at which blockers can bind (Figure 7.3d), by analogy with drugs
such as verapamil, a Ca-channel blocker. These properties of pores can be elaborated and
enhanced by various engineering techniques, and we describe selected examples here.
Emphasis is given to investigations on the aHL pore, for which such studies are relatively
advanced.

The ion selectivity of porins [39] and the aHL pore [32] can be altered by the replace-
ment of residues within the lumen. In general, positively charged residues produce
anion selectivity, and negatively charged residues cation selectivity. Similarly, in the case
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of Matile’s artificial barrels, the amino acid side chains that project into the lumen can be
used to control selectivity [40]. Ghadiri’s nanotubes remain cation-selective in the presence
of positively charged cyclic peptide caps, but the selectivity is substantially reduced [33].
When the neutral adapter molecule b-cyclodextrin is lodged within the lumen of the
aHL pore, the weak anion selectivity of the pore is enhanced. By contrast, when the an-
ionic hepta-6-sulfato-b-cyclodextrin is used, the pore becomes cation-selective [41]. Ion se-
lectivity can also be controlled with a tightly adsorbed but noncovalently bound internal
surface layer. Matile and colleagues have shown that phosphate tightly bound to positively
charged residues in the lumen of artificial barrels renders them cation-selective, while
Mg2+ ions bound to internal carboxylates render the barrels anion-selective [40]. Underiva-
tized Au nanotubes are unselective in KF solutions, but cation-selective in KCl and KBr
because of adsorption of anions to the Au surface [35]. The selectivity of the Au nanotubes
can also be controlled by direct electrostatic charging of the metal surface [35].

There is still a great deal to learn about the transport of larger molecules through
nanopores. For rigid molecules there is molecular mass cut-off, although transport will
be reduced before the cut-off is reached because of an increased barrier to entry (hard-
sphere model) and interactions with the walls during transport. In one example, glucose
was shown to pass through nanotubes made from cyclic peptides of ten amino acids, but
not through those of eight amino acids [18]. Au nanotubules can also mediate size separa-
tion [26]. Several examples of facilitated transport have been demonstrated with various
derivatized inorganic nanotubules. In the case of small organic molecules, a high degree
of selectivity has been obtained after reacting the walls of Au nanotubules with various
alkane thiols. For example, nanotubules with a low diameter of 1.5 nm that had been
reacted with hexadecanethiol transported toluene more than 100 times faster than pyridine
in aqueous solution [34]. It seems likely that the derivatized nanotubules do not fill with
water, and that the toluene diffuses through an internal hydrophobic phase. Electromodu-
lation of the hydrophobicity of the interior of Au nanotubules is a recent innovation [36].
The enantiomers of chiral molecules have been separated in nanotubules [37, 42]. For
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(d) channel block.



example, a racemate can be passed though silica nanotubules within which a stereospe-
cific antibody has been attached [37]. It is likely that this separation works by a facilitated
transport mechanism in which the permeant molecules partition strongly into nanotu-
bules containing a high density of cognate binding sites. For facilitated transport to
occur, these sites must exchange the permeant molecules rapidly. In the case of the
aHL pore, the focus has been on the transport of macromolecules. The cut-off for a
rigid spherical molecule based on the width of the narrowest constriction in the lumen
is less than 1000 Da, but this has not been tested in rigorous experiments. Elongated poly-
mers of much higher mass such as single-stranded DNA [43] and poly(ethylene glycol)
(PEG) [44] can pass through the aHL pore. For a highly flexible molecule such as PEG
there is a high entropic cost to entry into the pore, which greatly reduces the rate of trans-
port [45]. A great deal of experimental [46, 47] and theoretical effort ([48] and references
therein) continues to be devoted to this aspect of nanopore research because of the inter-
est in making sensors for various polymers.

a-Helical ion channels are gated (opened and closed) by voltage, ligands, or mechanical
force. b-Barrel pores gate naturally by mechanisms that are poorly understood and depend
upon variables such as the pH and applied potential. Attempts are being made to engineer
voltage gating into porins. For example, positively charged peptide loops have been in-
serted into turns of a porin. The applied potential pushes the charged insert into the bar-
rel at one polarity and removes it at the other [11], which is akin to the so-called ball-and-
chain inactivation of K+ channels [49]. Although weakly asymmetric conduction has been
achieved with the porin, more work is required to obtain clear-cut gating. Certain deriva-
tives of gramicidin also appear to gate in a ball-and-chain fashion [50]. There are several
other attractive possibilities for controlling the activity of pores. For example, attempts
have been made to open and close pores with light, and in such an attempt Woolley
and colleagues attached an azobenzene near the mouth of the gramicidin pore [51]. But
again, all-or-none gating has not yet been achieved. Interestingly, control of the access
of organic molecules to cavities within mesoporous silica was recently achieved through
reversible photochemical dimerization of covalently attached coumarins [52].

A variety of blocker sites have been engineered into the aHL pore (Figure 7.4), in this
case with a view towards sensor technology (see below). The simplest sites involve muta-
genesis with natural amino acids. For example, the introduction of histidine residues at
sites within the lumen of the aHL pore allows block by various divalent metal cations
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[14, 53], while the introduction of arginine residues permits the binding of anionic phos-
phate esters [54] (Figure 7.4a). Sites for organic molecules can be formed from noncova-
lent adapters (Figure 7.4b) [29–31, 55], although in principle other forms of engineering
might be used. Interestingly, the cap domain of the aHL pore, which contains a 45 Å-dia-
meter cavity, is large enough to contain a short covalently attached oligonucleotide, an
8-mer for example (Figure 7.4c). The tethered oligonucleotide can act as a binding site for
complementary strands [56–58]. Most proteins are too large to be accommodated within
the lumen of the aHL pore. Nevertheless, the attachment of a protein to an external ligand
can be transmitted to the interior and hence affect the conductance of the pore. This has
been achieved by attaching the ligand to the end of a molecular fishing line, namely a long
PEG chain [59] (Figure 7.4d). When the protein is bound, the mobility of the part of the
chain that lies within the pore is altered, which produces a characteristic change in the
electrical signal during bilayer recording.

In addition to the fundamental properties of pores discussed above, there are additional
features that might be engineered. For example, many membrane proteins form two-
dimensional crystals, which have contributed to structural studies. Engineered arrays of
protein nanopores might be exploited in the same way as bacterial S-layers. S-layers are
porous, two-dimensional arrays of a single protein species that envelope a variety of
bacteria and are being explored for various applications including ultrafiltration, the
geometrically defined immobilization of macromolecules, and acting as templates for
the formation of arrays of nanocrystals [60].

7.1.4
What are the Potential Applications of Nanopores?

There are many exciting prospects for the utilization of engineered nanopores, and in
some cases practical applications are emerging. For example, as described above, Martin
and colleagues have effected separations with various modified inorganic nanopores. The
separations have been based on several properties including molecular mass [26], charge
[35], hydrophobicity [34, 36], and even stereochemistry [37, 42]. In principle, similar se-
parations might be carried out with engineered protein nanopores, but with the exception
of S-layers with which size separation has been accomplished [60], proteins have not yet
been exploited for this purpose.

Another area of application of protein nanopores is in cell permeabilization. Because of
its importance, the utility of reversible plasma membrane permeabilization in cell and tis-
sue preservation has received the most attention. A mutant aHL pore, H5, which can be
closed with divalent metal ions, can be used to introduce small molecules into cells [61].
Once the cells are loaded, efflux can be prevented by Zn(II) ions at the micromolar con-
centrations normally found in plasma. This procedure has been used to introduce sugars
such as sucrose and trehalose into cells (Figure 7.5) [62]. Cells treated in this way have far
higher survival rates after cryopreservation [63] and desiccation [64, 65] than those that
have not been treated.

Various therapeutic approaches might also be mediated by nanopores. First, nanopores
might be used in direct attacks on infectious or malignant cells. For example, Ghadiri’s
group has demonstrated that selected cyclic peptides have a rapid bactericidal action on
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both Gram-negative and Gram-positive species [66]. They suggest that the nanotubes
formed from the peptides act by assembling at target membranes and forming “carpets”,
thereby rendering them leaky, rather than by acting as individual pores. Malignant mam-
malian cells might repair themselves after permeabilization, and it has been suggested
that the effect of pore formation might be enhanced in the presence of cytotoxic molecules
that would not normally enter target cells. Selectivity might be achieved by directing
pore-forming proteins to target cells with antibodies or lectins. Additional selectivity
might be achieved by activation of the pore-forming protein at the target cell surface.
Along these lines, aHL polypeptides that can be activated by a tumor protease, cathepsin
B, have been obtained by screening a library of inactive two-chain aHL mutants con-
taining a combinatorial cassette encoding thousands of potential protease recognition
sites [67].

Nanopores have excellent prospects in sensor technology. For example, the ionic current
flowing through a pore in a transmembrane potential and the modulation of the current
by analytes that act, for instance, as blockers can be monitored. In this way, sensors based
on either many pores (macroscopic currents) or single pores are being devised. Here, we
focus on single pores and the reader is referred to reviews, where key papers on macro-
scopic approaches can be located [68–70]. Single pores are used in stochastic sensing
where individual interactions between the pores and analyte molecules are detected [47,
70, 71]. In stochastic sensing, the frequency of occurrence of individual binding events
reveals the concentration of an analyte, while the analyte can be identified from the sig-
nature of the binding events (the extent and duration of current block, for example) (Fig-
ure 7.6). As indicated in the previous section, a variety of blocker sites have been engi-
neered into the aHL pore, and they can be used to detect a wide variety of analytes ranging
from small cations and anions, to organic molecules, to macromolecules including DNA
and proteins. Polymers can be detected by nanopores in a second mode in which their
transit through the pores is registered [46, 47]. This was first demonstrated with single-
stranded DNA [43], but there is no reason why the procedure cannot be adapted to
other polymers. Here, the nanopore is acting as more than a simple Coulter counter, be-
cause limited information about the structure of the polymer is revealed by the changes in
current during transit and the transit velocity. It has been proposed that DNA might be
sequenced by this approach, but this seems to be an unlikely proposition in its present
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formulation [47]. However, protein engineering has not been applied to this idea in earn-
est, and it might be of help.

Finally, engineered nanopores have applications in basic science. For example, the abil-
ity to introduce molecules into cells is an important tool in cell biology, and pore-forming
proteins are one of the devices that have been used for this purpose [72]. Obviously, the
size of the pore determines what goes in and, just as importantly, what comes out. For
example, aHL has often been used to bring small molecules (up to �1000 Da) into
cells, while streptolysin O (which forms pores �35 nm in diameter) can be used to trans-
fer macromolecules of up to 100 kDa. Prolonged permeabilization of cells is lethal, and so
a means of closing the pores is required. In some cases, wild-type lesions can be elimi-
nated. For example, resealing of the pores formed by streptolysin O occurs by an un-
known mechanism that is promoted by Ca2+ ions [73]. Engineered pores can also be
used and aHL-H5, which can be closed with divalent metal ions [61], has found several
application in the laboratory. For example, Palczewski and colleagues used aHL-H5 to
load nucleotides into retinal rod cells [74].

In our own laboratory, it is becoming clear that the aHL pore can be used as a nano-
reactor for the investigation of both noncovalent and, most recently, covalent interactions
at the single molecule level. Single molecule studies are capable of revealing information
that is obscured in ensemble measurements [75]. These studies stem from our attempts to
make sensor elements from the aHL pore (see above). In the case of sensors, it does not
matter whether the kinetics seen in bulk solution are maintained inside or close to the
pore. However, our studies suggest that several binary noncovalent interactions occur
with similar kinetics and thus possess similar Kd values to those observed in bulk solvent.
These include host–guest interactions [29], DNA duplex formation [56], and protein–
ligand interactions [59]. While we can say that association and dissociation rate constants
are within a factor of ten of those in bulk solvent, more detailed comparisons will be

102 7 Engineered Nanopores
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required to ascertain just how close they are. One partner in each of these interactions was
a small molecule. Where a macromolecule must assume a compact state to enter the pore,
overall Kd values are increased [45, 76]. In recent studies, we have investigated a variety of
covalent chemistries within the aHL pore at the single molecule level, and again the ob-
served kinetic constants are close to those seen in bulk solvent [77, 78].

7.1.5
Keeping Nanopores Happy

One issue of great importance in sensor technology is the search for more robust plat-
forms for existing nanopores (Figure 7.7), or simply more robust nanopores [71]. This
is an area that is gaining from several energing aspects of nanotechnology. The lipid bi-
layers used in the laboratory are usually formed across apertures in polymer films, such as
Teflon. These bilayers are mechanically unstable, and a great deal of work is aimed at ob-
taining a storable and shippable alternative [79–82]. One opportunity lies with improved
apertures, and several based on silicon substrates have been reported. For example, Peter-
man and colleagues recently showed that bilayers can be formed across 25-mm apertures
in silicon nitride made by established fabrication technology [83] (Figure 7.7a). The capa-
citance of the device was reduced by oxidation of exposed silicon substrate and the use of a
polyimide surface coating. The bilayers were more robust than those on Teflon apertures,
as judged by their ability to withstand high potentials. Another promising area is the use
of porous supports, such as nanoporous glass, agarose, etc. One interesting example, with
which steady improvements are being made, is the use of S-layers [84], the porous two-
dimensional protein crystals from bacterial envelopes (Figure 7.7b). Recent investigations
have demonstrated that S-layer-supported bilayers have an increased resistance to hydro-
static pressure [85]. The exploration of bilayers on solid supports continues. In general,
these bilayers have been too leaky for single-channel current recording. Recently, tethered
supported bilayers on ultrasmooth Au surfaces have been obtained with specific capaci-
tance and impedance values rivaling those of planar lipid bilayers [86] (Figure 7.7c). There-
fore, if sufficiently small surface areas are used, it should be possible to examine single
nanopores in such systems [87]. However, a second serious issue is the high resistance
of the volume between the bilayer and the support, which is a consequence of the modest
reservoir of mobile ions, at least with tethered bilayers [88, 89]. It may also be possible to
replace lipid bilayers completely. For example, polymerizable block copolymers appear to
be a promising substitute [90]. In short, progress has been made, but we do not yet have a
bilayer that can be slipped into a briefcase.
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Figure 7.7 Different classes of robust bilayer. (a) Bilayer across a small aperture formed in silicon nitride
[83]. (b) Bilayer on a porous support comprising a bacterial S-layer [84]. (c) Tethered supported bilayer on
a smooth gold surface [86].



7.2
Methods

In this chapter we have covered a wide variety of types of nanopores, and it would be pre-
sumptuous of us to discuss the methodology involved in areas where we do not work
directly. Instead, we present a summary of the methods that have been crucial for the
progress that has been made with the aHL pore.

7.2.1
Protein Production

The monomeric form of aHL and its mutants are obtained in abundance and high purity
by expression in Staphylococcus [91] or E. coli [92]. When necessary, the purifications can be
aided with C-terminal His tags. Conveniently, small amounts of aHL are available by in-
vitro transcription and translation, which produces around 50 mg mL–1 [92]. For single-
channel recording in the laboratory, we use only nanograms of protein. Other applications
likewise require modest amounts; for example, a 1 m2, two-dimensional crystal of aHL
pores would contain only 3.5 mg of protein. The in-vitro production technology is readily
scaled up to provide milligrams and even grams [93].

While assembly into heptamers can be facilitated by receptors on target cells, such as
rabbit red blood cells [94], the aHL pore self-assembles on artificial lipid bilayers [95].
The heptameric pore is robust and remains stable in the denaturing detergent SDS at
up to 65 �C [96]. This stability is the basis of the separation by SDS-PAGE of heterohep-
tamers, pores containing various combinations of engineered and WT subunits. The
availability of pure heteroheptameric species has been a key aspect of our work on
the aHL pore. To achieve the electrophoretic separation, the mutant subunits are tagged;
originally, the tag was a targeted chemical modification with a disulfonate near the C
terminus [14], but more recently we have used a genetically encoded oligoaspartate
tail [57].

7.2.2
Protein Engineering

With the benefit of high-resolution structural information, protein engineering [97] allows
substitute amino acid side chains or chemical modifications to be placed in a protein at
defined sites. Engineering studies on membrane proteins have been limited compared
to other systems, largely because the proteins can be tricky to handle and because,
until quite recently, there has been a lack of structural information. As noted earlier,
de-novo design is a difficult task, and very few studies have been conducted on genetically
encoded designed membrane proteins. “Redesign” is more readily accomplished, and
since 1996 it has been aided in the case of aHL by the availability of a 1.9 Å crystal struc-
ture of the heptameric pore. More recently, structural studies of LukF, a related toxin, have
provided information about the monomeric form of aHL [98, 99]. Therefore, the impact of
structural changes on both the pore and its ability to assemble can be appraised. The aHL
pore is a “blank slate” in terms of engineering, and the goal has been to introduce func-
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tion rather than change function – which has been a difficult task when attempted in pro-
teins more specialized than aHL. In aHL, most desired changes are made on the internal
surface of the protein, which is an unusual challenge. Nevertheless, the open structure of
the aHL lumen is more readily manipulated than a narrow channel. For example, we have
replaced the transmembrane b barrel with a retro (reversed) amino acid sequence and
obtained a functional pore [7].

In practice, redesign is done both by rational approaches (e. g., the examination of mo-
lecular models) and hit-and-miss methods (e. g., the screening of libraries of mutants).
The approaches are often combined. For example, structural studies may suggest a region
for intensive mutagenesis. This approach has been applied to the transmembrane region
of aHL by using a semi-synthetic gene in which selected residues are encoded by a re-
placeable cassette [7]. Nowadays, most forms of site-directed mutagenesis are greatly ac-
celerated by tools such as the polymerase chain reaction and ligation-free recombination
of DNA fragments. Targeted chemical modification is an invaluable adjunct to direct
mutagenesis. In general, modifications are carried out at specific introduced cysteine
residues, and in the case of aHL all manner of additions have been made, including
the attachment of small molecules with and without poly(ethylene glycol) linkers, pep-
tides, and oligonucleotides [56, 59]. Finally, as noted above, it is possible to make hetero-
meric aHL pores, which are most commonly molecules with six unaltered subunits and
one engineered subunit.

7.2.3
Electrical Recording

While ensembles of pores can be useful in many circumstances, one notable capability is
the means to examine function in intricate detail by single-channel recording. Single-
channel recording is also the basis of stochastic sensing. Both monomeric and heptameric
aHL pores can assemble or insert into lipid bilayers in a single orientation. Unlike many
other pores, the aHL pore remains open indefinitely at moderate transmembrane poten-
tials. Under typical conditions (in 1 M NaCl), the pore has a high conductance of 700 pS,
and changes of a few percent in the current carried by a single pore can be measured
under optimal conditions. Many measurements can be carried out on a timescale of
tens of microseconds. Single-channel recording allows the determination of the basic
properties of a nanopore with confidence, including conductance values, ion selectivity,
stability, and uniformity. Further, the noncovalent and covalent interactions of exogenous
molecules with nanopores can be examined with exquisite sensitivity.

7.2.4
Other Systems

Analogous methods to those described above will have to be developed for other nanopore
systems, if they are to reach the state of sophistication that, in the case of the aHL pore,
has been aided by structural studies, protein engineering, and single-channel recording. It
is not at all clear how the structures of many of the alternative systems might be examined
at atomic resolution. Nor is it clear how they might be modified at discrete sites with
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defined stoichiometry. If the current passing through single nanopores is to be recorded,
they will have to be assembled into systems that do not suffer from current leaks and are
of low intrinsic capacitance.

7.3
Outlook

As suggested by the preceding discussion, many improvements might be made to existing
nanopore technology.

7.3.1
Rugged Pores

There are limits to the stability of proteins, and therefore several alternative approaches
have been taken to the preparation of nanopores, as described earlier. In the long term,
whichever techniques are used must be amenable to mass production and compatible
with array technology (see below). Of course, a major advantage of protein nanopores
is the ability to carry out functionalization with precision by replacing amino acid side
chains or carrying out targeted chemical modification. While alternative nanopores,
made from polymers, carbon nanotubes, inorganic materials, etc., can be randomly deri-
vatized, it is not yet clear how defined patterns of functionalization or single-site altera-
tions might be made. One compromise would be to immobilize a single adapter molecule
(as we have used with the aHL pore) at the entrance of a mechanically and thermally
stable nanopore, such as an Au nanotubule.

7.3.2
Supported Bilayers

To accommodate protein nanopores, it is clear that additional work is needed on sup-
ported bilayers and related areas. The formation of defect-free bilayers appears to require
ultrasmooth surfaces [86]. “Edge effects” – that is, leaks at the perimeter of the bilayers –
must also be tackled. In addition, improved electrical properties demand a substantial
reservoir of electrolyte between the bilayer and the support surface [89]. Finally, a reason-
able fraction of the incorporated nanopores should be active. Pores with an appreciable
extramembranous domain that is located between the bilayer and the underlying
surface, might be denatured by the support unless precautions such as polymer
cushions are used. In this area, a near-term goal is to observe single channels in sup-
ported bilayers [87].

7.3.3
Membrane Arrays

Arrays of lipid bilayers would be useful for screening the properties of membrane proteins
and for monitoring their interactions with other molecules (Figure 7.8). The same tech-
nology could be used for array-based sensors. Several assays for pore-forming molecules
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have been developed in which liposomes are used in microtiter formats [100–102]. When
they are more fully developed, addressable bilayer arrays containing pores will be far more
versatile. Several procedures for generating bilayer arrays have been developed, including
the formation of corrals by scratching off or blotting the bilayer, or by patterning the sup-
port in various ways, for example by depositing the bilayer with a poly-dimethylsiloxane
(PDMS) stamp or by making corrals with various barriers including metals, metal oxides,
and proteins [103]. Recently, barriers have been formed by the polymerization of diacety-
lenic lipids [104]. All corrals can be filled with a single type of bilayer by exposure to a
vesicle suspension, or individual corrals can be filled with a micropipette [105, 106] or
by flow patterning [103]. Two goals of further development are to address each corral elec-
trically and to wash each one individually by using a microfluidic system. It should also
become possible to arrange other classes of pores, such as those fabricated with ion
beams, in addressable formats.

7.3.4
Alternative Protein Pores

Advances in protein folding and structural biology will drive the search for alternative pro-
tein pores. While research on aHL has been extremely fruitful, the pore is a heptamer and
therefore intricate to handle. A single-chain, monomeric pore would be ideal, and we have
begun to explore the monomeric porin OmpG [107, 108]. It is likely that yet more sophis-
ticated engineering techniques will be applied to protein nanopores than have been in the
past. For example, multistep syntheses on the lumen wall might be used to produce com-
plex host molecules within a pore. Because highly stable bilayers with desirable properties
have been difficult to obtain, the possibility of directly housing a protein nanopore inside a
mechanically stable pore of slightly greater diameter should be considered. The surfaces
of both the protein nanopore and the recipient pore (e. g., an Au nanotubule) could be
tailored for compatibility (Figure 7.9).
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Figure 7.8 Membrane array on a glass
surface. The pattern was formed by
photolithography of a glass slide coated
with photoresist. Each corral contains
a bilayer doped with either 1 % NBD-
phosphatidyl ethanolamine or 1 %
Texas Red-phosphatidyl ethanolamine.
A false-color image was generated from
epifluorescence images recorded
through a home-built macroscope. (E. T.
Castellana and P. S. Cremer, Texas AM
University, unpublished data.)



7.3.5
Pores with New Attributes and Applications

Several advanced applications of nanopore engineering are being initiated. For example,
the aHL pore can be used as a “nanoreactor” for investigating both noncovalent and cova-
lent interactions. The study of noncovalent interactions elaborates upon the work on sen-
sors. Single-channel current traces contain kinetic information. For example, for a simple
binary system, such as a cyclodextrin–guest interaction, kon, koff and Kd can be readily ob-
tained. However, while the values are close to those in bulk solution, further work is re-
quired to determine whether there are significant differences. Considerations include
steric effects, transmembrane and local potentials, solvent confinement, and electroosmo-
sis. In pursuit of ideas for sensing reactive molecules, we have recently begun to explore
covalent interactions at the single molecule level with aHL as a nanoreactor, and related
considerations come into play here. In addition, it might soon be possible to build various
catalytic activities into the pores. This has a precedent in nature, as several enzymes con-
tain a series of active sites located inside an internal channel [109]. Substrates enter the
tunnel at one end and products leave at the other. These channels span up to 100 Å,
which is the length of the aHL pore. Esterase and ribonuclease activity in a synthetic bar-
rel lined with histidine residues has been observed by Matile and colleagues [110, 111]. By
using the variety of substitutions available to protein engineering, and the ability to place
them with known geometry, it may be possible to improve turnover and couple catalysis to
transmembrane transport.

7.3.6
Theory

With a continually expanding output of experimental data, much of which is purely de-
scriptive, there is a need for theory and computation in studies of nanopores. Of course,
the applications of calculations and simulations to membrane channels and pores is well
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Figure 7.9 Possible means for stabi-
lizing a single protein pore. The nano-
pore (here the aHL pore) is placed in-
side a mechanically stable pore (here
a Au nanotubule). The surface of the
nanopore and the aHL pore are tai-
lored for compatibility. (C. R. Martin,
University of Florida.)



developed, though far from perfected. By combining aspects of results from structural
studies, molecular dynamics simulations, Brownian dynamics and electrodiffusion theory,
estimates of fundamental properties of channels and pores have been obtained, such as
conductance values, the shape of current–voltage curves, and the magnitude of ion selec-
tivity [112, 113]. The topics covered in this chapter suggest additional areas for exploration
such as the properties of water [114] and polymers [48] under confinement, and electro-
osmosis in pores of nanometer dimensions [115, 118]. It should go without saying that
all of this must be coupled to experimentation.
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8
Genetic Approaches to Programmed Assembly

Stanley Brown

8.1
Introduction

In biological systems, proteins are the predominant catalysts, motors, pumps and chan-
nels, they form many rigid and flexible structures, and also act as scaffolds in assembly
processes. They can be expected to also provide these functions in contrived nanosystems.
The first step in applying proteins to nanoassembly is the isolation of peptides/proteins
which are able to adhere to the surface of specific materials. Moreover, many peptides
able to bind a material have the secondary trait of modulating the formation of that
material. Since chimeric binding peptides having dissimilar specificities can easily be
produced by recombinant DNA techniques, we are rapidly approaching an era of
programmed formation and assembly of materials at the nanometer scale.

A frequently employed strategy for the isolation of binding peptides is phage display. In
display technologies, vast random populations of peptides are prepared, each peptide
physically joined to the genes which encodes it. Peptides able to adhere to a target surface
are selected by adhesion of the composite entity to that target. The recovery of individual
members of a population having a defined property such as adhesion is a genetic experi-
ment. Hence, carefully devised genetic searches are critical to realize the full potential of
display technology. The power of this approach should not be surprising, since the genetic
analysis of phage and bacteria formed the foundation of molecular biology.

This chapter will introduce the various systems of display technology focusing on the
analysis of both the enriched populations and recovered peptides. It will also review
some of the protein structures available for controlling the spatial orientation of the recov-
ered peptides.

8.2
Order from Chaos

All display strategies start with large populations of partially random peptides. Peptides
having a desired binding property are recovered from the population. Figure 8.1 uses
an Escherichia coli cell-surface display [1, 2] (reviewed in Ref. [3]) to illustrate the recovery

113



process. Peptides encoded by recombinant genes containing partially random DNA are
synthesized within bacteria. Each bacterium contains a different partially random gene
and thus synthesizes a different peptide. The recombinant gene is designed so the peptide
becomes anchored to the outer surface of the bacterium that encodes it. The anchoring
can be by fusion to an integral outer membrane protein (Figure 8.2) or by fusion to ap-
pendages such as fimbrae [4]. If a peptide binds to a specific material, it will cause the
bacterium to adhere to that material. The bacterial population is mixed with the target ma-
terial, after which the target material with any adhering bacteria is recovered and trans-
ferred to a bacteriological growth medium. The suspension is incubated and the bacteria
then multiply. This constitutes one enrichment cycle, and this may be repeated many
times. Since E. coli are typically 1–2 mm long and 0.5 mm in diameter, the target particles
must be large enough to change the density of the bacterium–particle aggregate. The tar-
get material can also be in the form of a sheet or plate and removed from the bacterial
suspension after the candidates are permitted to adhere. If the target material is fluores-
cent, enrichment by binding can be combined or replaced with fluorescence activated cell
sorting (FACS) [5].

With phage display, the peptides are exposed on the surface of the bacterial virus
(phage) encoding them. The filamentous phage M13 and fd are probably the most famil-
iar platform for displaying peptides. The wild-type phage are approximately 1 mm long
and 6 nm in diameter [6]. Proteins at both ends [7, 8] and along the length [6, 9] of
each virion can accommodate the insertion of foreign peptides (Figure 8.2). The enrich-
ment process with phage display is similar to that with cell-surface display, except that
the phage bound to the target material are released and amplified by infecting the bacter-
ial host. There is abundant literature reviewing phage display, including a monograph
[10] and a manufacturer’s web site [11].
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Figure 8.1 Enrichment cycle. A population of bac-
teria displaying random peptides on their outer
surfaces is mixed with the target powder, allowing
the bacteria to adhere. The density is raised with
Percol, and the suspension is centrifuged. Bacteria
adhering to the target powder sediment with it,

while bacteria failing to adhere remain suspended
and are discarded with the supernatant. The target
powder with adhering bacteria is transferred to a
bacteriological growth medium and the bacteria are
permitted to multiply. This represents a single en-
richment cycle that can be repeated many times.



A third method is also used to display peptides physically linked to the genes encoding
them, ribosome or mRNA display [12, 13] (reviewed in Ref. [14]). Each type of display sys-
tem has inherent advantages and limitations (Table 8.1).

Some systems of cell-surface display appear to only be able to detect tight-binding pep-
tides (dissociation constants ��1 nM) [15–17]. Phage display does not suffer from this
artifact, and tight-binding peptides can be isolated by the use of off-rate selections [18].
In this strategy, the phage are first allowed to adhere to the target material in the form
of a large piece such as a plate. After the unbound phage are washed away, the plate is

1158.2 Order from Chaos

Figure 8.2 Cell-surface and phage dis-
play. (A) Bacterial cell-surface display
based on the l-receptor [1]. The upper
portion is a ribbon diagram of the l-
receptor [46] homotrimer as integrated
in the outer membrane. The site where
foreign peptides are inserted is shown
as space-filling atoms in black. Cell
components are not drawn to scale.
Many engineered l-receptors are dis-
played on the surface of induced cells.
(B) The single-stranded DNA phage,
M13 or fd. All coat proteins except pVI
have been used to display peptides.
Components are not drawn to scale.

Table 8.1 Display methods

Method Advantages Disadvantages

Ribosomes/ Very large populations In-vitro reactions
mRNA Resistance to many solvents Sensitive to inhibitors

Phage Vast literature Must be released from
Many successes with commercially surface free of inhibitors
available libraries and must be infective
Off-rate selections

Cells Do not have to be released Selections limited to
from the target prior to growth physiological conditions
High-valency display permits
isolation by FACS



incubated with a large excess of the target material in the form of small particles. Phage
dissociating from the initial target rapidly bind to the small particles. After a period of
incubation, the initial target retains those phage that dissociate very slowly.

8.3
Monitoring Enrichment

The enrichment process is Darwinian. The most obvious selective parameter is adhesion
to the target material, although the population is, by design, genetically diverse. The re-
covery of bacteria is influenced by efficiency of release from the target material, growth
rate and length of time required for physiological recovery after return to the growth me-
dium. Similarly, recovery of phage is influenced by the efficiency of phage infection,
phage production, and phage stability. Consequently, whether the ultimate trait desired
is adhesion to a specific material or a secondary trait such as modifying the crystallization
or precipitation of that material (discussed below), individual survivors of the enrichment
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Figure 8.3 Monitoring population complexity.
(A) A population of random genes. In this example,
the genes encode repeating polypeptides, but the
method is applicable to any population of genes of
varying length [21, 22]. Here, the repeating oligo-
nucleotides are inserted between PstI and XhoI sites
in the display vector. The population of genes after
each cycle of enrichment is subjected to PCR am-

plification of the inserts plus some flanking DNA by
use of oligonucleotide primers complementary to
vector DNA sequences. The distribution of insert
sizes is monitored by gel electrophoresis. The lanes
depict the initial distribution of insert sizes and the
distribution following increasing numbers of en-
richment cycles.



must be characterized. Thus, a relevant parameter in determining the end point of the
enrichment is the complexity of the enriched population, how many candidate peptides
can the investigator reasonably expect to test.

It would be unusual to initiate a search using a population with fewer than millions of
different members. The complexity of a population reduced to not many more than a
dozen different members can easily be evaluated by sequencing the DNA of individual
clones. The complexity of populations reduced to hundreds or perhaps a few thousand
different members can be analyzed by the presence or absence of restriction enzyme re-
cognition sites [19, 20]. Quite often, the experimenter would be prepared to examine doz-
ens of survivors of an enrichment, especially in a search for a secondary trait such as
altered crystallization. Thus, it would be convenient to monitor the complexity of the
enriched populations and note when the complexity traverses the desired range.

Although most random populations vary in sequence but not in length, the utility of
monitoring population complexity can be illustrated with populations that vary in both
sequence and length. The examples in Figure 8.3 use repeating polypeptides, but the
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Figure 8.3 Monitoring population
complexity. (B) PCR analysis of popu-
lations enriched by binding to three
aluminum silicates, mica, and EMTand
MFI zeolites [17]. ‘M’ are size stan-
dards or ‘markers’, pBR322 DNA di-
gested with HinFI and HindIII. ‘0’ is the
original population. The bands appear
diffuse because of the large number of
different sequences comprising each
size class. For each enrichment, the
survivors of 10, 11, 12, and 13 cycles
are examined. (C) PCR analysis of po-
pulations enriched by binding to gold
powder or a mock enrichment with
buffer alone (no gold added). ‘M’ and
‘0’ are the same as in (B). For each
enrichment, the survivors of two, three,
four, five, and six cycles are examined.



method is suitable for any population that varies in both sequence and length [21, 22]. The
strategy is depicted in panel A of Figure 8.3. The population contains inserts of varying
size, and within each size class are inserts of many different sequences. A consequence
of this dual variation is that a given sequence is present only in a certain size insert.
This allows the sequence distribution to be displayed as the distribution of size classes.
As a subset of peptides becomes enriched, the size of the inserts encoding them becomes
more prominent. When the insert region of the population is amplified by PCR and se-
parated by gel electrophoresis, we see the bands representing the enriched genes become
pronounced. The results of this analysis can be seen in enrichments for binding to alu-
minum silicates [17] (Figure 8.3B). The bands produced from the initial population are
diffuse because there are many different sequences in each size class. As enrichment pro-
ceeds, some bands become more prominent but they also become sharper as they arise
from fewer different sequences. For both zeolites, the pattern continues to change with
the number of enrichment cycles, but both enriched populations retain many different
members. The pattern ceases to change after the second to last cycle of enrichment for
binding to mica. Thus, further enrichment for mica-binding would not improve the like-
lihood of finding bona fide mica binders. Figure 8.3C shows the same analysis applied
to an enrichment for gold binding. The gold-binding enrichment started with the same
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Figure 8.4 Probability of missing nucleotide.
Shown is the probability that at least one ‘N’ posi-
tion would be missing at least one of the four nu-
cleotides among the indicated number of random

sequences (clones). Commercially available
libraries that have yielded inorganic surface-
binding and -modifying peptides contain seven
and 12 NNK codons.



population used for the aluminum silicate-binding enrichments. In the gold-binding en-
richments, the population rapidly reduces to few members. In fact, more candidates can
easily be tested than appear to remain after six cycles of enrichment. After four cycles of
enrichment, although the population is dramatically reduced when compared to the initial
library, the enriched population appears sufficiently complex to justify testing a number of
individual survivors.

The complexity of populations varying in sequence can be probed by examining the nu-
cleotide distribution. At each initially random position in the sequence, the probability of
observing the absence of one of the four nucleotides increases as the population complex-
ity declines. The expected probability for observing an absent nucleotide is shown in
Figure 8.4. Thus, sequencing the DNA of a population can monitor its distribution
without sequencing individual members of the population.

8.4
Quantification of Binding and Criteria for Specificity

Two aspects comprise this subject. The first is the affinity of the peptide for its target, and
many authors report an equilibrium binding constant or the force necessary to separate
the peptide from its target. The second is the specificity – an indication of how poor is
the affinity of the peptide to undesired targets. A knowledge of these two values will
aid in determining the effective concentrations of components in the assembly process.
As in all areas of science, when considering values reported in the literature, one must
pay close attention to experimental design. In most cases, binding of the peptide itself
was measured, at least indirectly. However, cell extracts and phage lysates are complex
mixtures. Evidence that a phenomenon is due to the recovered peptide rather than an-
other constituent, including the product of the display vector, may require the incorpora-
tion of subtle controls.

8.5
Unselected Traits and Control of Crystallization/Reactivity

A clear distinction should be made between selections and screens. As discussed above,
enriching a phage library for those that bind to a target is a selection, only the “fittest”
survive. Testing individual phage from the enriched population for binding is a screen,
as we identify both those that bind and those that do not. However, the selected trait is
only one of many possible traits that can be screened. For example, as binding a substrate
is the first step in catalysis, peptides from an appropriately enriched population can be
tested for either stimulating or inhibiting a reaction. Similarly, peptides can be tested
for diverting a reaction to new products. Binding peptides isolated in such a manner
have been shown to stimulate the formation of ZnS nanocrystals [23] (Figure 8.5), and
alter the shape of growing gold [24] and silver [25] crystals.
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8.6
Dominant Traits, Interpretation of Gain-of-Function Mutants

Most peptides isolated in a search for binding peptides have a property not displayed by
the phage; they are classical gain-of-function mutants. Therefore, although the peptide
may mediate some function seen elsewhere such as in a natural biological system, we can-
not à priori declare the mechanism by which the peptide acts to be the same as in the
other system. This may seem a little abstract, but a clear example comes from our
work. We isolated proteins that altered the shape of growing gold crystals [24]. These pro-
teins probably act by altering the local environment at the surface of the growing crystal
by a mechanism of acid catalysis rather than by providing a template for crystallization.
This says that the control of crystal shape by proteins in natural biological systems can
be carried out by altering the local environment, not that it necessarily is by altering
the local environment. Many mechanisms are likely to be observed among proteins or
peptides isolated from searches as discussed here, though many of them may not be com-
monly used by natural biological systems. Nonetheless, searches as discussed here are
likely to identify new possible mechanisms that can be considered when investigating
biological processes.

8.7
Interpretation and Requirement for Consensus Sequences

In the display strategies discussed here, the peptides are encoded by genes. The nature of
the genetic code biases the initial population. In the natural, 64-member code, methio-
nine and tryptophan are each encoded by only one nucleotide triplet, but arginine, leucine
and serine are each encoded by six triplets and there are three triplets encoding stop. Al-
though a 48-member code can eliminate two of the stop codons in populations where the
orientation of the random DNA cannot be controlled [21], nearly all populations in which
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Figure 8.5 Characterization of the dilute A7-ZnS
suspension using TEM. (A) Schematic diagram of
the individual A7 phage and ZnS nanocrystals. The
pIII peptide unit and the ZnS nanocrystal bound to
A7 phage are not drawn to scale. (B) TEM image of
an individual A7 phage (880 nm in length) and ZnS

nanocrystals, stained with 2 % uranyl acetate.
(C) High-resolution TEM image of 0.01 % A7-ZnS
suspension, showing lattice fringe images of five
wurtzite ZnS nanocrystals. The d spacing of the
nanocrystals was 0.22 nm, corresponding to (102)
plane. (Reproduced from Ref. [23].)



the orientation of the random DNA is controlled use a 32-member code. The triplets NNS
or NNK can encode all 20 amino acids and retain only one stop codon. With a 32-member
code, arginine, leucine and serine are each encoded by only three triplets, reducing the
bias of the amino acid distribution. The frequency of encoded amino acids in the initial
population also influences the interpretation of peptide sequences recovered from a
search. Obviously, if the sequences are random, we expect to recover amino acids encoded
by three codons more frequently than amino acids encoded by one codon.

If a common amino acid sequence is found in several peptides which bind the target,
the analysis is simple (Table 8.2). However, in many cases either too few peptides were
examined or the target has too many different features that are recognized by proteins
for a consensus sequence to be identified. Although an overall amino acid composition
of the recovered peptides may be expected [17, 26, 27], reflecting the charge or hydropho-
bicity of the target surface, if the binding is specific, we would expect only a few amino
acids to constitute the binding site which contacts the recognized surface features. If
only a small portion of the amino acid sequence is conserved, the overall amino acid com-
position is unlikely to vary from random in a statistically significant manner [26]. A fas-
cinating counter-example derives from an analysis of silica-precipitating peptides. The
four most efficient silica-precipitating peptides isolated from a phage display library con-
tain at least five histidines [28]. The probability of at least five histidine codons appearing
among 12 random expressed NNK codons is 0.004. Recovering such an amino acid
distribution four times is even more significant, suggesting the histidines contribute to
the precipitation of silica. Equally interesting is the absence of histidines in a diatom pep-
tide that precipitates silica which can be explained by the extensive posttranslational mod-
ification of the diatom peptide [29]. This last observation should not discourage comparing
recovered peptide sequences with sequences of naturally occurring proteins in public da-
tabases. A comparison of a ZnO-binding peptide with the SWISS-PROT data base found
15 of the 24 amino acids to be identical with a putative Zn-binding protein [22].
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Table 8.2 Examples of consensus sequences

Target Sequence

gold crystal shape GASL–SEKL [24]
chromium-bindinga QHQK [15]
iron oxide-bindingb RR(S/T)-(R/K)HH [21, 45]c

RSK-R [21, 45]

a Surface oxidation not monitored
b Two forms of iron oxide
c Serine and threonine (S, T) are both hydroxy amino acids.

Arginine and lysine (R, K) are both basic amino acids.



8.8
Sizes of Proteins and Peptides

Proteins are macromolecules, and planned experiments may be influenced by the size of
the peptides or proteins used. Core proteins occupy approximately 1.2 nm3 per kilodalton
[30]. This means that the average 12-amino-acid peptide, if spherical, would have a dia-
meter of approximately 1.4 nm, excluding the hydration shell. If two heterologous binding
peptides are fused to associate two different types of particles, the location and space
occupied by the protein must be considered. A second value to consider is the maximum
length of a fully extended peptide chain, about 3.6 Å per amino acid [31]. A flexible hinge
peptide frequently used to fuse two peptide chains is G4S (gly-gly-gly-gly-ser) [32] and
would be expected to have a maximum length of 1.8 nm.

8.9
Mix and Match, Fusion Proteins, and Context-Dependence

Unless we can design and prepare bifunctional or multifunctional binding proteins, our
ability to employ peptides in nanoassembly will be limited. Although it is tempting to
think of proteins/peptides as modular, this is often not the case [33]. In many cases, pep-
tides are isolated as part of a much larger protein or structure, and they may depend on
the associated protein for folding or function. As with block copolymers, the peptide is
tethered to another peptide with certain solubility properties. Each peptide or block can
influence the structure and thus the properties of the other. Therefore, unless the peptides
have been demonstrated to have a binding property independent of the display structure,
fusing two peptides to prepare a bifunctional reagent may not always be successful. One
source of confusion about the likelihood of successful fusions of bacterial proteins may
arise from the early gene fusion work of Beckwith’s laboratory (reviewed in Ref. [34]).
Here, the fusions of proteins to b-galactosidase were functional because the authors se-
lected function – that is, they were able to detect only those fusions which retained the
functions of the constituents. This is not to say that peptides are unlikely to retain proper-
ties when fused to various other peptides – it only suggests that the properties be verified
in the newly made fusion and occasionally a number of candidate peptides may have to be
tested.

8.10
Mix and Match, Connecting Structures

What types of nanostructures can we expect to assemble with the aid of engineered pro-
teins (for an introduction, see Ref. [35])? How should peptides be fused to create such en-
gineered proteins? In some cases, we may want the peptides joined by a connector of a
controlled length. Should the connector be flexible or rigid? We may want the peptides
held in a fixed orientation relative to each other. Additionally, we may want many peptides
in a large array. Numerous frameworks addressing the above problems are available
among proteins of known structure. The survey below provides only a superficial starting
point for consideration.
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Structures on the mm scale can be based on M13 [23] (see Figure 8.2B), and the length of
the phage can be varied over a several fold range by varying the length of the phage gen-
ome [36]. Multi-subunit proteins have been assembled by juxtaposing them as hybrids of
pVII and pIX [8]. On a smaller scale, the flexible G4S [32] linker described above reaches a
maximum length of approximately 1.8 nm. The flexibility and length of linker peptides
can be varied enormously [37]. The protein chains of antibodies can be fused directly to
control the orientation of the two binding sites [38]. A rigid connector is the b-roll of Pseu-
domonas aeruginosa alkaline protease, which has the interesting property of spacing cal-
cium cations approximately every 4.7 Å along its length [39]. Another rigid structure is
the tail fiber of phage T4, which can accommodate the insertion of peptides in P37 [40].

The insertion of the protein streptavidin in a bacterial S-layer protein displays strepta-
vidin in a regular, rigid two-dimensional array [41] (see Chapter 6). Streptavidin binds bio-
tin tightly, and reactive derivatives of biotin allow it to be conjugated to many materials;
alternately, it can be conjugated enzymatically to proteins containing a biotin-acceptor
peptide [16, 42, 43].

8.11
Outlook

The isolation of peptides/proteins which are capable of adhering to the surface of specific
materials has great potential in nanotechnology. Moreover, many peptides have the sec-
ondary trait of modulating the formation of the material they bind. Since chimeric bind-
ing peptides having dissimilar specificities can easily be produced by recombinant DNA
techniques, we can expect to use peptides/proteins not only for the programmed forma-
tion and assembly of particles but also for the controlled localization of catalysts.

Assembly processes can be sequential, and subsets of the assembly process can take
place in different reactions. Thus, proteins/peptides must only distinguish the constitu-
ents of the reaction in which they participate – they need not distinguish components
of the eventual nanomachine that are absent or hidden in the reaction they mediate.
One strategy for the programmed self-assembly of nanomachines could emulate solid-
phase synthesis. The assembling machine or substructure is retained on a solid support
as components are introduced, and the excess is removed with the liquid phase. Surface-
binding proteins can provide, in addition to integral constituents of the machines, a sim-
ple and effective mechanism for immobilizing the assembling structure.

The control of nanoparticle formation may require carefully controlled conditions to be
identified after an extensive survey of reaction conditions and constituents (for a recent
report, see Ref. [44]). Binding peptides as discussed above may provide additional tools
to the chemist in surveys of possible reaction constituents.

1238.11 Outlook



124 8 Genetic Approaches to Programmed Assembly

References

[1] A. Charbit, J. C. Boulain, A. Ryter,
M. Hofnung, EMBO J. 1986, 5, 3029–
3037.

[2] R. Freudl, S. MacIntire, M. Degen,
U. Henning, J. Mol. Biol. 1986, 188, 491–
494.

[3] G. Georgiou, C. Stathopoulos, P. S.
Daugherty, A. R. Nyak, B. L. Iverson,
R. Curtis, Nature Biotechnol. 1997, 15,
29–34.

[4] L. Hedegaard, P. Klemm, Gene 1989, 85,
115–124.

[5] W. Chen, G. Georgiou, Biotechnol. Bioeng.
2002, 79, 496–503.

[6] P. Malik, T. D. Terry, L. R. Gowda, A. Lan-
gara, S. A. Petukhov, M. F. Symmons,
L. C. Welsh, D. A. Marvin, R. N. Perham,
J. Mol. Biol. 1996, 260, 9–21.

[7] G. P. Smith, Science 1985, 228, 1315–1317.
[8] C. Gao, S. Mao, C.-H. L. Lo, W. Wirsching,

R. A. Lerner, K. D. Janda, Proc. Natl. Acad.
Sci. USA 1999, 96, 6025–6030.

[9] F. Felici, L. Castagnoli, A. Musacchio,
R. Jappelli, G. Cesareni, J. Mol. Biol. 1991,
222, 301–310.

[10] B. K. Kay, J. Winter, J. McCafferty, Phage
display of peptides and proteins, a laboratory
manual, Academic Press, San Diego, 1996.

[11] New England Biolabs, http://www.neb.
com/neb/products/drug_discovery/
phd.html

[12] L. C. Mattheakis, R. R. Bhatt, W. J. Dower,
Proc. Natl. Acad. Sci. USA 1994, 91,
9022–9026.

[13] G. Cho, A. D. Keefe, R. Liu, D. S. Wilson,
J. W. Szostak, J. Mol. Biol. 2000, 297,
309–319.

[14] W. J. Dower, L. C. Mattheakis, Curr. Opin.
Chem. Biol. 2002, 6, 390–398.

[15] S. Brown, Nature Biotechnol. 1997, 15,
269–272.

[16] S. Brown, Nano Lett. 2001, 1, 391–394.
[17] S. Nygaard, R. Wendelbo, S. Brown, Adv.

Mater. 2002, 14, 1853–1856.
[18] R. E. Hawkins, S. J. Russel, G. Winter,

J. Mol. Biol. 1992, 226, 889–896.
[19] J. D. Marks, H. R. Hoogenboom, T. P.

Bonnert, J. McCafferty, A. D. Griffiths,
G. Winter, J. Mol. Biol. 1991, 222,
581–597.

[20] R. B. Christian, R. N. Zuckerman, J. M.
Kerr, L. Wang, B. A. Malcolm, J. Mol. Biol.
1992, 227, 711–718.

[21] S. Brown, Proc. Natl. Acad. Sci. USA 1992,
89, 8651–8655.

[22] K. Kjærgaard, J. K. Sørensen, M. A.
Schembri, P. Klemm, Appl. Environ. Mi-
crobiol. 2000, 66, 10–14.

[23] S.-W. Lee, C. Mao, C. E. Flynn, A. M. Bel-
cher, Science 2002, 296, 892–895.

[24] S. Brown, M. Sarikaya, E. Johnson, J. Mol.
Biol. 2000, 299, 725–735.

[25] R. R. Naik, S. J. Stringer, G. Agarwal, S. E.
Jones, M. O. Stone, Nature Mater. 2002, 1,
169–172.

[26] N. B. Adey, A. H. Mataragnon, J. E. Rider,
J. M. Carter, B. K. Kay, Gene 1995, 156,
27–31.
From libraries expressing random peptides
as part of M13 pIII, the authors isolated
phage that adhere to polystyrene and
polyvinyl chloride. We also find polymer-
binding peptides can be isolated but have
observed they were often toxic if permitted
to accumulate in contact with the cyto-
plasmic membrane (G. Barbarella and
S. B., unpublished observation). We ima-
gine their hydrophobic nature can disturb
the membrane. The toxicity rendered their
characterization difficult.

[27] S. R. Whaley, D. S. English, E. L. Hu, P. F.
Barbara, A. M. Belcher, Nature 2000, 405,
665–668.

[28] R. R. Naik, L. L. Brott, S. J. Clarson, M. O.
Stone, J. Nanosci. Nanotechnol. 2002, 2,
95–100.

[29] N. Krüger, S. Lorenz, E. Brunner, M.
Sumper, Science 2002, 298, 584–586.

[30] J. Tsai, R. Taylor, C. Chothia, M. Gerstein,
J. Mol. Biol. 1999, 290, 253–266.

[31] L. Pauling, R. B. Corey, H. R. Branson,
Proc. Natl. Acad. Sci. USA 1951, 37,
205–211.

[32] J. S. Huston, D. Levinson, M. Mudgett-
Hunter, M. S. Tai, J. Novotny, M. N. Mar-
golies, R. J. Ridge, R. E. Bruccoleri,
E. Haber, R. Crea, H. Oppermann, Proc.
Natl. Acad. Sci. USA 1988, 85, 5879–5883.

[33] T. Matsuura, K. Miyai, S. Trakulnaleame-
sai, T. Yomo, Y. Shima, S. Miki, K. Yama-



125References

moto, I. Urabe, Nature Biotechnol. 1999, 17,
58–61.

[34] P. Bassford, J. Beckwith, M. Berman,
E. Brickman, M. Casadaban, L. Guarente,
I. Saint-Girons, A. Sarthy, M. Schwartz,
H. Shuman, T. Silhavy, in: J. H. Miller,
W. S. Resnikoff (eds), The Operon, Cold
Spring Harbor Laboratory, Cold
Spring Harbor, New York, 1978, pp.
245–261.

[35] C. M. Niemeyer, Angew. Chem. Int. Ed.
2001, 40, 4128–4158.

[36] W. M. Barnes, M. Bevan, Nucleic Acids Res.
1983, 11, 349–368.

[37] C. R. Robinson, R. T. Sauer, Proc. Natl.
Acad. Sci. USA 1998, 95, 5929–5934.

[38] P. Holliger, T. Prospero, G. Winter, Proc.
Natl. Acad. Sci., USA 1993, 90, 6444–6448.

[39] U. Baumann, S. Wu, K. M. Flaherty, D. B.
McKay, EMBO J. 1993, 12, 3357–3364.

[40] P. Hyman, R. Valluzzi, E. Goldberg, Proc.
Natl. Acad. Sci. USA 2002, 99, 8488–8493.

[41] D. Moll, C. Huber, B. Schlegel, D. Pum,
U. B. Sleytr, M. Sára, Proc. Natl. Acad. Sci.
USA 2002, 99, 14646–14651.

[42] J. E. Cronan, K. E. Reed, Methods Enzymol.
2000, 326, 440–458.

[43] D. Beckett, E. Kovaleva, P. J. Schatz, Protein
Sci. 1999, 8, 921–929.

[44] Y. Sun, Y. Xia, Science 2002, 298, 2176–
2179.

[45] C. F. Barbas, J. S. Rosenblum, R. A. Lerner,
Proc. Natl. Acad. Sci. USA 1993, 90,
6385–6389.

[46] T. Schirmer, T. A. Keller, Y. F. Wang, J. P.
Rosenbusch, Science 1995, 267, 512–514.



9
Microbial Nanoparticle Production

Murali Sastry, Absar Ahmad, M. Islam Khan, and Rajiv Kumar

9.1
Overview

Inorganic materials in the form of hard tissues are an integral part of most multicellular
biological systems. Hard tissues are generally biocomposites containing structural bioma-
cromolecules and some 60 different kinds of minerals that perform a variety of vital struc-
tural, mechanical, and physiological functions [1]. Unicellular organisms such as bacteria
and algae also are capable of synthesizing inorganic materials, both intra- and extracellu-
larly [2]. Examples of such organisms include magnetotactic bacteria which synthesize
magnetite particles [3–5] (see also Chapter 10), diatoms and radiolarians that synthesize
siliceous materials [6, 7], and S-layer bacteria that synthesize gypsum and calcium carbo-
nate as surface layers [8]. These bioinorganic materials can be extremely complex both in
structure and function, and also exhibit exquisite hierarchical ordering from the nan-
ometer to macroscopic length scales which has not even remotely been achieved in labora-
tory-based syntheses. While the study of inorganic structures in biological systems would
impact both the physical sciences (geology, mineralogy, physics, chemistry) and biological
sciences (zoology, microbiology, evolution, physiology, cellular biology), one area where
there is perhaps the greatest potential for application is that of materials science, particu-
larly nanomaterials. Indeed, one branch of materials science where considerable develop-
ment has already taken place is in the design and crystal growth of minerals such as cal-
cium carbonate, hydroxyapatites, and gypsum by the use of biomimetic methods [9].

An important aspect of nanotechnology concerns the development of experimental pro-
cedures for the reproducible synthesis of nanomaterials of controlled size, polydispersity,
chemical composition, and shape. Though solution-based chemical methods enjoy a long
history dating back to the pioneering work of Faraday on the synthesis of aqueous gold
colloids [10], increasing pressure to develop green chemistry, eco-friendly methods for
nanomaterial synthesis has resulted in researchers turning to biological organisms for
inspiration. It is interesting to note that while biotechnological applications such as reme-
diation of toxic metals have long employed microorganisms such as bacteria [11, 12]
and yeast [13], the detoxification process occurring by reduction of the metal ions or by
formation of insoluble complexes with the metal ion (e. g., metal sulfides) in the form
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of nanoparticles, the possibility of using such microorganisms in the deliberate synthesis
of nanomaterials is a recent phenomenon. An amalgamation of curiosity, environmental
compulsions, and conviction that nature has evolved the best processes for synthesis of
inorganic materials on nano- and macro-length scales has contributed to the development
of a relatively new and largely unexplored area of research based on the use of microbes in
the biosynthesis of nanomaterials.

Microbes are classically defined as microscopic organisms, the term most often having
been used to signify bacteria. In this chapter, we will use the general definition to include
in addition to bacteria, actinomycetes (both prokaryotes) and algae, yeasts, and fungi
(eukaryotes). Some of the earliest reports on the accumulation of inorganic particles in
microbes can be traced to the work of Zumberg, Sigleo and Nagy (gold in Precambrian
algal blooms) [14], Hosea and coworkers (gold in algal cells) [15], Beveridge and co-work-
ers (gold in bacteria) [16], Aiking and co-workers (CdS in bacteria) [11], Reese and co-work-
ers (CdS in yeast) [17, 18], Temple and LeRoux (ZnS in sulfate-reducing bacteria) [19], and
Blakemore, Maratea and Wolfe (magnetite in bacteria) [20]. More recent and detailed in-
vestigations into the use of microbes in the deliberate synthesis of nanoparticles of differ-
ent chemical compositions include bacteria for silver [21–24], gold [24, 25–27] CdS [28–30]
ZnS (sphalerite) [31], magnetite [3–5, 32], iron sulfide [33, 34], yeast for PbS [35] and CdS
[36], and algae for gold [37]. In all these studies, the nanoparticles are formed intracellu-
larly, but may be released into solution by suitable treatment of the biomass. Recently, we
have shown that fungi when challenged with aqueous metal ions lead to the formation of
nanoparticles both intra- and extracellularly [38–42]. Different genera of fungi have been
identified for the extracellular synthesis of gold [38], silver [39], and CdS quantum dots
[40], as well as the intracellular growth of nanocrystals of gold [41] and silver [42]. Extre-
mophilic actinomycetes such as Thermomonospora sp. have also been used to synthesize
fairly monodisperse gold nanoparticles extracellularly [43]. Yacaman and co-workers
have demonstrated the growth of gold nanoparticles in sprouts, roots and stems of live
alfalfa plants [44, 45].

Among the different microbes studied for the biosynthesis of nanoparticles, bacteria
have received the most attention [11, 16, 19–34]. In a series of papers, Tanja Klaus and
co-workers showed that the metal-resistant bacterium, Pseudomonas stutzeri AG259 (ori-
ginally isolated from a silver mine), when challenged with high concentrations of silver
ions during culturing resulted in the intracellular formation of silver nanoparticles of vari-
able shape [21–23]. This is illustrated in the transmission electron microscopy (TEM)
image of a Pseudomonas stutzeri AG259 cell with a number of silver particles located in-
tracellularly (Figure 9.1). The particles were crystalline, were often observed to form at
the poles of the bacteria, and were not particularly monodisperse, ranging in size from
a few nm to 200 nm [21]. Most of the nanoparticles were found to be composed of elemen-
tal silver, while occasionally the formation of Ag2S was observed [21]. The exact mechan-
ism leading to the formation of intracellular silver nanoparticles in P. stutzeri AG259 is yet
to be elucidated. Biofilms of metal nanoparticles embedded in a biological matrix may
have important applications in the synthesis of eco-friendly and economically viable cer-
met materials for optically functional thin film coatings [23]. Jorger, Klaus and Granqvist
showed that heat treatment of the Ag nano-bacteria biomass yielded hard coatings of a
cermet that was resistant to mechanical scratching with a knife and whose optical proper-
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ties could be tailored by varying the silver loading factor [23]. The cermet material was
composed primarily of graphitic carbon and up to 5 % by weight (of the dry biomass)
of silver.

In an interesting recent study, Nair and Pradeep have demonstrated that bacteria not
normally exposed to large concentrations of metal ions also may be used to grow nanopar-
ticles [24]. These authors showed that Lactobacillus strains present in buttermilk, when ex-
posed to silver and gold ions, resulted in the large-scale production of nanoparticles within
the bacterial cells [24]. The exposure of lactic acid bacteria present in the whey of butter-
milk to mixtures of gold and silver ions could also be used to grow nanoparticles of alloys
of gold and silver [24]. The UV-visible spectra of the bacterial colloids after exposure to
pure silver and gold ions as well as a mixture of the two ions, are shown in Figure 9.2.
The surface plasmon vibrations from the silver and gold bacterial colloids occur at 439
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Figure 9.1 Silver-based crystals with different morphology, size and
chemical composition produced by P. stutzeri AG259. Triangular, hexa-
gonal and spheroid Ag-containing particles are accumulated at different
cellular binding sites in the periplasmic space of the bacterial cell.
(Reprinted with permission from Ref. [23]; � 2000 Wiley-VCH).

Figure 9.2 (A) Comparison of the UV/visible absorption
spectra of bacterial colloids of pure Au and Ag with an alloy
colloid of starting composition Au0.75Ag. The peak maxima are
547, 439, and 537 nm for Au, Ag and Au0.75Ag, respectively.
Note that there is no peak due to Ag colloid in the alloy. The
spectra have been moved vertically as there is a shift in
baseline from sample to sample. (B) TEM of a bacterium with
alloy crystallites. [111] Zone axis was seen in the electron
diffraction; smaller crystallites were also seen outside the
bacterium. (Reprinted with permission from Ref. [24]; � 2002
American Chemical Society).



and 547 nm respectively, while for the mixed alloy case it is centered at 537 nm. In the
case of bacteria exposed to a mixture of the metal ions, the fact that the plasmon vibration
wavelength is within the range defined by pure silver and gold nanoparticles, together
with the absence of a distinct vibration corresponding to pure silver, was argued by
Nair and Pradeep to indicate the formation of an alloy of the composition Au0.75Ag,
and not a core-shell structure [24]. By using a series of time-dependent UV-visible spectro-
scopy and TEM measurements, Nair and Pradeep concluded that the nucleation of the
silver and gold nanoparticles occurs outside the bacterium (presumably on the cell surface
through sugars and enzymes in the cell wall), following which the metal nuclei are trans-
ported into the cell where they aggregate and grow to larger-sized particles. The presence
of noble metal nanocenters is known to enhance Raman spectroscopic signatures [46],
and this feature was used by the authors to probe the internal chemical environment
in the bacteria [24].

There is much interest in the development of protocols for the synthesis of semiconduc-
tor nanoparticles such as CdS for application as quantum-dot fluorescent biomarkers in
cell labeling [47]. Simple variation of the particle size enables tailoring of the band gap
and, consequently, the color of the quantum dots during UV-light irradiation [47]. Bacteria
have been used with considerable success in the synthesis of CdS nanoparticles [28–30].
Holmes and co-workers have shown that exposure of the bacterium Klebsiella aerogenes to
Cd2+ ions resulted in the intracellular formation of CdS nanoparticles in the size range
20–200 nm [29]. They also showed that the composition of the nanoparticles formed
was a strong function of buffered growth medium for the bacterium. In an interesting
extension of the bacteria-based methodology for the growth of magnetic nanoparticles,
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Figure 9.3 Representative selection of cluster
morphologies for magnetite (Fe3O4) colloids ex-
tracted from cells imaged by transmission electron
micrographs. Note the magnetic flux closure rings
in images (c), (d), and (e). The tendency to form
string-like aggregates can be clearly seen in for ex-

ample, images (b) and (f). (i) Normalized magne-
tization M/MS (MS is the measured saturation
magnetization at high field of dried magnetite par-
ticles extracted from cells) versus the applied
magnetic field H. (Reprinted with permission from
Ref. [4]; � 2002 American Chemical Society).



Roh and co-workers showed that metals such as Co, Cr, and Ni may be substituted into
magnetite crystals biosynthesized in the thermophilic iron-reducing bacterium Thermoa-
naerobacter ethanolicus (TOR-39) [5]. This procedure led to the formation of octahedral-
shaped magnetite nanoparticles in large quantities that co-existed with a poorly crystalline
magnetite phase near the surface of the cells. A more fundamental investigation into the
assembly of single-domain magnetite particles harvested from the bacterium Magnetospir-
illum magnetotacticum into folded-chain and flux-closure ring morphologies was carried
out by Philipse and Maas [4]. The TEM images in Figure 9.3a–h show the magnetite par-
ticles extracted from the bacterial biomass by sonication. The particles are �4.7 nm in dia-
meter and predominantly organized in the form of rings (Figure 9.3c–e) and, more infre-
quently, as linear superstructures. The magnetite crystals are single domains with large
magnetic moments that, when constrained to lie on a two-dimensional surface, are
responsible for the head-to-tail assembly. The circular structures were explained by the
authors to be flux-closure rings of in-plane dipoles. In conventional ferrofluids, the mag-
netic moments of the particles are much smaller than that observed for biogenic magne-
tite and therefore, such linear and ring-like structures have not been observed. Figure 9.3i
shows data obtained from magnetization measurements of dried magnetite particles har-
vested from the bacterial cells. Based on these measurements and the magnitude of the
remnant magnetization/coercive field, it was established that the biogenic magnetite
nanoparticles are not superparamagnetic [4].

It has long been recognized that the exposure of yeasts such as Candida glabrata
and Schizosaccharomyces pombe to Cd2+ ions leads to the intracellular formation of CdS
quantum dots [17, 18]. In this particular case, the biochemical process resulting in the
nanoparticle formation is well understood [17, 18]. Yeast cells exposed to Cd2+ ions
produce metal-chelating peptides (glutathiones),and this is accompanied by an increase
in the intracellular sulfide concentration and the formation of nanocrystalline CdS. The
biogenic CdS quantum dots are capped and stabilized by the peptides, glutathione and
its derivative phytochelatins with the general structure (g-Glu-Cys)nGly [17, 18]. Based
on an extensive screening program, Kowshik and co-workers have identified the yeast,
Torulopsis sp. as being capable of intracellular synthesis of nanoscale PbS crystallites
when exposed to aqueous Pb2+ ions [35]. The PbS nanoparticles were extracted
from the biomass by freeze–thawing, and analyzed using a variety of techniques. A
blue shift in the absorption edge suggested that the particles were indeed in the quantum
size regime. A HRTEM image of the PbS nanoparticles harvested from the Torulopsis sp.
biomass is shown in Figure 9.4, and shows clearly that the particles are quite spherical
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Figure 9.4 (a) An HRTEM image
showing the near-spherical PbS nano-
crystallites; (b) their diffraction pattern.
(Reprinted with permission from Ref.
[35]; � 2002 Wiley-VCH).



in shape and range in size from 4 to 8 nm. The particles are crystalline and exhibit a well-
developed electron diffraction pattern (Figure 9.4b) with evidence for mixed cubic and hex-
agonal phases in the particles. Ultimately, biogenic nanoparticles would have to compete
with chemically synthesized nanoparticles in terms of performance in devices. As a
step in this direction, Kowshik et al. have shown that CdS quantum dots syn-
thesized intracellularly in Schizosaccharomyces pombe yeast cells exhibit ideal diode cha-
racteristics [36]. Biogenic CdS nanoparticles in the size range 1–1.5 nm were used in
the fabrication of a heterojunction with poly(p-phenylenevinylene). Such a diode exhibited
75 mA cm–2 current in the forward bias mode at 10 V, while breakdown occurred at 15 V
in the reverse direction.

The use of fungi in the synthesis of nanoparticles is a relatively recent addition to the
list of microbes discussed above. A detailed screening process involving approximately 200
genera of fungi resulted in two genera which, when challenged with aqueous metal ions
such as AuCl4

– and Ag2+, yielded large quantities of metal nanoparticles either extracellu-
larly (Fusarium oxysporum) [38, 39] or intracellularly (Verticillium sp.) [41, 42]. The inset of
Figure 9.5B shows flasks containing the Verticillium sp. biomass before (flask on top) and
after exposure to 10–4 M HAuCl4 solution for 72 hours [41]. The appearance of a distinc-
tive purple color in the fungal biomass indicates formation of gold nanoparticles and can
clearly be seen in the UV-visible absorption spectrum recorded from the gold-loaded bio-
mass as a resonance at �540 nm (Figure 9.5A, curve 2). This resonance is clearly missing
in the biomass before exposure to gold ions (Figure 9.5A, curve 1) and in the filtrate
(dotted line, Figure 9.5A) after reaction of Verticillium with the gold ions. The gold ions
are thus reduced intracellularly, further evidence of which is provided by TEM analysis
of thin sections of the cells after formation of gold nanoparticles (Figure 9.5C and D).
In the low-magnification TEM image (Figure 9.5C), a number of nearly spherical gold na-
noparticles are seen very close to the surface of the cells. At higher magnification (Figure
9.5D), the nanoparticles ranging in size from 5 nm to 200 nm with an average size of
20 
 8 nm are clearly seen populating both the cell wall and cytoplasmic membrane of the
fungus. Furthermore, the gold nanoparticles are crystalline, as can be seen from the
powder X-ray diffraction pattern recorded from the biofilm (Figure 9.5B). The Bragg re-
flections are characteristic of face-centered cubic (fcc) gold structure. The reduction of
the gold ions is expected to be due to reaction with enzymes present in the cell walls
of the mycelia [41]. Exposure of Verticillium sp. to silver ions resulted in a similar intracel-
lular growth of silver nanoparticles [42].

From the application point of view, extracellular synthesis of nanoparticles would be
more important. We have observed that exposure of the fungus Fusarium oxysporum to
aqueous gold and silver ions leads to the formation of fairly monodisperse nanoparticles
in solution [38, 39]. Even more exciting was the finding that exposure of Fusarium oxy-
sporum to aqueous CdSO4 solution yielded CdS quantum dots extracellularly [40]. Figure
9.6A shows the CdS nanoparticles formed after reaction of 10–4 M CdSO4 solution with
the Fusarium oxysporum biomass for 12 days. The particles are reasonably monodisperse,
and range in size from 5 to 20 nm. X-ray diffraction analysis of a film of the particles
formed on a Si (111) wafer clearly showed that the particles were nanocrystalline with
Bragg reflections characteristic of hexagonal CdS (Figure 9.6B). Reaction of the fungal bio-
mass with aqueous CdNO3 solution for an extended period of time did not yield CdS
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nanoparticles, indicating the possibility of release of a sulfate reductase enzyme into solu-
tion. The inset of Figure 9.6B shows the polyacrylamide gel electrophoresis (PAGE) results
of the aqueous extract exposed to the fungal biomass for 12 days. The electrophoresis
measurements indicate the presence of at least four protein bands in the extract. Reaction
of the protein extract after dialysis (using a dialysis bag with 3kDa molecular weight cut-
off) with CdSO4 solution did not yield CdS nanoparticles. However, addition of ATP and
NADH to the dialysate restored the CdS formation capability of the protein extract. It is
believed that the same proteins are also responsible for the reduction of gold and silver
ions. The gold, silver, and CdS nanoparticles were stable in solution for many months
due to stabilization by surface-bound proteins [38, 40]. The development of a rational na-
noparticle biosynthesis procedure using specific enzymes secreted by fungi in both the
intra- and extracellular synthesis of nanoparticles has many attractive associated features.
Plant pathogenic fungi produce copious quantities of enzymes, are usually nonpathogenic
to humans, and are easily cultured in the laboratory.
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Figure 9.5 (A) UV/Visible spectra recorded from
biofilms of the Verticillium sp. fungal cells before
(curve 1) and after (curve 2) exposure to 10–4 M
aqueous HAuCl4 solution for 72 hours. The spec-
trum recorded from the HAuCl4 solution after im-
mersion of the fungal cells for 72 hours is shown
for comparison (dashed line). (B) X-ray diffraction
pattern recorded from an Au nano-Verticillium bio-
film formed on a Si (111) wafer. The principal Bragg

reflections are identified. The inset shows pictures
of the Verticillium fungal cells after removal from the
culture medium (flask on top) and after exposure to
10–4 M aqueous solution of HAuCl4 for 72 hours
(flask at bottom). (C, D) TEM images at different
magnifications of thin sections of stained Verticil-
lium cells after reaction with AuCl4

– ions for
72 hours. (Reprinted with permission from
Ref. [41]; � 2001 Wiley-VCH).



9.2
Outlook

A case for the serious investigation of microorganisms such as bacteria, algae, yeasts,
actinomycetes, and fungi as possible inorganic nanofactories has been made. A number of
issues from the nanotechnology and microbiology points of view require to be addressed
before such a biosynthesis procedure can compete with existing physical and chemical
synthesis protocols. The elucidation of biochemical pathways leading to metal ion reduc-
tion or formation of insoluble complexes in the different classes of microbes is essential in
order to develop a rational microbial nanoparticle synthesis procedure. Likewise, an un-
derstanding of the surface chemistry of the biogenic nanoparticles (i. e., the nature of cap-
ping surfactants/peptides/proteins) would be equally important. This would then lead to
the possibility of genetically engineering microbes to overexpress specific reducing mole-
cules and capping agents, thereby controlling not only the size of the nanoparticles but
also their shape. The rational use of constrained environments within cells such as the
periplasmic space and cytoplasmic vesicular compartments (e. g., magnetosomes) to mod-
ulate nanoparticle size and shape is an exciting possibility. The range of chemical compo-
sitions of nanoparticles currently accessible by microbial methods is currently extremely
limited and confined to metals, some metal sulfides and iron oxide. Extension of the pro-
tocols to enable reliable synthesis of nanocrystals of other oxides (TiO2, ZrO2, etc.) and
nitrides, carbides, etc. could make microbial synthesis a commercially viable proposition.

Equally intriguing are questions related to the metal ion reduction/reaction process in
cellular metabolism, and whether the nanoparticles formed as byproducts of the reduction
process have any role to play in cellular activity (e. g., magnetite in magnetotactic bacteria).
Plant organisms (e. g., fungi) are not normally exposed to high concentrations of metal
ions such as Cd2+, AuCl4

– and Ag2+. The fact that, when challenged, they secrete enzymes
that are capable of metal ion reduction – and indeed conversion of sulfates to sulfides –
suggests that evolutionary processes may be at play.
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Figure 9.6 (A) Bright-field TEM image of CdS na-
noparticles formed by reaction of CdSO4 with the
fungal biomass for 12 days. (B) X-ray diffraction
pattern recorded from the CdS nanoparticle film
deposited on a Si (111) wafer. The inset shows the

native gel electrophoresis of aqueous protein
extract obtained from Fusarium oxysporum mycelia;
10 % (w/v) polyacrylamide slab gel, pH 4.3
(Reprinted with permission from Ref. [40];
� 2002 American Chemical Society).
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10
Magnetosomes: Nanoscale Magnetic Iron Minerals in Bacteria

Richard B. Frankel and Dennis A. Bazylinski

10.1
Introduction

10.1.1
Magnetotactic Bacteria

Magnetotaxis is the orientation and navigation along magnetic field lines by motile, aqua-
tic, bacteria [1, 2]. Magnetotactic bacteria are generally found in chemically stratified water
columns or sediments where they occur predominantly in or below the microaerobic
redox transition zone, between the aerobic zone of upper waters or sediments and the
anaerobic regions of the habitat [3]. They are a diverse group of microorganisms with
respect to morphology, physiology, and phylogeny [4, 5]. Commonly observed morphotypes
include coccoid to ovoid cells, rods, vibrios, and spirilla of various dimensions, and multi-
cellular forms. All known magnetotactic bacteria are motile by means of flagella, and pos-
sess a cell-wall structure characteristic of Gram-negative bacteria. The arrangement of
flagella varies between species/strains: cells with polar or bipolar single flagella and others
with bundles of flagella have been observed.

Magnetotactic bacteria are difficult to isolate and grow in pure culture. Most cultured
strains belong to the genus Magnetospirillum (American Type Culture Collection, Washing-
ton, DC). Several other freshwater magnetotactic spirilla in pure culture have not yet been
completely described [6]. Other species of cultured magnetotactic bacteria include a num-
ber of incompletely characterized organisms: the marine vibrios, strains MV-1 and MV-2;
a marine coccus, strain MC-1; and a marine spirillum, strain MV-4 [7]. There is also an
anaerobic, sulfate-reducing, rod-shaped bacterium, Desulfovibrio magneticus, strain RS-1
[8]. These cultured organisms, except strain RS-1, are obligate or facultative microaero-
philes and all are chemoorganoheterotrophic, although the marine strains also grow
chemolithoautotrophically.
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10.1.2
Magnetosomes

All magnetotactic bacteria contain magnetosomes, which are intracellular structures com-
prising magnetic iron mineral crystals enveloped by a membrane vesicle [9–11]. The mag-
netosome membrane (MM) is presumably a structural entity that anchors the crystals at
particular locations in the cell [12], as well as the locus of biological control over the nu-
cleation and growth of the magnetosome crystals. The MM in the genus Magnetospirillum
is a lipid bilayer consisting of neutral lipids, free fatty acids, glycolipids, sulfolipids, and
phospholipids [10, 11]. It is often located adjacent to the cytoplasmic membrane, although
there is no clear microscopic evidence for direct connections between the two. Empty and
partially-filled vesicles have been reported in iron-starved cells, suggesting that magneto-
some vesicles are formed prior to the deposition of the mineral crystals [10].

The magnetosome magnetic mineral phase consists of magnetite, Fe3O4, or greigite,
Fe3S4. Each magnetotactic species or strain exclusively produces either magnetite or grei-
gite magnetosomes, except for one marine organism that produces magnetosomes of both
kinds [3]. The magnetosome crystals are typically of order 35 to 120 nm in length, al-
though crystals with lengths of �200 nm are known [12]. In most magnetotactic bacteria,
the magnetosomes are organized in one or more straight chains of various lengths paral-
lel to the long axis of the cell [13], as shown in Figure 10.1. Dispersed aggregates or clus-
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Figure 10.1 Transmission electron mi-
crograph (TEM) of a cell of Magnetos-
pirillum magnetotacticum showing the
intracellular chain of magnetosomes.
The chain of magnetosomes is ap-
proximately 1100 nm long. Excluding
the smallest crystals at its ends, it
contains 19 magnetite crystals that
have an average diameter and an aver-
age separation of �45 and �9.5 nm,
respectively.

Figure 10.2 Higher magnification TEMs of magnetosome magnetite crystals in (a) M. magnetotacticum,
and (b) cultured strain MV-1. Arrows in (a) indicate crystal twinning and anomalously small crystals.



ters of magnetosomes occur in some magnetotactic bacteria, usually at one side of the cell,
which often corresponds to the site of flagellar insertion [14, 15]. The narrow size range
and consistent morphologies of the magnetosome crystals in each species or strain [16],
and the consistent crystallographic orientation of the magnetosomes in chains [17], as
shown in Figure 10.2, are clear indications that the magnetotactic bacteria exert a high
degree of control over magnetosome formation and arrangement.

10.1.3
Cellular Magnetic Dipole and Magnetotaxis

The size-range and linear arrangement of magnetosomes within a magnetotactic bacter-
ium are highly significant for the magnetic properties of the cell [18]. The magnetosome
crystals are within the permanent single-magnetic-domain (SD) size-range for both mag-
netite and greigite, and are thus uniformly magnetized with the maximum magnetic di-
pole moment per unit volume [18, 19]. Magnetic crystals larger than SD size are nonuni-
formly magnetized because of formation of magnetic domains or vortex configurations;
this has the effect of significantly reducing their magnetic dipole moments. On the
other hand, very small SD particles are superparamagnetic (SPM). Although SPM parti-
cles are uniformly magnetized, their magnetic dipole moments are not constant because
of spontaneous, thermally induced, reversals which produce a time-averaged moment of
zero. Therefore, magnetotactic bacteria produce magnetosomes with the optimum particle
size for the maximum, permanent, magnetic dipole moment per magnetosome.

The arrangement of the SD magnetosomes in chains maximizes the dipole moment of
the cell because magnetic interactions between the magnetosomes in a chain cause each
magnetosome moment to orient spontaneously and in parallel with others along the chain
axis, minimizing the magnetostatic energy. Thus the total dipole moment of the chain, M,
is the algebraic sum of the moments of the individual magnetosomes in the chain [18].
However, this is true only because the magnetosomes are physically constrained by the
magnetosome membranes in the chain configuration. If free to float in the cytoplasm,
magnetosomes would likely clump, resulting in a much smaller net dipole moment
than in the chain. For organisms such as Magnetospirillum magnetotacticum, the remanent
moment is the maximum possible moment of the chain [20].

Magnetotaxis results from the passive orientation of a swimming magnetotactic bacter-
ium along the local magnetic field by the torque exerted by the field B (e. g., the geomag-
netic field) on the cellular dipole moment M [18]. A chain of 10–20 magnetosomes, each
of dimension 50 nm, would be sufficient for the orientation of a magnetotactic bacterium
in the geomagnetic field at ambient temperature. Since the chain of particles is fixed
within the cell [21], the entire cell is oriented by the torque exerted on the magnetic dipole
by the magnetic field. If the magnetic field is decreased, the time-averaged orientation of
the cell along the field is decreased and the migration rate of the cell along the magnetic
field direction is decreased, even though the forward-swimming speed of the cell is un-
changed. Thus, magnetotactic bacteria essentially behave like self-propelled magnetic
dipoles.

The potential energy (E) of the cellular magnetic dipole moment in the magnetic field is
given by:
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EU = – MB cosU (1)

where U is the angle between M and B. Thermal energy at ambient temperatures will tend
to cause misalignment of the swimming bacterium. In thermal equilibrium at tempera-
ture T, the probability of the moment having energy EU is proportional to the Boltzmann
factor exp(–EU /kT), where k is Boltzmann’s constant. The thermally averaged projection
of the dipole moment on the magnetic field �cosU	 can be determined from the Lange-
vin theory of paramagnetism and is given by the Langevin function L(a) [18]:

�cosU	 = L(a) = coth(a) – 1/a (2)

where a = MB/kT. L(a) = 0 for a = 0 and asymptotically approaches 1 as a approaches .
In particular, L = 0.9 when a = 10.

Experimental determination of the average dipole moment per cell of M. magnetotac-
ticum by electron holography gave a value of 5 � 10–16 Am2 [20]. In the geomagnetic
field of ca. 50 mT at room temperature, L(a) is greater than 0.8, meaning that the migration
rate of cells along the local direction of the geomagnetic field would be 80 % of their for-
ward-swimming speed. If the number of magnetosomes, and hence M, is low, then the
alignment of the cell and its migration along the field lines is inefficient. On the other
hand, increasing the number of magnetosomes beyond a certain value will not signifi-
cantly improve the alignment of the cell in the field because of the asymptotic approach
of L(a) to 1 for large a. Magnetotactic bacteria control the biomineralization process to
produce a sufficient number of magnetosomes of optimal size for efficient magnetic
navigation in the geomagnetic field.

10.1.4
Magneto-Aerotaxis

Like most other free-swimming bacteria, magnetotactic bacteria propel themselves
through the water by rotating their helical flagella [22]. Because of their magnetosomes,
magnetotactic bacteria are passively oriented and actively migrate along the local magnetic
field B, which in natural environments is the geomagnetic field. When distinct morpho-
types of magnetotactic bacteria, isolated and grown in pure culture, were studied in oxy-
gen concentration gradients using thin, flattened capillaries (Vitrocom, Inc.), it became
clear that magnetotaxis and aerotaxis work together in these bacteria [22]. The behavior
observed in these strains has been referred to as “magneto-aerotaxis”, and two different
magneto-aerotactic mechanisms – termed polar and axial – are found in different bacterial
species. For both polar and axial magnetotactic bacteria, the cellular magnetic dipole re-
mains oriented along the local magnetic field, but the direction of migration along the
magnetic field lines is determined by the sense of flagellar rotation, which in turn is con-
trolled by aerotactic receptors. Thus, a magnetotactic bacterium is essentially a self-pro-
pelled magnetic dipole with an oxygen sensor. Magnetotaxis effectively turns a three-
dimensional search problem to find the optimal oxygen concentration into a one-dimen-
sional search problem by using the magnetic field.
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10.1.5
Magnetite Crystals in Magnetosomes

High-resolution transmission electron microscopy, selected-area electron-diffraction stud-
ies and electron holography have revealed that the magnetite crystals within magnetotactic
bacteria are of relatively high structural perfection [16] and have been used to determine
their idealized morphologies [17, 23]. The morphologies are all derived from combinations
of {111}, {110}, and {100} forms (a form refers to the equivalent symmetry related lattice
planes of the crystal structure) with some distortions [16]. These include cuboctahedral
([100] + [111]), and elongated, nonequidimensional prismatic (Figure 10.3). The cubocta-
hedral crystal morphology preserves the symmetry of the face-centered cubic spinel struc-
ture – that is, all symmetry-related crystal faces are equally developed. In the elongated
and prismatic morphologies, some symmetry-related faces are unequally developed.
This implies anisotropic growth conditions, for example, an anisotropic ion flux into
the magnetosome membrane. It is thought that magnetite forms from a precursor, an
amorphous iron oxide phase [17].
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Figure 10.3 Morphologies of Fd3m magnetite and greigite crystals comprising the low index forms {100},
{111}, and {110}. Anisotropic growth causes symmetry breaking in all but the cuboctahedron (lower left).



10.1.6
Greigite Crystals in Magnetosomes

Whereas virtually all freshwater, magnetotactic bacteria have been found to synthesize
magnetite magnetosomes, many marine, estuarine, and salt-marsh species produce
iron sulfide magnetosomes consisting primarily of the magnetic iron sulfide, greigite
(Fe3S4) [24–26]. While none of these organisms is currently available in pure culture, re-
cognized greigite-producing magnetotactic bacteria include a multicellular, magnetotactic
prokaryote [27] and a variety of relatively large, rod-shaped bacteria. The greigite crystals in
their magnetosomes are thought to form from nonmagnetic precursors including mack-
inawite (tetragonal FeS) and possibly a sphalerite-type cubic FeS [26]. Like magnetite crys-
tals in magnetosomes, the morphologies of the greigite crystals also appear to be species-
and/or strain-specific [28]. As noted above, there is one reported instance of a marine bac-
terium that contains magnetite and greigite magnetosomes co-organized within the same
magnetosome chain [3].

10.1.7
Biochemistry and Gene Expression in Magnetosome Formation

Knowledge of the biochemical and genetic controls on magnetite production is essential
to understanding how the magnetotactic bacteria produce magnetosomes and organize
them in chains. Although progress has been made by several laboratories, and the gen-
omes of two magnetotactic bacteria (M. magnetotacticum and strain MC-1) [29] have
been sequenced, the overall process is not well understood and is a focal point for future
work.

Magnetosome mineral formation must begin with transport of Fe into the cell and
deposition within the MM vesicles to form a saturated Fe solution [17, 30, 31] (Figure 10.4).
Manipulation of the redox conditions within the MM vesicles so that [Fe(III)]/[Fe(II)]
was �2, corresponding to a redox potential of about –100 mV at elevated pH, would
make magnetite the most stable Fe-oxide phase [32]. The MM could also provide sites
for nucleation and growth of the magnetite crystals. Interactions of the MM with the
faces of the growing crystal could affect crystal morphology [17].

Schüler and Baeuerlein [33] found that initially Fe-starved cells became magnetic
(i. e., formed magnetosomes) within �10 minutes after incubation in 10 mM Fe(III). Since
Fe can amount to ca. 2–3 % of the dry weight of a magnetotactic bacterium [33, 34], an
efficient Fe uptake system is required. An important question in the magnetite synthesis
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Figure 10.4 Model for magnetosome
mineral formation in the magnetosome
membrane vesicles in magnetotactic
bacteria. CM, cytoplasmic membrane;
MM, magnetosome membrane; OM,
outer membrane. (Adapted from a
figure kindly provided by D. Schüler.)



process concerns whether Fe(III) or Fe(II) is transported into magnetosome membrane
vesicles. Cells of Magnetospirillum gryphiswaldense mainly take up Fe(III) via a high-affinity
system [33]. Research has shown that magnetotactic bacterial cells have Fe(III) reductase
activity [35], and a Fe(III) reductase has been isolated from M. magnetotacticum. [36].
Although this protein appears to be mainly cytoplasmic, it may be bound on the inner
side of the cytoplasmic membrane and could participate in the reduction of Fe(III) as it
enters the cell [36].

Since the MM is thought to be of paramount importance in magnetosome mineral for-
mation, researchers have focused on the role MM proteins – that is, proteins which occur
in the magnetosome membrane but not in the soluble (periplasmic and cytoplasmic) frac-
tion, nor the cytoplasmic or outer membranes, in magnetosome synthesis [7, 31, 36, 37].
Two different approaches have been used: (i) N-terminal amino acid sequencing of the
MM proteins, followed by “reverse genetics” to obtain the gene sequences for these pro-
teins; and (ii) performing biochemical protein comparison of mutants that do not produce
magnetosomes with wild-type strains, then again using “reverse genetics” to determine
gene sequences.

The mam (mam: magnetosome membrane) genes [11] appear to be conserved in a large
gene cluster within several magnetotactic bacteria (Magnetospirillum species and strain
MC-1) and may be involved in magnetite biomineralization. Grünberg et al. [11] cloned
and sequenced some of the mam genes in M. gryphiswaldense that were assigned to two
different genomic regions. The proteins resulting from these gene sequences exhibited
the following homologies: MamA to tetratricopeptide repeat proteins; MamB to cation dif-
fusion facilitators; and MamE to HtrA-like serine proteases. The gene sequences of MamC
and MamD showed no homology to existing proteins. A gene cluster containing MamA
and MamB was also found in M. magnetotacticum and strain MC-1 which also contained
genes that showed no homology with known genes or proteins in established databases
[11]. Definitive functions have not yet been ascribed to these proteins.

The MagA gene found in M. magneticum strain AMB-1 [38] encodes a protein that is a
proton-gradient-driving H/Fe(II) antiporter. The proton-driving pump is situated on the
cytoplasmic membrane. MagA has been expressed in Escherichia coli, and membrane ve-
sicles prepared from these cells that contained the magA gene product took up Fe, though
only when ATP was supplied [38], indicating that Fe uptake was energy-dependent. It was
also shown, using a magA-luc fusion protein, that magA is a membrane protein localized
in the cell membrane and possibly the magnetosome membrane [39].

Three other genes that encode MM specific proteins, mms6, mms16, and mpsA, have
been obtained from Magnetospirillum strain AMB-1 [40, 41]. These genes were also
found in the genome of M. magnetotacticum. MpsA exhibits homology to an acyl-CoA
transferase, while Mms16 shows GTPase activity and is possibly involved in MM vesicle
formation by invagination and budding from the cytoplasmic membrane [42]. Mms6, the
most abundant of the three, is apparently bound to magnetite and may function in
regulation of crystal growth [42].
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10.1.8
Applications of Magnetosomes

Magnetosomes have been exploited in a number of applications [30, 44, 46]. Commercial
applications include the immobilization of enzymes for use in biosensors, the formation
of magnetic antibodies in various fluoroimmunoassays and the quantification of IgG, the
detection and separation of various cell types, and the transfer of genes into cells. Magne-
tosomes also show promise as MRI contrast enhancement agents. Whole magnetotactic
bacteria have been used for cell separations, as oxygen biosensors, and in studies of mag-
netic domains in meteorites and terrestrial rocks.

10.2
Research Methods

Research on magnetosomes in magnetotactic bacteria primarily involves conventional,
well-known, microbiological and molecular biological methods. Details on culturing mag-
netotactic bacteria, extracting magnetosomes and analyzing MM proteins and genes are
given in a number of references (e. g., [6, 10, 11, 43–45]).

10.3
Conclusion and Future Research Directions

Magnetotactic bacteria have solved the problem of constructing an internal, permanent,
magnetic dipole that is sufficiently robust so that a cell will be aligned along the geomag-
netic field as it swims, yet be no longer than the length of the cell (ca. 1–2 mm). The solu-
tion involves a hierarchical structure – the magnetosome chain – and a mineralization
process in which the mineral type, grain size and placement in the cell are all controlled
by the cell. Primary control is presumably exerted by the magnetosome membrane
through MM proteins. The roles of the MM proteins and the details of the magnetosome
mineralization process are the most important issues to be elucidated.

Directions for future research include the development of genetic systems in order to
move genes in and out of magnetotactic bacteria, and to prepare knock-out mutants of
strains in order to determine the functions of the MM proteins in magnetosome miner-
alization. It would be useful to develop convenient assays for the MM proteins. It would
also be useful to develop methods for determining the mineral intermediates of magnetite
and greigite mineralization and quantifying them over time. Finally, there are a number of
bacteria with magnetite magnetosomes, but no bacteria with greigite magnetosomes,
available in pure culture. Methods need to be devised for culturing the latter, in order
to compare the biomineralization processes for greigite and magnetite.
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11
Bacteriorhodopsin and its Potential in Technical Applications

Norbert Hampp and Dieter Oesterhelt

11.1
Introduction

In biotechnology, the production of biological macromolecules for technical processes is
state-of-the-art. The biosynthetic capabilities of cells go far beyond those of organic chem-
istry. Materials such as functional biomolecules, enzymes, antibodies, and hormones are
indispensable in the food industry, cleaning, medical diagnosis, pharmacy, and therapy,
and consequently many companies supplying systems such as DNA chips and readers,
and high-throughput screening platforms were established to meet demands. The bio-
technology industry is booming – indeed, it is very likely to become the most important
high-tech industry within the next few decades.

Why is “bio” the coming technology? The advantages and the need for enduring min-
iaturizations are an increasing challenge as long as conventional lithographic methods are
employed. The utilization of self-organization principles and bioengineering of functional
biological structures seems to be a promising alternative approach. Re-engineering of
biomolecules in order to realize technically desirable functions has become possible.

However, there remains another problem – namely, the communication between clas-
sical microsystems (in particular electronic systems) and the nanoscaled biomolecules.
This interface remains the major challenge in the realization of “cross-technology” prod-
ucts.

Last – but not least – there is the problem of stability, as biomaterials are less stable than
organic and semiconductor structures. This is of course a problem today, but in future
technologies, where repair mechanisms like those in living organisms may be implemen-
ted, this obstacle may be overcome. Today, we have the need to seek methods for stabiliz-
ing the structures of biomaterials before they can be considered for technical applications.

Bacteriorhodopsin has been studied over the past two decades as a material for technical
applications. Its stability is adequate, it has several technically interesting functions, tools
for both its modification and production in technical quantities have been developed, and
it offers various interface principles, whether optical, electrical, or chemical.

In the following sections, the activities for technical applications of bacteriorhodopsin
will be reviewed and future developments will be discussed.
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11.2
Overview : The Molecular Properties of Bacteriorhodopsin

In the first section of this chapter, the organisms in which bacteriorhodopsin is found are
described, after which the processes used to modify this protein and to produce it in large
quantities will be outlined. Finally, the current technical applications of bacteriorhodopsin
will be summarized.

11.2.1
Haloarchaea and their Retinal Proteins

Archaea form, together with Bacteria and Eucarya, the three domains in life. Archaea are
unicellular organisms thriving in a variety of habitats. Most of the archaea so far isolated
and cultivated prefer extreme environments, although recent investigations have revealed
archaea to be a standard component in biomasses of terrestrial and marine environments
[1, 2]. Archaea are split into the crenarchaeotal and the euryarchaeotal branches. Members
of the crenarchaeotal family comprise the full temperature range of life, from habitats at
–1.8 �C in the Antarctic to hyperthermal springs where Pyrolobus fumarii holds the world
record in optimal temperatures for growth at 113 �C [3]. Typical of the euryarchaeota are
the methanogenic archaea. These occur ubiquitously in locations where organic matter is
decomposed under strictly anaerobic conditions, such as in aquatic sediments, in
marshes, or in the rumen of herbivores, and they contribute heavily to biogenic methane
production. A second branch of the euroarchaeota comprises extreme halophilic organ-
isms, the so-called halobacteria; these are ubiquitous on earth wherever salt occurs in
solute concentrations close to saturation (Figure 11.1).

Archaea and their proteins won commercial interest for the unusual physico-chemical
conditions under which they live and reproduce. The best example is bioleaching (biohy-
drometallurgy) of ore rubble, which was first carried out during the 1950s for copper and
is now used to produce a variety of metals [4]. Heat-stable enzymes are valuable molecular
biological tools; examples include heat-stable catalysts for the polymerase chain reaction,
or use in washing powders. Further applications of archaeal proteins which are halophilic
or especially resistant to extreme pH values might become apparent in the near future. A
high potential for applications in nanotechnology lies in the fabrication of devices on the
basis of archaeal surface-layer proteins [5]. These readily form two-dimensional crystals,
and actually occur on the cell surface as natural crystals with pores of precisely defined
size.

To date, six genera of halophilic archaea have been identified [6], and retinal proteins
occur ubiquitously among these. In two genera, the extreme halophilicity is connected
to a second extreme condition of life, alkalophilism, and these archaea are found in
large masses in salty natron lakes. Halophilic archaea in general grow on organic sub-
strates and have optimized their bioenergetics during evolution. With a sufficient supply
of organic nutrients and oxygen, they respire in standard fashion. However, it must be
noted that oxygen solubility in saturated salt solution is about five times lower than in
water. Under the anaerobic conditions that commonly occur in their habitats, these organ-
isms have acquired three alternative means for energy conversion : either they use nitrate,
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dimethylsulfoxide or trimethylaminoxide as end electron acceptors [7, 8] or they ferment
arginine to carbamoyl phosphate for the production of ATP [9–11]. The third choice is a
very powerful system, and the second route to photosynthesis in nature. This system does
not use chlorophyll-based reaction centers (as do bacteria and plants) but rather relies on
retinal as a photon absorber and retinal-containing proteins as energy transducers [12].
The light-driven proton pump bacteriorhodopsin drives a proton circuit across the cell
membrane, and ATP is produced via photophosphorylation as the chemical energy source
for cell growth. The process is supported by the chloride pump halorhodopsin, which con-
verts light energy via chloride transport into electrochemical energy used for the mainte-
nance of osmotic balance.

Halobacteria in nature grow very slowly, due to the limited supply of organic nutrients
in hypersaline lakes. (The reader is referred to Refs. [7, 8] for a detailed description of their
ecophysiology and the natural cycle of their “blooms” in salt lakes.) An example of such
massive growth density is shown in Figure 11.1; an indication of heavy growth is the pres-
ence of an intense reddish to purple color. These blooms may occur only once each year
(or even less frequently), but under optimization of nutrient supply in the laboratory gen-
eration times are usually in the order of hours. For biotechnological use, these two facts
have to be considered : (i) a salt concentration of 25 % is required to prepare peptone
media, and this may be detrimental even to stainless steel fermentors; and (ii) peptone
media are usually expensive to produce. These two obstacles are respectively overcome
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Figure 11.1 Halobacterium salinarum is found in
nature in concentrated salt solutions as they occur
in salines. A purple color is caused by bacterior-
hodopsin, and this is the key protein of the photo-

synthetic capabilities of H. salinarum. The proton
pathway with the amino acids involved and the
lysine-bound retinylidene residue are shown in the
structural model of bacteriorhodopsin (foreground).



by using salt-resistant fermenting units and low-priced yeast extracts to replace the pep-
tone. Another point to consider is the genetic stability of strains. Here, extensive progress
has been made in the availability of stable standard strains used in biotechnology. In
particular, strains which produce bacteriorhodopsin can be maintained stably by the
use of phototrophic selection procedures [13].

Halophilic archaea, among them the genus Halobacteria, are unique in the sense that
they are the only group of archaea that contains retinal proteins. While originally thought
to occur only in higher animals capable of vision, retinal proteins recently have also been
found in unicellular plant organisms [14], in fungi [15], in bacteria [16] and, most diverse
in function, in halophilic archaea [12]. While all other groups seem to harbor either one of
the two principal functions of retinal proteins – that is, a sensory function (eucaryotes) or
a presumed energy-converting function (bacteria) – only halophilic archaea have devel-
oped a set of four retinal proteins, two of which serve a sensory function, while two con-
vert light energy to chemical energy.

Retinal, or vitamin-A aldehyde, originates from b-carotene by oxidative cleavage in the
center of the molecule. The aldehyde in the free state is a chemically labile molecule with
five conjugated double bonds. It is oxygen-sensitive and shows light-induced isomeriza-
tion around all double bonds. Light and oxygen together (photooxidation) destroy the
free retinal easily. All known proteins containing retinal protect the molecule against
photooxidation and select specific photoisomerization reactions, e. g., from 11-cis retinal
to all-trans retinal in visual pigments and all-trans retinal to 13-cis retinal in the haloarch-
aeal proteins. All retinal proteins known are intrinsic membrane proteins and possess a
transmembrane helical topography. Retinal always binds to the e-amino group of a lysine
residue of the seventh transmembrane helix, and a protonated Schiff base results; this be-
comes embedded in a cage of amino acids, which in turn drastically modifies the spectro-
scopic, chemical, and photochemical properties. For example visual pigments cover the
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Figure 11.2 Bioenergetics of Halobacterium salinarum. Bacteriorhodopsin acts as a light-driven, outward-
directed proton pump. The generated proton gradient over the cell membrane drives a membrane-bound
ATPase. These two proteins together form the simplest photosynthetic system known.



color range of the entire visible spectrum, and bacteriorhodopsin is chemically more
stable than most proteins. Moreover, its light fastness is greater than that of organic
dye molecules. Four molecular structures of retinal proteins are presently known : the
visual pigment rhodopsin [17]; bacteriorhodopsin [e. g., 18], halorhodopsin [19]; and
sensory rhodopsin II [e. g., 20].

Halobacterium salinarum, for example, makes extensive physiological use of retinal pro-
teins (Figure 11.2, see p. 149). Bacteriorhodopsin drives the above-mentioned photosyn-
thetic process for the production of ATP in light, and is also coupled to a high-capacity
energy storage system in the form of a molar potassium gradient [21]. In order to main-
tain osmotic balance during growth – when a volume increase occurs under conditions of
isoosmolar conditions, both inside and outside the cell – halorhodopsin is used as a light-
driven anion pump [22]. This transports chloride ions into the cells, against the existing
electrochemical potential, and allows a net salt accumulation to occur during the volume
increase. This is a second way of avoiding the extensive use of respiratory energy at the
expense of organic nutrients, by using light energy instead. Finally, two other retinal pro-
teins occur in the cell which monitor the intensity and wavelength of the environmental
illumination. These two photoreceptors – sensory rhodopsin I and II – receive orange
light as an attractive stimulant, and blue light and near UV-light as repulsive stimulants
(for a review, see Ref. [23]). Both photoreceptors signal to a two-component system of the
cell, thereby regulating the frequency of the flagellar motor’s changes in rotational sense
for directing halobacterial cells into an environment of optimal conditions. These photo-
receptors are only two among a total of 18 receptors, all of which convert chemical and
physical signals of the environment to direct the cell into areas of optimal growth.

The structures of all four halobacterial retinal proteins are very similar, and the molec-
ular structures of two – bacteriorhodospin and halorhodopsin – have been elucidated to
the atomic level. Moreover, based on details of the sequence alignment of the two ion
pumps and the two sensors, together with the details of some two dozen other structures
of archaeal retinal proteins, a tree has been created for this unique family of proteins [24].
Of particular interest in biophysical and biochemical terms is that the functions of the
proton pump, the chloride pump, and the sensors are largely inter-convertible, either
by varying the physical conditions under which the molecules operate, or by introducing
minor genetic modifications. As an example, a point mutation in bacteriorhodopsin will
convert this proton pump into a chloride pump [25, 26].

11.2.2
Structure and Function of Bacteriorhodopsin

Bacteriorhodopsin is by far the best-studied archaeal retinal protein. It is naturally over-
produced in the cells under conditions of illumination and limited aeration of a growing
cell culture, but constitutive overproducers have been isolated. These cell lines produce up
to 300 000 copies per cell, covering about 80 % of the cell surface as patches of two-dimen-
sional natural crystals of bacteriorhodopsin with specific lipidic molecular species forming
the so-called purple membrane [18]. Being a paradigm of light-driven proton pumps and
seven-transmembrane helical proteins, the intense studies on this molecule over the past
three decades by dozens of laboratories have produced a large body of knowledge on its

150 11 Bacteriorhodopsin and its Potential in Technical Applications



biophysics, biochemistry, and molecular biology. Thus, the biotechnology of this
“myoglobin” of membrane proteins is well founded on detailed knowledge about this
molecule (for a recent review, see Ref. [27]).

Like the other archaeal retinal proteins, bacteriorhodopsin is an intrinsic membrane
protein with the common seven-transmembrane helix topology (see Figure 11.1) and an
approximate molecular weight of 26 kDa. The seven helices are arranged in two arcs :
an inner arc with helices B, C, and D; and an outer arc with helices E, F, G, and A. A
transmembrane pore is formed mainly between helices B, C, F, and G. The retinal is
bound to Lys216 in helix G as a protonated Schiff base, which interrupts the pore and
separates an extracellular (EC) half channel (Figure 11.1, downward oriented) from a
cytoplasmic (CP) half channel (Figure 11.1, upward oriented).

The retinal side chain in the binding pocket is closely packed between four tryptophan
residues, and the positively charged Schiff base interacts electrostatically with the protein
environment. The chromophore is defined as the retinylidene moiety and the side chains
in contact with it. Its color is tuned by electrostatic interactions specifically with the Schiff
base and a complex counterion consisting of several amino acids. Light absorption causes
photoisomerization of the retinal (all-trans to 13-cis and vice versa) and energy storage
which includes ion-affinity shifts (H+ in bacteriorhodopsin and Cl– in halorhodopsin) of
the Schiff base and internal binding sites as well as conformational changes as central ele-
ments of the catalytic cycle. This cycle may formally be represented as a sequence of six
steps which are indispensable for transport : the all-trans to 13-cis photoisomerization and
its thermal reversal (isomerization, I); a reversible change in accessibility (switch, S) of the
Schiff base for ions in the EC and CP channel respectively; and ion transfer (T) reactions
to and from the Schiff base active center (Figure 11.3). Specifically in wild-type bacterior-
hodopsin the order of these elementary steps is photoisomerization, proton transfer from
the Schiff base to the acceptor aspartic acid (D) 85 in the EC channel, change in accessi-
bility of the Schiff base from EC to CP, proton transfer from the donor aspartic acid (D) 96
in the CP channel to the Schiff base and thermal reisomerization, followed by reset of the
Schiff base accessibility from CP to EC. The two proton transfer steps are intimately
linked to cooperative changes in the EC and CP channels where hydrogen networks
exist [28], and proton conduction over the total distance of about 48 Å is very likely
based on a Grotthuss-type mechanism [29]. Structural key players in the EC channel
are, besides D85, the arginine residue 82 and the two glutamic acid residues 194 and
204. They are connected by a water bridge to form a dyad which, by all likelihood, is
the proton-release unit on the EC surface [18]. Other water molecules in the EC channel
also play an important role [30, 31] in addition to amino acid side chains. One water mo-
lecule is located between D85 and the Schiff base, and disappears in the structure of the
key intermediate M [32]. Three more water molecules below D85 are interconnected with
side chains to form an extended hydrogen network as suggested by early experiments [33].

The CP channel from which the Schiff base later in the catalytic cycle receives the pro-
ton back is functionally dominated by the protonated D96. The distance between D96 and
the nitrogen is 15 Å, and the hydrophobic nature of the space between them could provide
an insulating layer against the membrane potential of 280 mV in the ground state. One
water molecule occurs in contact with D96, and one water molecule is located between
D96 and the Schiff base. Again, changes of this part of the molecule are observed in
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the key intermediate M [32]. At the proton entrance of the CP channel, aspartic acid D38
plays a role in the refeeding mechanism of protons [34].

The most dramatic effect of mutations on the structure and function of bacteriorhodop-
sin have the two carboxylates at positions 85 and 96. The removal of the proton acceptor
D85 prevents the deprotonation of the Schiff base and almost completely annihilates the
proton transport function (for a detailed description, see Ref. [35]). The lack of the proton
donor D96 slows the catalytic cycle by a factor of up to several hundred, depending on
temperature, humidity, azide concentration, etc. [36]. The reason is that the lack of the in-
ternal proton donor renders the rate of reprotonation of the Schiff base depending on ex-
ternal pH. Another important feature of the M-intermediate is its capacity to absorb blue
light, and by this to reconvert photochemically into the initial state. Thus, in mutants lack-
ing D96 the life-time of the M-intermediate and therefore the speed of color changes can
be regulated either by physico-chemical parameters such as pH, temperature, and humid-
ity, or alternatively by simultaneous application of two photons of different quality, for
example green and blue photons.
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Figure 11.3 Photocycle of bacterior-
hodopsin. (A) Upon absorption of a
photon, the initial B-state of bacterior-
hodopsin is converted photochemically
to the J-state from where a series of
thermal steps leads back to the initial
state. The proton transport is intimately
coupled to the photocycle, which is
observed as a sequence of intermedi-
ates which are represented by the
common single-letter code with their
absorption maxima given as subscripts.
In the dark, bacteriorhodopsin relaxes
thermally to the D-state which has 13-
cis configuration. The resulting mixture
of B- and D-states is called dark-
adapted bacteriorhodopsin. From the
O-state, a photochemical conversion of
all-trans to 9-cis retinal is possible which
is not thermally reisomerized to the
initial state. (B) The proton transport
and related retinal configurations as
well as accessibility of the nitrogen in
the Schiff-base linkage between retinal
and Lys216 are indicated. This se-
quence represents several of the mo-
lecular changes involved in the proton
transport.



The three most important features, which eventually lead to biotechnological use of
bacteriorhodopsin on the basis of its catalytic cycle are :

1. The color changes, which can be used for any type of information processing and
storage process.

2. The photoelectric events which are due to the changing geometry of the Schiff base
upon photoisomerization and the movement of the proton. Such electric changes
occur from the picosecond to the millisecond time regime.

3. The pH change between the inside and the outside of bacteriorhodopsin-containing
membrane systems as the net result of proton translocation.

So far, the color changes are under most intensive investigation because of the velocity of
light-triggered reactions in bacteriorhodopsin and the possibility of regulating the speed of
the color changes over a very wide range.

11.2.3
Genetic Modification of Bacteriorhodopsin

The molecular biology and genetics of halophilic archaea are developing at a slow, but con-
stant, pace. The development of a transformation system was a major breakthrough, as
this opened the door to site-specific mutagenesis and gene deletion or replacement
[37, 38]. The basic process consists of a protoplast (spheroblast) preparation by incubation
of cells with EDTA to remove magnesium ions. These are necessary for the integrity of the
surface layer formed by the glycoprotein in the cell wall of archaea. Spheroblasts are
incubated with a mixture of vector DNA carrying an antibiotic resistance and polyethy-
leneglycol. After a curing period in complex medium the cells are plated with antibiotic
to select transformed clones [39].

Not many antibiotics have been reported as efficient agents against halophiles, and only
two resistance genes have been cloned and inserted into suitable transformation vectors.
Mevinolin inhibits the b-hydroxymethylglutaryl CoA (HMG) reductase and thus prevents
isoprenoid synthesis of archaea. As lipids of halophilic archaea are diphytanoyl ethers of
substituted glycerol, mevinolin completely blocks growth [40]. Novobiocin prevents DNA
replication by inhibiting Gyrase B. The two selection marker genes used are hmg and gyrB;
these were isolated from Haloferax volcanii and should have highly homologous genes in
most other halophilic archaea [41].

The creation of site-specific retinal protein mutants requires appropriate host strains
and vectors. The very stable strain H. (halobium) salinarum L33 [42] was introduced as
a host for bacteriorhodopsin muteins [39]. It was found as a spontaneous mutation, carries
an insertion element in the bop gene, and does not revert to a wild-type phenotype under
any condition tested. Further strains were selected after either spontaneous or induced
mutation which lack one or more of the retinal proteins, and many more strains with var-
ious phenotypes bearing favorable properties for investigations on the bioenergetics and
signal transduction of halophiles have been reported. These are not covered in this chap-
ter. More recently, systematic deletions of retinal protein genes have been described; one
such example is the strain SNOB (S9 without bop) which is derived from the bacteriorho-
dopsin-overproducing strain S9 and has the bop gene deleted [43]. In consecutive rounds
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of a deletion procedure which uses the same antibiotic for selection repeatedly, all four
retinal protein genes have been deleted to reach the strain NAOMI (now all opsins miss-
ing; M. Otsuka and D. Oesterhelt, unpublished results). This strain has the advantage that
complementation with opsin genes allows the combination of their physiological function
at will.

Vectors have been introduced first on the basis of a replicative element and a mevinolin-
resistant determinant from a halophilic cell, together with a replicon and an ampicillin
resistance from E. coli to serve as shuttle vectors [44]. In many laboratories, a plethora
of vectors was subsequently designed with a size smaller than 10 kb, and without halobac-
terial origin of replication (suicide vectors) to enforce homologous recombination and
therefore stable integration into the halobacterial genome.

For interruption of a functional bop gene, the resistance gene used for selection is
usually inserted into the coding sequence and remains stably associated with it perma-
nently. Site-specific mutated genes can be favorably introduced into wild-type (S9) or mu-
tated (L33) background in the following way. The resistance gene is placed next to the mu-
tant bop gene on the suicide vector DNA. After transformation, antibiotic-resistant clones
are selected which must result from a single crossover genetic event leading to the inte-
gration of vector DNA into the chromosome. These clones are allowed to grow without
selection pressure, and are then replica plated with and without antibiotic. Among several
genetic results is one which removes the vector DNA with the resistance gene and the ori-
ginal version of bop gene and leaves the mutated bop gene in the correct place stably in-
tegrated. These clones are found at various frequencies (usually one among several hun-
dred) as the phenotype which does not grow on the antibiotic-containing plate but on its
antibiotic-free counterpart. Besides genetic stability, the procedure provides the additional
advantage of repeated use of the same antibiotic in further rounds of genetic alterations.

Mutations of bacteriorhodopsin have been produced by the hundred and, once publish-
ed, are available from the various laboratories. While the genetic background into which
the mutated bop genes are introduced is often different, the mutagenesis procedure pre-
sently is usually the overlapping PCR method which replaced the preceding approach of
gapped duplex DNA and is easily and quickly applied.

Recently, a b-galactosidase gene as a reporter gene has been shown to act as an indicator
gene for promoter strength and for blue-white selection procedures [45, 46, 75].

In conclusion, the production of bacteriorhodopsin muteins has become a routine
method, but the maintenance of stable strains overproducing these muteins requires
much care. In addition, the maximal level of mutein production can be very different,
is unpredictable, and whether a given mutein will produce the crystalline arrangement
of the purple membrane is also in doubt.

11.2.4
Biotechnological Production of Bacteriorhodopsins

The biotechnology of bacteriorhodopsin is based on simplicity of its isolation and chem-
ical and photochemical stability when in the form of purple membranes. As mentioned,
bacteriorhodopsin forms 2D crystals in vivo, and these can be isolated as purple mem-
branes. The isolation is facilitated by two facts : (i) halobacterial cells are unstable in
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water and cell constituents are released upon lysis; (ii) the cell membrane is fragmented,
and for unknown reasons the crystalline patches of the purple membrane are set free as
fragments of largest size and highest buoyant density. These two specific features are used
in the isolation procedure, either in a combination of sedimentation and isopycnic gradi-
ent centrifugation leading to a product of highest purity, or by a filtration procedure. The
purification step yields a product which is 95–100 % pure depending on the conditions
and the mutein under consideration. Although these methods have not yet been exposed
to economic competition, it is expected that the biotechnological production of purple
membranes might in the future represent a competitive biomaterial in information tech-
nology. Certain limits of this material should be mentioned, however. As a membrane pro-
tein, bacteriorhodopsin cannot be produced via inclusion bodies as although the refolding
and reconstitution of the active chromoprotein into membranes is possible in principle, it
is certainly not feasible on an economic basis. Halobacterial cells do not form invagina-
tions of their cell membrane like phototrophic bacteria (e. g., Rhodopseudomonas), which
concentrate their reaction centers for photosynthesis in units called chromatophores.
Although the purple membrane may occupy about 80 % of the cell membrane area, the
amount of purple membranes obtained from cells is comparably low. It is needless to
point out that the secretion of the integral membrane protein bacteriorhodopsin from
cells into the medium has no biochemical basis.

In practical terms, the current production of bacteriorhodopsin is at a level of 25 g m–3

nutrient broth. A 25-g quantity of bacteriorhodopsin would produce 50 L of suspension
with an optical density of 1 (at a layer thickness of 1 cm this would allow the passage
of only 10 % of light; i. e. it is an intense color). The molecular biology or production of
bacteriorhodopsin variants has been established over the years, and at present the genetics
is well known, including the sequence of the entire genome [47]. One problem in the mo-
lecular genetics of the halophilic archaea, especially H. salinarum, is that of insertion
elements, as this sometimes causes instability of strains. However, with increasing knowl-
edge on transformation procedures, vector construction and the creation of new antibio-
tics for the cells, these problems may be removed, at least for industrial purposes. It
should be mentioned again, however, that cells producing bacteriorhodopsin variants do
not always overproduce bacteriorhodopsin as do wild-type cells.

11.3
Overview: Technical Applications of Bacteriorhodopsin

The remarkable physico-chemical properties of bacteriorhodopsin and its numerous tech-
nically attractive molecular functions have led to many potential technical uses for this
material [48–50]. In most of these applications, bacteriorhodopsin is used in the purple
membrane (PM) form because its deliberation from the crystalline package reduces
both the chemical and thermodynamic stability of bacteriorhodopsin to a significant
degree.

Bacteriorhodopsin comprises three basic molecular functions which may be used in
technical applications : photoelectric, photochromic, and proton transport properties.
The molecular mechanisms responsible for each of these properties have been already
discussed, and here we will focus briefly on the related applications.
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11.3.1
Photoelectric Applications

The use of bacteriorhodopsin as a molecular level photoelectric conversion element is one
of the fields where technical applications of the material have been examined. Upon
illumination, a photovoltage up to 250 mV per single bacteriorhodopsin layer is gen-
erated, and this may be used either as an indicator or control element for various appli-
cations.

Triggered by the absorption of a photon, the bacteriorhodopsin molecule undergoes a
series of very rapid molecular changes, one of which is the generation of a photovoltage
caused by changes in the orientation of molecular dipole moments that are triggered by
the isomerization of the retinal on the femtosecond scale (Figure 11.4A). The proton re-
leased through the outer proton half channel may be either transferred to the outer me-
dium or conducted along the surface of the PM [51]. The proton conductivity along the
PM in H. salinarum cells supports delocalization of protons on the surface and proton
conduction to the membrane-bound ATPase molecules. In most of the photoelectric appli-
cations of PM, the water content of the films is reduced, and this in turn causes proton
conduction along the membrane surface. A single PM sheet contains several thousands of
unidirectionally oriented BR molecules. Upon illumination, a number of bacteriorhodop-
sin molecules proportional to the intensity of light will be excited to accomplish a proton
transport process. As all of the bacteriorhodopsin molecules in a single PM patch are
oriented in the same direction, the voltage generated over a single membrane is indepen-
dent of the number of active molecules (Figure 11.4B), but the proton current generated is
proportional to the light intensity.

The photovoltage generated can be easily measured by embedding the PM layer be-
tween two transparent electrodes. The light-triggered photovoltage induces a compensat-
ing polarization voltage in the outer electrodes, and this in turn may be detected as a high
impedance voltage signal (Figure 11.4C). In a perfectly capacitive coupled system of this
type, an induced photovoltage with the characteristics shown in Figure 11.4C is observed.
A voltage is induced only during the light intensity change. The polarity of the signal is
different for the OFF � ON and the ON � OFF transition. This is called the “differential
responsivity” of PM layers.

There are two major issues to be solved for an attractive use of bacteriorhodopsin in
photoelectric processing. The first is that a high degree of orientation of the PMs is obtain-
ed because counter-oriented PMs cancel out each others’ photoelectric effects. The second
is that a coupling of the light-dependent proton-motive force of bacteriorhodopsin to the
electromotive forces used in conventional electronics needs to be achieved.

11.3.1.1 Preparation of Oriented PM Layers
The photoelectric signal of PM is high enough so that a single layer only of PM is needed
for applications where the PM acts as a photoelectric indicator molecule. The Langmuir–
Blodgett technique is often used for the preparation of such devices. The main problem is
to obtain a high degree of orientation of the PM patches. The PM patches are thin (5 nm),
large (up to micrometers), and flexible, and for this reason a mechanical orientation is
difficult to obtain.
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Figure 11.4 Photoelectric properties of bacterior-
hodopsin. (A) Absorption of a photon by bacter-
iorhodopsin causes molecular changes which lead
on a pico- to nanosecond timescale to the genera-
tion of a photovoltage over the molecule. The bac-
teriorhodopsin molecules in a single purple mem-
brane (PM) patch are unidirectionally oriented. The
light-driven vectorial proton transport of all the
bacteriorhodopsin molecules is switched in parallel.
This means that, over a single PM patch, it is not
the voltage but the proton current which is pro-
portional to the light intensity. The protons trans-
ported through the bacteriorhodopsin molecules
can either be released to the outer medium or move
along the surface of the PM patch due to proton
conduction. (B) Oriented bacteriorhodopsin mole-
cules, each represented by an arrow, sandwiched in
a capacitor structure can be used as a photoelectric
indicator cell. Upon illumination, a charge separa-
tion over the bacteriorhodopsin layer is generated
which induces a proportional charging of the outer

electrode layers. No electric conduction between
the bacteriorhodopsin layer and the electrodes is
required. The electric field of the charge distribution
induced in the electrodes compensates the electric
field caused by bacteriorhodopsin. (C) Depending
on the type of outer circuitry, either the induced
voltage or the induced charge motion can be mea-
sured. In the latter case, a signal is recorded which
corresponds to the first derivative of the temporal
change of the light. (D) In a pixelated structure
which is coated with oriented bacteriorhodopsin,
photovoltages are measured only in those spots
where a change in the light intensity occurs; hence,
this is called novelty filtering. (E) In a volume (e. g.,
in 3-D data storage) the detection of the photovol-
tage in an outer capacitor structure was considered
for readout. If the bacteriorhodopsin in the point
of excitation is in the B-state, the absorption of a
photon will lead to a photo-induced voltage, but not
in the M-state.



The physical properties of the two sides of the PM are definitively different, but the dif-
ferences are not so large that orientation (e. g., in an electric field) achieves more than a
preorientation. Any preorientation obtained needs to be made permanent, for example,
by covalent crosslinking or by polymer embedding of the PM patches.

The only reliable method described so far is the coating of a surface with monoclonal
antibodies against bacteriorhodopsin [52]. Since the antibodies selectively react with
the cytoplasmic or extracellular side of the PM, a highly oriented monolayer of PM can
be obtained using this method, although unfortunately it is restricted to a single PM
layer.

11.3.1.2 Interfacing the Proton-Motive Force
The other problem in photoelectric applications is that under light exposure bacteriorho-
dopsin transports protons, but not electrons. The interface between the biological compo-
nent bacteriorhodopsin and its proton-motive force and the electromotive forces required
for conventional electronics needs to be considered in the design of devices. Interfacing
the proton-motive force of BR with the electron-conducting outer electrodes requires an
electrolyte layer which couples both “worlds”. The balancing between the electronic circui-
try and the photoelectric properties of a PM layer is crucial, and is the reason why results
from different laboratories are so incomparable. The more than complete review publish-
ed by Hong [53] is recommended for the reader who seeks much more detail on this
subject.

11.3.1.3 Application Examples
Ultrafast photodetection was one of the earliest proposals for the use of bacteriorhodopsin
in a technical application [54, 55]. Two-dimensional photoelectric arrays, as artificial reti-
nas or as control elements for a liquid crystal spatial light modulator, were developed later.
Last, but not least, the photoelectric properties of bacteriorhodopsin can be used for indi-
cator purposes in 3-D memories.

Artificial retinas

Most devices which make use of the photoelectric properties of bacteriorhodopsin are
called “artificial retinas” [56–58], the reason being that they offer certain preprocessing
features known from the retina, including edge detection and novelty filtering. The phys-
ical background is called the “differential response” of PM layers. A device (see Figure
11.4D) comprising an electrode array which is covered with one or more oriented layers
of PM may be used for novelty filtering. Each of the electrodes is connected to an ampli-
fier electronics. First, assume that the dark rectangular structure shown in Figure 11.4D
prevents a set of electrodes from being exposed to light. Then, if this structure is moved
over the light-sensitive sensor area (see arrow), it causes a voltage to be induced in each of
the pixel electrodes, with a sign proportional to the light change. Because only those elec-
trodes “fire” where a change of the illumination occurs, this type of sensor is called an
“artificial retina”, and this type of preprocessing is called “novelty filtering”. Due to the
differential response of bacteriorhodopsin, the polarity of the electrode signal carries
the information whether a pixel was switched to “ON” or to “OFF”, and in turn the direc-
tion of the movement of the object can be derived.
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Electro-optically controlled spatial light modulators

Another use of the artificial retina described above may be in optically addressed spatial
light modulators (SLMs). The amplifier electronics which detects the photovoltages in-
duced in the electrode pixels may be connected to a SLM device. In particular, liquid crys-
tal (LC) -based SLMs are state-of-the-art. In this case, the electrodes of the bacteriorhodop-
sin-based artificial retina are connected one-to-one to the pixels of a LC-SLM. An advanced
version omits the wiring and amplifiers. The LC-layer of the SLM is controlled directly by
the artificial retina device [59, 60].

Readout in 3-D Memories

Another application of the photoelectric properties of PM was investigated for the readout
of volume storage units with bacteriorhodopsin. The basis is a cube of oriented PM
patches in either the purple initial state or the yellow M state. Upon illumination of a
PM patch in the initial state (which may be addressed by actinic light), a photovoltage sig-
nal is induced. A PM patch in the M state would not respond to the actinic light, but two
electrodes on the outer surfaces of the bacteriorhodopsin cube could detect the photovol-
tage generated, and by this method the 3-D distribution of the photochemical states of PM
patches could be read out. This is a prerequisite for a 3-D memory based on bacteriorho-
dopsin (Figure 11.4E).

11.3.2
Photochromic Applications

Most applications currently investigated utilize the photochromic properties of bacterior-
hodopsin [49, 61]. During the photocycle, bacteriorhodopsin cycles through a pair of spec-
troscopically distinguishable intermediates (see Figure 11.3A), all of which have an ab-
sorption maximum which is different from that of the initial B state. However, in most
applications the photochromism of bacteriorhodopsin is used in connection with the pur-
ple to yellow absorption change which is related to M state formation.

Upon acidification, a blue membrane is formed which has a significantly different
photocycle. The formation of a 9-cis retinal-containing state is observed, and this is ther-
mally stable. In contrast, 13-cis retinal is isomerized by the bacteriorhodopsin molecule to
all-trans retinal at room temperature, and the isomerization of 9-cis retinal is not cataly-
zed. This pathway opens the route to long-term storage materials based on bacteriorho-
dopsin.

11.3.2.1 Photochromic Properties of Bacteriorhodopsin
Isomerization from all-trans to 13-cis is the first occurrence after the photochemical exci-
tation of bacteriorhodopsin, and this causes significant transient shifts in the absorption
spectrum. In addition to the isomerization change, deprotonation of the chromophoric
group is observed. In the L to M transition, a proton from the Schiff base nitrogen
group is transferred to Asp85, and this deprotonation causes a drastic blue shift of the
absorption to 410 nm. The photochromism of bacteriorhodopsin is dominated by the in-
termediate which has the longest life-time; hence, this forms a “bottleneck” in the photo-
cycle.
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The retinylidene residue inside bacteriorhodopsin which forms part of the photochro-
mic group in the molecule is strongly anisotropic. A PM layer may be considered as a
crystalline arrangement of chromophoric groups which are oriented angles of 120� be-
tween them (Figure 11.5A). However, in most applications where a statistic number of
PM patches is used, the angular chromophore distribution appears anisotropic. Due to
the anisotropy of the retinylidene groups, excitation of a random distribution of PM
patches with polarized light causes the chromophores to become oriented in parallel to
the actinic light polarization such that a preferentially converted (and in turn photoin-
duced) anisotropy is obtained (Figure 11.5B). In solutions containing PM this is masked
by diffusion, but in bacteriorhodopsin-films where the PM patches are fixed, the photo-
induced anistropy can be easily observed and utilized.

Today, three types of photochromic changes in bacteriorhodopsin have been described
which enable different applications. The first is the photochromic shift between the B
and M states (Figure 11.5C), and this is used mainly for optical processing tasks. The sec-
ond is photoerasable data storage using 9-cis-containing states of blue membrane or sui-
tably modified BR-variants (Figure 11.5D). However, the very low quantum efficiency for
recording of far below 1 % is a major limitation. And last, but not least, permanent photo-
chromic changes obtained through two-photon absorption in bacteriorhodopsin are suit-
able for long-term data storage (Figure 11.5E).
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Figure 11.5 Photochromism of bacteriorhodopsin
and its application. (A) The retinylidene residues
are strongly anisotropic. (B) Upon illumination with
polarized light, the retinylidene residues which are
in parallel to the electric field vector of the actinic
light are preferentially excited and isomerized.

(C) Transient photochromic change of bacteriorho-
dopsin between the initial purple state and the
yellowish M-state (middle). (D) The photochemical
formation of 9-cis retinal may be utilized for
photochromic long-term storage. (E) Permanent
storage of information in bacteriorhodopsin.



11.3.2.2 Preparation of Bacteriorhodopsin Films
Optical films are prepared from bacteriorhodopsin by polymer embedding. Optically clear,
water-soluble polymers are suitable for this purpose (e. g., polyvinylalcohol, gelatin). The
film formation is usually carried out by mixing the polymers with PMs and additives in
aqueous solution, this being cast on a glass support. The water is generally removed by
drying in air, but the films may also be sealed with a second glass plate.

11.3.2.3 Interfacing the Photochromic Changes
The reason why photochromic applications of bacteriorhodopsin are more developed than
others is because of the ease with which an interface can be implemented between the
bacteriorhodopsin films and any type of optical system. The bacteriorhodopsin film is
completely sealed, the only interface being the light which transports energy and informa-
tion simultaneously.

11.3.2.4 Application Examples
Many applications based on the photochromism of bacteriorhodopsin have been sug-
gested, and some are described briefly here as an indication of the wide range of potential
uses.

Photochromic color classifier

As the different rhodopsins in the eye enable color perception, the use of bacteriorhodop-
sins with different absorption maxima would allow a biomimetic system for color percep-
tion to be set up. The photoelectric response of three sensor elements coated with three
different bacteriorhodopsin types (i. e., wild-type and two containing retinal analogues) are
combined and coupled to a simple neural network for color recognition properties. This
functions quite reliably, though it is unclear whether it has any technical advantages over
conventional color sensors. Two limitations can be identified in this system. First, the ab-
sorption maxima of the three BR types used today are relatively similar, and they do not
span the visual wavelength range as well as the human rhodopsins, notably in the blue
region. Second, the conventional systems which typically comprise three different color
filters and semiconductor light-sensitive elements reliably supply the required informa-
tion. At present, it is difficult to identify any advantages of the bacteriorhodopsin-based
systems over conventional systems [62].

Photochromic inks

Another development is the preparation of photochromic inks. These inks differ from the
polymer films for optical recording by their rheological properties. Depending on the
method of application (e. g., screen printing, offset printing), the viscosity and surface ten-
sion must be considered. The basic photochromic properties are quite similar to those of
the optical films, but auxiliaries in the compositions adjust the required application de-
pendent properties. A major problem is to identify suitable compositions which do not
interfere with the photochemical properties of the bacteriorhodopsin embedded [63].
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Electrochromic inks

The main color shift in bacteriorhodopsin is due not to a primary photochemical reaction
but to the protonation change of specific groups, in particular the Schiff base linkage and
the Asp85 residue. As protons are charged particles, their removal from the binding posi-
tion by electric fields should be possible. Indeed, this can be demonstrated, though the
speed and efficiency of the decoloration/coloration process is quite low. Nonetheless,
the basic principle was successfully demonstrated [64], indicating a potential development
of electrochromic paper using bacteriorhodopsin.

Photochromic photographic film

It is well known that a permanent bleaching of bacteriorhodopsin may be achieved with
hydroxylamine. The chemical reaction of hydroxylamine with the retinal binding site
occurs in an intermediate state only, and no reaction of BR in the B-state is observed.
Due to this finding, which dates back to the early retinal extraction experiments, it is pos-
sible to fabricate nonreversible optical films from bacteriorhodopsin [65]. These films be-
have quite similarly to photographic films, except that the compounds needed for the
chemical development are already contained in the film. The reason why this process
has not been used technically is that, after image formation, the nonreacted hydroxyla-
mine must be removed from the film, or fading of the contrast will occur when stored
in light.

Long-term photorewriteable storage of information

Much interest has centered on photorewriteable optical storage with bacteriorhodopsin.
For this purpose, the conventional all-trans to 13-cis conversion is not suitable because
of the retinal reisomerization at room temperature in bacteriorhodopsin. In blue mem-
brane, a photochemical conversion from all-trans to 9-cis retinal, which appears pink in
bacteriorhodopsin, may be induced by high light intensities. 9-cis retinal is thermally
stable and requires photochemical excitation for reconversion of all-trans. The main disad-
vantage of blue membrane is that its formation from PM requires either acidification or
the removal of divalent cations, as both cause destabilization of the bacteriorhodopsin mo-
lecule. Aggregation of the PM patches is also seen. The requirement is for bacteriorhodop-
sin variants which have a similar photochemistry but at ambient pH value and without
removal of cations. BR variants with alterations in position 85 show such desired proper-
ties, and one of the first reported for this purpose was D85N. Another approach is to use
wild-type BR at neutral pH values and to switch the material photochemically to the 9-cis
state from the so-called O-state [66]. This scheme was named branched photocycle mem-
ory [67].

Neural networks

Due to the fact that its absorption state may be shifted with blue and yellow light in dif-
ferent directions, bacteriorhodopsin is also a suitable material for neural networks. The
output from an absorptive bacteriorhodopsin-cell is used to control the absorption state
of another such cell. This has been demonstrated in principle [68], but the bacteriorhodop-
sin has a “fan-out” of much less than one and for this reason is not really a suitable ma-
terial for the implementation of optical neural networks. (“Fan-out” is a term from elec-
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tronics which characterizes the signal power output of a device compared to the required
signal power input the same device requires.) A “fan-out” of 10 means that the output
terminal of the device supplies enough power that 10 input terminals of identical devices
could be supplied with enough energy to signal them the input state reliably. In photo-
chromic devices where no amplification occurs, the “fan-out” is generally less than 1.
Without external amplification, it is almost impossible to set up control loops.

3-D information storage

The use of bacteriorhodopsin in 3-D information storage has been investigated for some
time. Bacteriorhodopsin shows an astonishingly high two-photon absorption cross-section
of the initial B state. This is used in a two-photon absorption set-up to address the absorp-
tion state of bacteriorhodopsin in three dimensions [69]. The recording process is quite
well handled, but the readout is an intrinsic problem. The advantage of such a memory
device is its tolerance towards electromagnetic radiation.

Nonlinear optical filtering

The strongly nonlinear optical response of bacteriorhodopsin towards the incident light
intensity has given rise to many applications which use the nonlinear response for
image processing purposes (e. g., edge enhancement, noise reduction). The response
curve of the bacteriorhodopsin can be tuned over several orders of magnitude by changing
the lifetime of the M-state. This may be accomplished by changing the pH, as well as
using modified bacteriorhodopsins.

Holographic pattern recognition and interferometry

The use of bacteriorhodopsin as a short-term memory has been tested in several applica-
tions. The most challenging was the construction of a real-time holographic pattern recog-
nition system which operates at video frame rate. In this system, the holographic compar-
ison of images allows similarities between objects used for identification purposes for
complex images to be quantified [70, 71]. In the bacteriorhodopsin-film, holograms are
recorded, read-out and erased at video frame rate. In the early 1990s, when the system
was first developed, it was unchallenged by computer systems, but as computing power
has advanced the bacteriorhodopsin-film method has been abandoned.

Typical photochromic applications include a holographic real-time correlator (Figure
11.6A) and a holographic camera for nondestructive testing (Figure 11.6B). Examples of
photochromic inks made from bacteriorhodopsin are shown in Figure 11.6C, with the
initial colored (purple) and bleached, yellowish inks in the foreground and background,
respectively. An ID card sample with a bacteriorhodopsin-based optical storage in the
purple-colored strip is shown in Figure 11.6D.

11.3.3
Applications in Energy Conversion

The use of bacteriorhodopsin as a light energy-converting device seems to be first choice
as with regard to technical applications of the molecule [72, 73]. All applications of this
type have as the key element in common a bacteriorhodopsin-driven charge separation

16311.3 Overview: Technical Applications of Bacteriorhodopsin



164 11 Bacteriorhodopsin and its Potential in Technical Applications

Figure 11.6 Photochromic applications
of bacteriorhodopsin. (A) Holographic
correlator; (B) holographic camera for
interferometric testing; (C) photochromic
inks for security applications;
(D) optical storage.



over the PM. Although this is the basic function of bacteriorhodopsin embedded in PM,
until now it has not been possible to prepare artificial PMs with technically relevant di-
mensions. Methods devised to overcome this problem have been unable to provide
PMs capable of producing passive proton transport, and research is continuing in this
area.

11.4
Methods

The methods required for this type of research span from biochemistry and bioengineer-
ing to various printing and optical techniques. All have been well documented, with the
methods of cultivating halobacteria and isolating PMs being common to all applications.

A comprehensive laboratory manual on Archaea was produced in 1995 [40]. For specific
conditions of phototrophic growth [13], laboratory protocols of cultivation and media com-
position, the reader is referred to Ref. [40] (pages 13–21 and 225–230), while for the iso-
lation of PMs from halobacteria, the reader is referred to Ref. [74]. The genetic modifica-
tion of halobacteria is described in Refs. [75, 76].

The very first publication on the discovery of the bacteriorhodopsin [77], as well as the
latest volume on its applications [78], should also be mentioned in this context.

Information on specific processing steps for the wide range of applications is taken best
from the relevant patent applications, and a summary of patents related to applications of
bacteriorhodopsin may be found in Ref. [50].

11.5
Outlook

Bacteriorhodopsin is today the biological photochromic material for which technical appli-
cations in optical information processing are much more developed than for any other
biomaterial. The entire sequence, from an analysis of molecular function to its controlled
modification and the development of suitable applications, has been demonstrated with
this molecule. Ideas of utilizing the evolutionary optimized functions of biological mole-
cules in technical processes by using genetic engineering to produce tailor-made modified
versions of natural molecules with improved technical properties have been demonstrated
with bacteriorhodopsin for the first time. Biomaterials as blueprints for technical materi-
als with nanoscale functions form the basis of the concept of nanobionics – and bacterior-
hodopsin was the first such example.
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12
Polymer Nanocontainers

Alexandra Graff, Samantha M. Benito, Corinne Verbert, and Wolfgang Meier

12.1
Introduction

In recent years, several very efficient and elegant methods have been developed to prepare
hollow polymer particles – the so-called “polymer nanocontainers”. The investigation of
these systems is a highly active field of research in which numerous new publications ap-
pear every month. Due to their high stability and tunable properties, such polymer nano-
containers are believed to have a high potential for applications in biotechnology, such as
confined reaction vessels, protective shells for enzymes, or as ‘traps’ for the selective
recovery of biotransformation or polymerase chain reaction products. However, while cur-
rently most applications are just beginning to emerge or still only visions, polymer nano-
containers have successfully entered the biomedical field, where they have promoted
major interest as drug delivery devices. Here, we will attempt to provide an overview of
the existing container systems, discuss their potential for applications in these fields,
and outline the technological problems that must be overcome.

12.2
Overview

12.2.1
From Liposomes in Biotechnology to Polymer Nanocontainers in Therapy

The increasing interest in new types of polymer nanocontainers originates from the pio-
neering studies on lipid vesicles or liposomes that were conducted in the early 1960s.
Vesicles are spherically closed lipid bilayers that result from the naturally occurring self-
assembly process of amphiphilic molecules. During the past few decades, various
methods have been developed for their controlled preparation in the laboratory. In the
meantime, liposomes have established a clear position in modern technology. Initially, li-
posomes served mainly as model systems to study biological membranes, but during the
1970s they were introduced as transport vehicles for drugs. Nowadays, they find also an
increasing interest in mathematics and theoretical physics (e. g., topology of two-dimen-
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sional surfaces floating in a three-dimensional continuum). In general, liposomes are very
important as model systems in biophysics (properties of cell membranes and channels),
chemistry (catalysis, energy conversion and photosynthesis), colloid science (stability and
thermodynamics of finite systems), biochemistry (function of membrane proteins), and
biology (excretion, cell function, trafficking and signaling, gene delivery and function) [1].

It must be emphasized that liposome technology also had considerable impact on the
development of new applications – that is, as controlled delivery devices for drugs (anti-
fungals, anticancer agents, vaccines), nonviral gene delivery vectors, cosmetic formula-
tions (skin-care products, shampoo), and diagnostic tools. Over the years, a variety of
basic research investigations has led to improvements in their formulation, mainly to
increase their stability and interaction characteristics (e. g., ‘stealth’ liposomes).

Most biotechnological applications of liposomes are based on the compartmentalization
that they offer. Ma et al., for example, prepared vesicles from 2,4-tricosadiynoic acid
(TCDA) as the lipid matrix and dioctadecyl glyceryl ether-b-glycoside as a receptor to detect
Escherichia coli [2, 3]. These glycolipid functionalized vesicles are effective colorimetric bio-
sensors which, due to the diacetylene groups, appear blue. Their binding to bacteria cre-
ates mechanical stress inside the vesicular membranes, and this induces a change of the
effective conjugation length. As a result, the vesicle dispersion turns red. Oberholzer et al.
designed liposomal DNA amplification by PCR and minimal cell bioreactors to express
proteins [4, 5]. In particular, they demonstrated that DNA replication or ribosomal synth-
esis of polypeptides can be carried out inside the compartment offered by the aqueous
pool of the liposomes. As will be seen later in the chapter, this artificial cell concept
has also proved to be of interest in relation to polymer nanocontainers, while future diag-
nostic applications of these systems appear inevitable.

A major problem with liposomes, however, is that, due to their inherent colloidal and
biological instability, they have very short lifetimes and are rapidly cleared from the blood-
stream [1], and this in turn considerably limits their potential applications. Hence, enor-
mous efforts have been undertaken during the past few years to design polymeric nano-
containers [6–9] of greater stability. The different container systems that have resulted
from these activities will be discussed separately in the following sections.

12.2.2
Dendrimers

Dendrimers are highly branched polymers with radial symmetry and uniform size, which
adopt a globular shape in solution [10–12]. Dendritic macromolecules or starburst dendri-
mers consist of three different structural or topological units that result from an iterative
reaction sequence: a central core from which the repetitive branching units extend/ema-
nate radially to finish in the outer layer of end-groups. With each generation – that is, the
layers formed in each reaction step – the density is increased due to the geometric growth
at each branching point [13]. This dense outer shell gave rise to the earliest concept
of dendritic boxes [14]. Here, molecules have been encapsulated during the synthesis
of the dendrimer and were retained within the central part of the macromolecules
[13, 14]. The release of the molecules could be facilitated by an appropriate modification
of the external groups of the dendrimer [13].
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However, it is questionable whether dendrimers can be regarded as true nanocontai-
ner systems: the central core groups of the molecules are of crucial importance for their
integrity, and it is still an area of discussion whether the end groups of the molecules
really form a dense outer layer or if they fold towards the interior, thus producing a
dense core. According to Zimmerman [15], the surface will be identified with the end
groups, the internal groups with the core, and the repeating units that interconnect
both.

Synthetic design affords dendrimers with tailored structures. In general, the repeating
units in the interior determine the solubilization properties towards guest molecules,
while the functional terminal groups influence the solubility of the dendrimer itself in
a given solvent. Particularly interesting examples are, in this context, amphiphilic dendri-
mers, in which the interior is comprised of hydrophobic moieties and the external groups
consist of hydrophilic units. Generally, amphiphilic dendrimers and the more irregular
amphiphilic hyper-branched polymers can be regarded as “unimolecular micelles”
[16–22]. While classical micelles formed by low molar mass amphiphiles show low sta-
bility toward dilution due to the noncovalent interactions responsible for their formation,
dendritic unimolecular micelles retain their cohesion regardless of concentration since
they are static entities which are covalently linked in a globular fashion.

Similar to conventional micelles, amphiphilic dendrimers can also selectively solubilize
hydrophobic guest molecules within their core. Recently, this has been successfully
demonstrated for a hydrophobic drug, indomethacin [12]. However, the encapsulation
efficiency of these molecules seems to be rather limited.

Interestingly, dendrimers can also be used to prepare real hollow structures by selec-
tively crosslinking their outer shell and degrading the original core region [23].

Although several dendrimers are now commercially available, the preparation of these
macromolecules (in particular the synthetic conversion approach) still requires costly and
tedious procedures, posing a limiting factor for large-scale applications. Nevertheless, the
high stability and the possibility of introducing a rich variety of peripheral functional
groups (e. g., receptors or antibodies) make these systems highly interesting as model
systems for the targeted delivery of drugs [24–27].

12.2.3
Layer by Layer (LbL) Deposition

A convenient way to produce polymer capsules is to exploit the well-known polyelectrolyte
self-assembly at charged surfaces. This chemistry uses a series of layer-by-layer (LbL) de-
position steps of oppositely charged polyelectrolytes [28, 29]. The driving force behind the
LbL method at each step of the assembly is the electrostatic attraction between the added
polymer and the surface. One starts with colloidal particles carrying surface charges, for
example, a negative surface charge. Polyelectrolyte molecules having the opposite charge
(e. g., polycations) are readily adsorbed due to electrostatic interactions with the surface.
Usually, not all of the ionic groups of the adsorbed polyelectrolyte are consumed by the
electrostatic interactions. As a result, the original surface charge is usually overcompen-
sated by the adsorbed polymer. Hence, the surface charge of the coated particle changes
its sign and is then available for the adsorption of a polyelectrolyte of again opposite
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charge (i. e., a polyanion). As shown diagrammatically in Figure 12.1, such sequential
deposition produces ordered polyelectrolyte multilayers.

The size and shape of the resulting core-shell particles is determined by the template
colloidal particle, and the formation of particles with diameters ranging from 0.2 to
10 mm has been reported. The thickness of the layered shell is determined by the number
of polyelectrolyte layers, and can be adjusted accurately in the nanometer range [30]. Until
now, a variety of charged substances, such as synthetic polyelectrolytes, biopolymers,
lipids, and inorganic particles have been incorporated as layer constituents to build the
multilayer shell on colloidal particles [28–32]. As templates for this approach, mainly col-
loids consisting of polystyrene latexes or melamine formaldehyde particles [33] have been
used, but gold [34] and proteins [35] have also been tested.

Following the complete deposition of a predefined number of layers, the colloidal core
can be dissolved and removed. Decomposition products are expelled through the shell
wall and removed by several centrifugation and washing cycles [28]. The polyelectrolyte
layer shells preserve their hollow sphere morphology and are shape-persistent. It has
been shown that small dye molecules can readily permeate such layered polyelectrolyte
shells, while larger-sized polymers with molecular weights larger than 4000 Da obviously
do not [36].

Biocompatibility and biodegradability are two key parameters in designing biorelated
systems. Biopolymers like alginate and polylysine can also be used in a similar way to
yield biocompatible nanocapsules [37]. Interestingly, uncharged hydrophobic compounds
could be also encapsulated using the LbL technique. A core formed by uncharged low
molecular-weight microcrystalline substances (pyrene and fluorescein diacetate) was, in
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Figure 12.1 Schematic representation
of the procedure for preparing hollow
spheres using layer-by-layer deposition
of oppositely charged polyelectrolytes
on colloidal particles and subsequent
encapsulation of polymers in a “ship in
a bottle” fashion. PSS: sodium poly-
styrene sulfonate; PAH: poly(allyl-
amine)hydrochloride. (Reproduced
from Ref. [81], with permission.)



a first step, dispersed in water via micellization with amphiphilic substances such as ionic
surfactants, phospholipids, or amphiphilic polyelectrolytes. Subsequently, a LbL procedure
of depositing layers of polyelectrolytes rendered stabilized core shell particles. The release
of the encapsulated substances, followed via the intrinsic fluorescence of the core forming
material, was triggered by the addition of ethanol, which is a good solvent for the micro-
crystalline core [38]. Unfortunately the conditions in which the release is achieved are not
physiological, which in turn prevents the use of this system as an in-vivo drug delivery
system.

Wang et al. designed biologically active polymer microcontainers [39]. Using the LBL
assembly, they functionalized luminescent polymer containers with anti-immunoglobulin
G which rendered them biospecific via their IgG partners. These quantum dot-tagged
beads open new opportunities in a range of biotechnological applications. Indeed, these
quantum dots exhibit higher photo-bleaching threshold, quantum yield, and chemical sta-
bility than their organic fluorophore analogs. Furthermore, their spectral properties can be
fine-tuned by controlling their size and, similar to planar LbL luminescent films [40],
crosslinked luminescent core-shell particles and hollow capsules could also be used as
light-emitting devices. This approach shows much promise in the area of sensors and,
particularly, biosensing [41] (see also Chapter 22).

Similar to liposomes, the concept of artificial cells has been also applied to polyelectro-
lyte microcapsules [42]. Tiourina et al. used hollow microcapsules fabricated by stepwise
adsorption of polyelectrolytes and phospholipids as so-called artificial cells. This model
biosystem has high permeability for ions. Additionally, ion-channel-forming peptides
such as gramicidin and valinomycin were incorporated into the lipid–polymer composite
shell of the microcapsules. The resulting membrane potential, which is one of the most
important cell parameters, was comparable to that of biological cells.

Nevertheless, it must be expected that the long-term stability of these capsules will de-
pend sensitively on the surrounding environment of the particles. Especially in biological
fluids (e. g., blood plasma) or in media of high ionic strength, which may screen the ionic
interactions responsible for maintaining their integrity, the long-term stability of such
polyelectrolyte shells may be rather limited. However, these problems may be overcome
by enhancing the stability of the polyelectrolyte shells using an additional crosslinking
polymerization step [43].

12.2.4
Block Copolymer Self-Assembly

Similar to conventional low molar-mass amphiphiles, amphiphilic block copolymers
(which are polymers consisting of at least two chemically different parts, hydrophobic ver-
sus hydrophilic or rod versus coil) may self-assemble into various lyotropic mesophases
[44, 45]. In particular, nanocontainers formed by self-assembled amphiphilic block copo-
lymers have received increasing attention during recent years due to their potential for
encapsulating large quantities of guest molecules within their central cavity. Additionally,
block copolymer chemistry allows the introduction of a wide variety of different block
structures, and this may lead to a plethora of new artificial membrane structures that
are inaccessible to conventional lipids. Although the formation of self-assembled block co-
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polymer superstructures follows the same underlying principles as that of low molar-mass
amphiphiles, they are considerably more stable due to their larger size, slower dynamics,
and inherent steric stabilization. Depending on their block length ratio, the critical aggre-
gation concentration (c. a. c.) of these polymers can be shifted to extremely low values,
which in turn makes their superstructures resistant against dilution – an essential
requirement for medical applications [46]. Here, we will focus mainly on nanoparticles
(micelles, vesicles) formed by such polymers. It must be emphasized however, that a
plethora of other nanostructures emerges from block copolymer self-assembly.

12.2.4.1 Shell Cross-linked Knedel’s (SCKs)
The term shell cross-linked knedels (SCKs) was first introduced in 1996 [47] to describe a
special type of nanoparticles having core-shell morphology. These systems are formed by
aggregation of amphiphilic di- and triblock copolymers into micelles [48–50]. An intrami-
cellar crosslinking of the corona-forming blocks leads to the highly stable so-called SCKs,
with sizes ranging from 50 to 250 nm [50]. In a second step, the backbone of the core-
forming blocks can be cleaved and the low molar-mass degradation products extracted,
thus leaving behind nanocages formed by a crosslinked polymer shell (Figure 12.2). Gen-
erally, the properties of the shell (i. e., swelling behavior and interactions with the
surrounding medium) are governed by the chemical constitution and composition of
the original block copolymers.

Recently, poly(e-caprolactone)-block-poly(acrylic acid)-block-poly(acrylamide) SCKs with
a biodegradable core were prepared [50]. Due to the mild conditions necessary to degrade
their cores, these systems were expected to have superior properties for biological or
medical application. More recently, this concept has also been extended to a so-called
“block-copolymer-free” strategy for preparing micelles and hollow spheres under less
“drastic conditions”. One particularly interesting “block-copolymer free strategy” has

17312.2 Overview

Figure 12.2 General procedure for the
preparation of hollow shell cross-linked
knedels (SCKs) nanocages from am-
phiphilic diblock copolymers. (Repro-
duced from Ref. [50], with permission.)



been described by Liu et al. [51], who used solely hydrogen bonds to interconnect the core
and the shell of the micelles instead of using covalently attached block copolymer
parts.

12.2.4.2 Block Copolymer Nanocontainers
Micellar structures have been designed for several applications. For example, micelles
formed from amphiphilic di- or triblock copolymers have been explored for the solu-
bilization of hydrophobic drugs [52]. In aqueous solution, the hydrophobic blocks form
the micellar core while the hydrophilic ones build the corona. The core serves as a
microenvironment for the lipophilic drugs, while the outer shell serves as a stabilizing
interface between the hydrophobic core and the external medium. Kabanov et al. used
PluronicTM triblock copolymer micelles as delivery vehicles for drug targeting across the
blood–brain barrier [53, 54]. Kataoka’s group developed micelles formed from copolymers
containing a poly(amino acid) core forming block as a delivery system for anti-cancer
drugs [55–58].

Block copolymers nanostructures can be used as bile sorbents, which are a possible
alternative to commercially available resins that have the side effect of targeting the cor-
onary heart diseases related to elevated cholesterol levels [59]. Recently, the solubilization
and release of benzo[a]pyrene and cell tracker CM-DiI in and from micelles consisting of a
nontoxic and biodegradable polycaprolactone core surrounded by a poly(ethylene oxide)
nontoxic and nonimmunogenic corona have been investigated in terms of loading effi-
ciency, partition coefficient, and release profile [60].

For certain hydrophilic to hydrophobic block length ratios and molecular weight distri-
bution, amphiphilic block copolymers form vesicular structures spontaneously in dilute
aqueous solution. Similar to conventional liposomes, these block copolymer nanocontai-
ners may find potential applications in the biotechnology area due to their ability to solu-
bilize molecules in their inner aqueous pool. Initial reports about the controlled direct for-
mation of block copolymer hollow sphere morphologies in aqueous media have been
described only very recently, and potential applications are just beginning to emerge.

For example, Meier’s group recently described the spontaneous formation of vesicles re-
sulting from the self-assembly of a poly(2-methyloxazoline)-block-poly(dimethylsiloxane)-
block-poly(2-methyloxazoline) (PMOXA-PDMS-PMOXA) triblock copolymer [61]. This
polymer was additionally modified with reactive methacrylate groups at the ends of the
hydrophilic blocks. A free radical polymerization of these methacrylate end groups in
the vesicular aggregates led to the formation of shape-persistent polymer nanocontainers,
with diameters ranging from 50 to 250 nm [61]. More recently, amphiphilic ABC triblock
copolymers, with two different water-soluble blocks A and C (A = poly(2-methyl oxazo-
line), PMOXA; B = poly(dimethyl siloxane), PDMS; C = polyethylene oxide, PEO) have
also been synthesized; these form similar polymer nanospheres, but with superior proper-
ties inherent to the asymmetry of their membrane [62]. Interestingly, these polymeric
hollow nanospheres combine an extremely high mechanical stability with high flexibility
provided by the hydrophobic PDMS middle blocks [61, 63, 64].
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12.3
Polymer Nanocontainers with Controlled Permeability

One of the main advantages of polymer nanocontainers is their enormous stability that
could provide, for example, an unchanging environment for the encapsulated molecules.
However, with regard to potential applications, the stability and low permeability of the
polymer walls may be major drawbacks as they prevent the effective loading of preformed
containers or the controlled release of encapsulated material.

Recently, several very promising means of overcoming these problems have been intro-
duced, and these will be described in the following sections.

12.3.1
Block Copolymer Protein Hybrid Systems

A new type of hybrid material has emerged from the combination of biological molecules
and block copolymers. In one approach, a new class of biologically “active” super-amphi-
philes composed of a block copolymer and an enzyme has been designed. This giant am-
phiphile consists of an enzyme head group and a single covalently connected hydrophobic
polymeric tail. This hybrid material was obtained by the coupling of maleimide-functiona-
lized polystyrene to a reduced lipase [65, 66]. Interestingly, the lipase remained functional
in the self-assembled superstructures of these ‘superamphiphiles’.

A similar pH-sensitive hybrid material was recently presented by Kukula et al. [67]
and Chécot et al. [68]. Both groups described the formation of polymer vesicles or
“peptosomes” by the self-assembly of poly(butadiene)-block-poly(L-glutamate) in dilute
aqueous solution. Poly(L-glutamate) performs a pH-dependent helix-coil transition that
does not alter the vesicle morphology. Due to their hydrophilic polypeptide chains,
these new copolymer vesicles seem to be particularly suited for biological applications,
and they may provide an interesting new bridge between the world of synthetic polymers
and biological systems.

Another completely new approach is to reconstitute integral membrane proteins into
block copolymer membranes. In Nature, membrane or membrane-associated proteins
are responsible for various key functions such as biological signaling pathways or trans-
port across membranes. Many of these membrane proteins possess important pharma-
cological properties and biotechnological potential.

It is clear that membrane-like superstructures formed by appropriate amphiphilic block
copolymers closely resemble typical biological membranes. Actually, it has been shown
that membrane proteins could be successfully reconstituted in such artificial polymer
membranes. Surprisingly, these proteins remain functional despite the two- to three-
fold larger thickness of the block copolymer membrane that does not match the hydropho-
bic–hydrophilic pattern of natural membrane proteins. It seems that this requires a high
flexibility of the hydrophobic blocks of the polymers that allows them to adapt to the spe-
cific geometric and dynamic requirements of membrane proteins. Under certain condi-
tions (i. e., polymerizable groups at the very ends of the hydrophilic blocks), the proteins
survive even a subsequent polymerization of the block copolymer matrix [63, 69]. For
instance, the outer membrane protein, OmpF (a channel protein extracted from the
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Figure 12.3 (a) Schematic view of a ABA triblock
copolymer vesicle and magnification of the struc-
ture of its membrane, showing the constituting
polymer chains. (b) Representation of a BioNano-
reactor with encapsulated b-lactamase and inserted
membrane channel proteins to facilitate diffusion of
subtrates and products in and out of the nano-
reactor. (c) Model of viral DNA encapsulation via

phage binding and injection into nanocontainers,
and transmission electron micrograph (TEM)
showing the binding of a phage onto an ABA tri-
block copolymer vesicle. (d) Schematic representa-
tion of an ABA nanocontainer with incorporated
ionophores in its membrane used as biominerali-
zation device. TEMs showing (e) calcium phos-
phate crystals after 1 h and (f) after 24 h.



outer cell wall of Gram-negative bacteria) has been used to control the permeability of
block copolymer nanocontainers (Figure 12.3b). Encapsulated enzymes inside such
“nanoreactors” showed full activity and were considerably stabilized against proteolysis
and self-denaturation [70]. Moreover, it has been shown that a controlled transmembrane
potential could be used to induce a reversible gating transition of the proteins. Since only
the open channels allow an exchange of substrates and products between the container’s
interior and the surrounding medium, such gating activates or deactivates the nanoreac-
tors. In general, these systems have major potential for applications in pharmacy, diagnos-
tics, or biotechnology. For example, suitably engineered channels could be used as prefil-
ters to increase the selectivity of an encapsulated enzyme, or as selective gates to trap bio-
transformation products inside such nanocontainers, and this would allow a more conve-
nient purification. Moreover, it has been shown recently that membrane receptors can
also be incorporated into the walls of such polymer nanocontainers. Interestingly, access
to the proteins could be controlled to a certain degree via the length of the hydrophilic
blocks of the underlying amphiphilic block copolymers. For longer hydrophilic chains,
they are “hidden” below a hydrophilic polymer layer so that larger ligands had no access
to them. Such receptors bearing channels provide, for example, an elegant method to load
polymer nanocontainers with DNA (Figure 12.3c) [71]. In particular, the small size, the
electroneutrality and the low immunogenicity and toxicity of such DNA-loaded nanocon-
tainers renders them highly interesting as new vectors for gene therapy.

Moreover, recent developments have indicated that these receptor-bearing polymer
nanocontainers may be of particular interest as biosensors. One major advantage of
these systems is that an entire detection and signaling cascade can be incorporated into
a single nanocontainer. Block copolymer nanocontainers can be regarded as miniaturized
artificial cells [72, 73] which allow massive miniaturization and parallelization (Figure
12.4). In addition, due to their high mechanical and (bio-)chemical stability, the polymer
containers provide a constant environment for encapsulated analytic molecules, this being
of crucial importance for technical applications where storage of the systems over
extended periods of time is required.
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Figure 12.4 Hypothetical representation of a cell-like structure in which
DNA is transcribed to RNA and translated to the protein via an encap-
sulated transcription and translation systems. Amino acids (A1, A2, A3,
etc.) are introduced into the compartment via transmembrane channel
proteins and later activated (solid square) by ATP. A light- driven bio-
energetic system composed of bacteriorhodopsin (bR) and ATP synthase
(ATPase) is able to synthetize the needed ATP from ADP and phosphate.
(Reproduced from Ref. [73], with permission.)



12.3.2
Stimuli-responsive Nanocapsules

As described above, stimuli-responsive peptides and proteins incorporated into the walls
of polymer nanocontainers can be used as “switches” to control molecular exchange
across polymer membranes. However, entirely synthetic polymer nanocontainers may
also undergo reversible, stimuli-dependent swelling transitions. Such systems can be re-
garded as mimetics of virion cages, which show a structural transition that leads to the
opening of gated pores within the virus shell upon pH changes [74]. Such stimuli-respon-
sive nanocontainers could be obtained by core-shell emulsion polymerization [74]. Here, a
two-step polymerization led to crosslinked poly(acrylic acid) hollow spheres that undergo a
pH-induced swelling transition. With rising pH, the carboxylic acid groups of the polymer
particles of the systems dissociate increasingly, thus leading to a high negative charge den-
sity along the polymer backbone. As a result these nanocontainers could increase their
diameters by up to a factor of 10, depending on the respective pH and ionic strength.
Hence, these containers retained encapsulated material at low pH and released it in
“one shot” at high pH.

In the same way, pH-responsive dendrimers can be synthesized, albeit using rather
harsh conditions [13]. In this context, dendrimers based on polypropyleneimine [75, 76]
are of particular interest due to the potential protonation of their amine residues upon
decreasing the pH. It has been shown that in these systems, both anions (e. g., oxoanions
such as pertechnate) [76] and hydrophobic substances (pyrene) [77] can be encapsulated
and released in a pH-dependent manner.

Not only dendrimers but also the more irregular hyperbranched systems can be tailored
to have stimuli-responsive behavior. Krämer et al. showed that modifying the terminal
groups of both hyperbranched polyglycerol and polyethyleneimine with acetal/ketals
and imines, respectively, together with a hydrophobic outer shell could afford reverse
micellar analogs with pH-responsive characteristics [78]. Interestingly, hydrophilic com-
pounds were encapsulated as well as an antitumor drug (mercaptopurine). All of these
were released spontaneously upon acidification of the media.

Micron-sized capsules, when prepared via the LbL deposition of weak polyelectrolytes,
open at pH values �6 and close at values 	8 [79]. The encapsulation of macromolecules
in preformed hollow polyelectrolyte capsules was possible by loading them at low pH,
whilst a subsequent pH increase captures the material inside the microcapsules. An-
other possibility is offered by polymerization of hydrophilic monomers in the void
volume of similar polyelectrolyte capsules (see Figure 12.1). Here, in contrast to the
final polymer, the monomers easily permeate the shells of these systems [80, 81]. As
a result, the macromolecules formed during polymerization are entrapped within the
capsules. It has been shown that, by encapsulating appropriate polyelectrolytes, it was
possible to change the pH by about 2 units inside the containers compared with the sur-
rounding medium. This potentially enables the systems to be used as nanoreactors, for
example to carry out acid-catalyzed reactions within the capsules. Moreover, under cer-
tain experimental conditions the polymerization of encapsulated monomers takes
place mainly within the capsule walls. This leads to an interesting way of modifying
the ionic selectivity of the shell, as anionic substances did not translocate the functiona-
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lized walls, while cationic probes did. Therefore, a tunable control of the permeability
was achieved [82].

As they protect sensitive drugs from proteolytic degradation, pH-responsive microparti-
cles have been proposed for the oral delivery of insulin [83]. The insulin-containing par-
ticles retain the substance at low pH in the stomach until they reach a higher pH in
the intestine. This delivery system consists of insulin-containing microparticles of cross-
linked copolymers of poly(methacrylic acid)-graft-poly(ethylene glycol). The pH sensitivity
is due to the reversible formation of interpolymer complexes stabilized by hydrogen bond-
ing between the carboxylic acid protons and the ether groups on the grafted chains. How-
ever, due to electrostatic interactions which maintain the integrity of the layered shell, en-
capsulation and release of some substrates may prove to be limited, as might be the use of
such capsules in high ionic strength media such as the biological milieu.

Block copolymer self-assembly appears to be more suitable in this respect. Recently, the
group of Okano has designed thermoresponsive polymeric micelles consisting of AB
block copolymers of PIPAAm (poly(N-isopropylacrylamide)) blocks and PBMA (poly(butyl
methacrylate)) or PSt (polystyrene) blocks capable of encapsulating the hydrophobic drug,
adriamycin. PIPAAm-PBMA micelles released the drug only above the reversible thermo-
responsive phase transition of PIPAAm [84].

It must be pointed out that this polymer chemistry allows investigations to be made of
the integration of temperature, chemical composition, light-sensitive or targeting moieties
to these systems, which in turn show great potential for use in sensor technology or
diagnostics.

12.4
Nanoparticle Films

One interesting aspect of nanotechnology concerns the formation of nanoparticle layers
on a solid support. In the so-called “bottom up” approach, these thin films are formed
by surface-modified nanoparticles. In this situation, the attractive electrostatic interactions
between charged nanoparticles and functionalized surfaces are frequently exploited [85].
In this context, variations in the pH of a solution can be used to control the degree of
ionization of the particle surfaces, which then allows modulation of the electrostatic
interactions between nanoparticles and the immobilizing surface.

The uniformly sized dendritic macromolecules are considered as particular promising
building blocks for such functionalized surfaces. The large number of end groups at the
periphery of a dendrimer and the relative ease of their tailoring leads to a plethora of path-
ways for surface recognition. The high density of end groups also allows collective pro-
cesses to occur which could be used as amplification cascades leading to a detectable sig-
nal. This may be of value in the development of (bio)sensors [15], nanochip-based release
devices, or gene sequencers. Recently, a biosensor has been developed on the basis of
SCKs that had been surface-functionalized to promote cell binding [86] via conjugation
between the SCK nanoparticles and a biologically active peptide sequence.
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12.5
Biomaterials and Gene Therapy

The field of biomaterials focuses on the design of “intelligent” materials – that is, which
can respond to their surrounding environment to improve their integration and function.
Due to their biocompatibility and responsiveness, the polymer nanoreactors described
above may be viewed as a typical example of such materials. The incorporation and con-
trolled release of polypeptide growth factors that are inherent to biological function regu-
lation (e. g., tissue regeneration) could be envisaged in this respect.

As with drug delivery, nonviral gene delivery utilizes a site approach to either increase
or decrease the expression of a specific gene by using DNA, RNA, oligonucleotides, or
antisense sequences. The design of an optimized vector first requires identification of
the desired therapy pathway – that is, cellular uptake either in vivo or in vitro or directed
to a specific tissue.

Gene therapy currently suffers from a lack of safe and efficient carriers. Genetically en-
gineered viruses have a high efficiency, but suffer from a limited genome size when in-
serting dedicated genes. In addition, safety issues emerging from the virus production it-
self and their potential immunogenicity and mutagenicity have recently led to the devel-
opment of various nonviral systems. One approach which has been widely investigated
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Figure 12.5 Model mechanism of DNA
transfection using active dendrimer-
mediated uptake. (Reproduced from
Ref. [88], with permission.)



is the complexation of DNA with cationic lipids, polycationic polymers, and dendrimers
[87, 88]. However, in vivo (Figure 12.5) these vectors are affected by interactions with en-
vironmental components (e. g., serum proteins) and show only moderate transfection
efficiency. Encapsulation in liposomes subsequent to precondensation reduces serum
inhibition and enhances the transfection efficiency [88]. However, the poor stability of
liposomes in the bloodstream is well known, and therefore polymer vectors which
allow receptor-mediated gene delivery offer greater promise. Gene delivery using dendri-
mers as vehicles, and a comparison with the classic techniques of gene transfer, has been
reviewed by Dennig and Duncan [89].

Both liposomes and biocompatible block copolymer nanocontainers, due to their
limited blood clearance and drainage into the lymphatic system (in case of tissue
injection), enable the genetic material to be protected against the action of endonucleases.
In addition, block copolymer chemistry would allow the preparation of nanocontainers
with the potential to encapsulate large quantities of guest molecules within their central
cavity, and which would also allow crossing of the endothelial barrier. Eventually, block
copolymer chemistry might allow the introduction of a wide variety of moieties, cell
targeting, endocytosis, and nuclear uptake by the utilization of specific targeting.

Moreover, biocompatible and electrically neutral vectors based on amphiphilic block co-
polymers could also be prepared which reduce the repulsion between negatively charged
plasmid DNA and negatively charged cell membranes, thus facilitating cellular uptake.

12.6
Outlook

It must be emphasized that this overview of the current state of the art is not complete,
and that the systems and applications described should be regarded as representative ex-
amples only. The possibility of incorporating additional design criteria (e. g., temperature
sensitivity, targeting moieties, special surface characteristics) makes polymer nanocontai-
ners highly versatile systems which can be optimized with respect to any desired applica-
tion. Of particular interest for future developments is the possibility of incorporating bio-
logical functions into these synthetic structures. In this context, it is interesting to note
that Nature provides many specific, unspecific, or ligand-gated channels (that can also be
genetically modified) and other membrane proteins, which can be reconstituted in the
polymer walls of the containers. Preliminary investigations in our laboratory show that
this provides not only a unique tool to control permeation across the nanocontainer shells,
but also their use as molecular motor-driven nanomachines or as nanometer-sized bat-
teries as power supplies [90]. Moreover, by interconnecting different nanoreactors (e. g.,
containing otherwise incompatible enzymes) it is possible to prepare nanofactory arrays
capable of performing multistep syntheses. These systems may be of major interest as
self-regulating drug delivery devices or as sensors containing an integrated amplification
module for the measured signal.

In general, we believe that the principle of combining the high diversity of polymer
chemistry with the functionality of natural proteins and peptides will have many future
applications in areas such as drug delivery, sensor technology, energy conversion, diagnos-
tics, and catalysis.
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13
Biomolecular Motors Operating in Engineered Environments

Stefan Diez, Jonne H. Helenius, and Jonathon Howard

13.1
Overview

Recent advances in understanding how biomolecular motors work has raised the possibi-
lity that they might find applications as nanomachines. For example, they could be used
as molecule-sized robots that:

� work in molecular factories where small, but intricate structures are made on tiny
assembly lines;

� construct networks of molecular conductors and transistors for use as electrical circuits;
� or that continually patrol inside “adaptive” materials and repair them when necessary.

Thus, biomolecular motors could form the basis of bottom-up approaches for construct-
ing, active structuring and maintenance at the nanometer scale. We will review the cur-
rent status of the operation of biomolecular motors in engineered environments, and dis-
cuss possible strategies aimed at implementing them in nanotechnological applications.
We cite reviews whenever possible for the biochemical and biophysical literature, and
include primary references to the nanotechnological literature.

Biomolecular motors are the active workhorses of cells [1]. They are complexes of two or
more proteins that convert chemical energy – usually in the form of the high-energy phos-
phate bond of ATP – into directed motion. The most familiar motor is the protein myosin
which moves along filaments, formed from the protein actin, to drive the contraction of
muscle. In fact, all cells – not just specialized muscle cells – contain motors that move
cellular components such as proteins, mitochondria, and chromosomes from one part
of the cell to another. These motors include relatives of muscle myosin (that also move
along actin filaments), as well as members of the kinesin and dynein families of proteins.
The latter motors move along another type of filament called the microtubule. The reason
that motors are necessary in cells is that diffusion is too slow to transport molecules effi-
ciently from where they are made (which typically is near the nucleus) to where they are
used (which is often at the periphery of the cell). For example, the passive diffusion of a
small protein to the end of a 1 meter-long neuron would take approximately 1000 years,
yet kinesin moves it in a week. This corresponds to a speed of 1–2 mm s–1, which is typical
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for biomolecular motors [2]. Actin filaments and microtubules form a network of high-
ways within cells, and localized cues are used to target specific cargoes to specific sites
in the cell [3]. By using filaments and motors, cells build highly complex and active struc-
tures on the molecular (nanometer) scale. Little imagination is needed to envisage em-
ploying biomolecular motors to build molecular robots [4].

Biomolecular motors are unusual machines that do what no man-made machines do:
they convert chemical energy to mechanical energy directly rather than via an intermedi-
ate such as heat or electrical energy. This is essential because the confinement of heat, for
example, on the nanometer scale is not possible because of its high diffusivity in aqueous
solutions [2]. As energy converters, biomolecular machines are highly efficient. The chem-
ical energy available from the hydrolysis of ATP is 100 � 10–21 J = 100 pN nm–1 (under
physiological conditions, where the ATP concentration is 1 mM and the concentrations
of the products ADP and phosphate are 0.01 mM and 1 mM, respectively). With this en-
ergy, a kinesin molecule is able to perform an 8-nm step against a load of 6 pN [2]. The
energy efficiency is therefore almost 50 %. For the rotary motor F1F0-ATPase synthase
which uses the electrochemical gradient across mitochondrial and bacterial membranes
to generate ATP, the efficiency is reported to be between 80 and 100 % [5, 6]. This high
efficiency demonstrates that, like other biological systems, the operation of biological
motors has been optimized through evolution.
High efficiency is but one feature that makes biomolecular motors attractive for nanotech-
nological applications. Other features are:

1. They are small and can therefore operate in a highly parallel manner.
2. They are easy to produce and can be modified through genetic engineering.
3. They are extremely cheap. For example, 20 � 109 kinesin motors can be acquired for

1 US cent from commercial suppliers (1 mg = 3.3 � 1015 motors cost $1500; Cytoske-
leton, Inc., Colorado, USA) and the price could be significantly decreased if production
were scaled up.

4. A wide array of biochemical tools have been developed to manipulate these proteins
outside the cell.

This review focuses on two broad categories of molecular motors:

� Linear motors generate force as they move along intracellular filaments. In addition to
myosin and kinesin mentioned above, linear motors also include enzymes that move
along DNA and RNA.

� Rotary motors generate torque via the rotation of a central core within a larger protein
complex. They include ATP synthase, mentioned above, as well as the motor that drives
bacterial motility.

Representatives of both categories have been used to manipulate molecules and nanopar-
ticles. Mechanical and structural properties of relevant filaments are contained in Table
13.1, and those of several associated motors in Table 13.2.

The general set-ups for studying motor proteins outside cells – the so-called motility
assays – are depicted in Figure 13.1. In the gliding assay, the motors are immobilized
on a surface and the filaments glide over the assembly (Figure 13.1A). In the stepping
assay, the filaments are laid out on the surface where they form tracks for the motors
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Table 13.1 Physical attributes of actin filaments, microtubules, DNA, and RNA. The persistence length (Lp) is
related to the flexural rigidity (EI) by: Lp = EI / kT, where k is the Boltzmann constant and T is absolute tem-
perature. Young’s modulus (E) is calculated assuming that the filament is homogenous and isotropic. The repeat
length describes the periodicity along a strand of the filament.

Filament Diameter Strands
per
filament

Repeat
length

Persis-
tence
length

Young�s
modulus

Maximum
length

Motors Reference

Actin
filament

6 nm 2 5.5 nm 10 mm 2 GPa 100 mm Myosin 77

Micro-
tubule

25 nm 13 8 nm 5 mm 2 GPa 10 cm Kinesin,
Dynein

78

DNA 2 nm 2 0.34 nm 50 nm 1 GPa 100 mm RNA
polymerase,
DNA helicase,
topoisomerase

79

RNA 2 nm 2 0.34 nm 75 nm 1.5 GPa 30 mm Ribosome 80

Table 13.2 Values characterizing the operation of several important biomolecular motors. The filaments along
which the linear motors operate are indicated in Table 13.1. The sizes refer to the motor domains. Dynamic
parameters were determined by in-vitro experiments at high ATP concentration.

Motor Filament Size*

[nm]

Step size

[nm]

Maximum
speed
[nm s–1]

Maximum
force
[pN]

Effi-
ciency
[ %]

Refe-
rence(s)

Myosin II Actin 16 5 30000 10 pN 50 2, 81

Myosin V Actin 24 36 300 1.5 pN 50 82

Conventional
kinesin

Microtubule 6 8 800 6 pN 50 2, 83

Dynein Microtubule 24 6400 6 pN 84, 85

T7 DNA poly-
merase (exonu-
clease activity)

DNA 0.34 	100 bps 34 pN NA 86

RNA poly-
merase

DNA 15 0.34 5 25 pN NA 87, 88

Topoisomerase DNA up to 43
nm/turn

– NA 89, 90

Bacteriophage
portal motor

DNA 0.34 100 bps 57 pN 91

Type IV pilus
retraction motor

pilus 1000 110 pN 92, 93

F1-ATPase NA 8 � 14 120� 8 rps 100 pN nm 80 6

Flagellar motor NA 45 300 rps 550 pN nm 94

NA, not applicable.
* The sizes refer to the motor domains.
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Figure 13.1 Biomolecular motor systems currently applicable for nanotechnological developments.
(A) Linear transport of filaments by surface bound motor molecules (gliding assay). (B) Linear movement
of motor proteins along filaments (stepping assay). (C) Rotation generated by a rotary motor.



to move along (Figure 13.1B). In both assays, movement is observed under the light mi-
croscope using fluorescence markers or high-contrast techniques. Variations on these as-
says have been used to reconstitute linear motility on the four types of filaments – actin
filaments, microtubules, DNA, and RNA.

The gliding motility assay has provided detailed data on the directionality, speed, and
force generation of purified molecular motors [2, 7]. However, for use in nanotechnologi-
cal applications, the movement of gliding filaments must be controllable in space and
time. For example, a simple application would be to employ a moving filament to pick
up cargo at point A, move it along a user-defined path to point B, and then release it.

A number of methods for the spatial and temporal control of filament movement have
been developed. Spatial control has been achieved using topographical features [8–11],
chemical surface modifications [10, 12–14], and a combination of both [15–18]. Electrical
fields [19–21] and hydrodynamic flow [22, 23] have also been used to direct the motion of
gliding filaments. An example from our laboratory of gliding microtubules that are guided
by channels is shown in Figure 13.2. Temporal control has been achieved by manipulating
the ATP concentration [9, 24].

In addition to these basic techniques for controlling motion, some simple applications
of the gliding assay have been demonstrated. These include the transport of streptavidin-

18913.1 Overview

Figure 13.2 (A) Directed movement of gliding mi-
crotubules along microstructured polyurethane
channels on the surface of a coverslip. The initial
positions of the microtubules are shown in orange,
while the paths they traveled over the subsequent
12 s are shown in green. (B) Scanning electron
microscopy image of the polyurethane channels.
The channels are a replica mold of a Si-master

(channel width 500 nm, periodicity 1000 nm, depth
300 nm) produced using a poly(dimethylsiloxane)
(PDMS) stamp as an intermediate. Note, that the
ridges have been “undercut”. This probably aids the
guiding of the microtubules in the channels.
(Silicon master provided by T. Pompe, Institute
of Polymer Research, Dresden, Germany.)



coated beads [9], the transport and stretching of individual DNA molecules [25], the mea-
surement of forces in the pN range [26], and the imaging of surfaces [27].

The stepping assay opens up additional possibilities. Initially, micrometer-sized beads
were coated with motor proteins and visualized as they moved along filaments. The move-
ment of beads can be tracked with nanometer precision to determine the speed and step
size [2], and the use of optical tweezers allows forces to be measured [28]. In addition to
beads, 10 mm-diameter glass particles [29] and Si-microchips [30] have been transported
and membrane tubes have been pulled [32a] along filaments. In another variation,
high-sensitivity fluorescence microscopy is used to visualize individual motor molecules
as they step along filaments [31, 32]. An example from our laboratory of a single kinesin
motor fused to the green fluorescent protein moving along a microtubule is shown in
Figure 13.3, see p. 192. Despite the power of single-molecule techniques, they have yet
to be exploited for nanotechnological applications.

Rotary motors can be studied in vitro by fixing the stator to a surface and following the
movement of the rotor (see Figure 13.1C). Rotation can be visualized under the light mi-
croscope by attaching a fluorescent label or a microscopic marker to the rotor. Both tech-
niques have been used to investigate the stepwise rotation generated by F1-ATPase, which
is a component of the F1F0-ATP synthesis machinery [5, 33]. Individual motors have been
integrated into nanoengineered environments by arraying them on a nanostructured
surface and using them to rotate fluorescent microspheres [34] or to drive Ni-nanopro-
pellers [6].

13.2
Methods

There are many challenges in applying biomolecular motors to nanotechnology. Motility
must be robust, it must be controlled both spatially and temporally, and the motors must
be hitched to and unhitched from their cargoes. This section summarizes key techniques
towards these ends.

13.2.1
General Conditions for Motility Assays

Motility assays are performed in aqueous solutions that must fulfill a number of require-
ments. We will illustrate these requirements with the kinesin/microtubule system.
Kinesin uses ATP as its fuel; the maximum speed is reached at �0.5 mM, approximately
equal to the cellular concentration. Other nucleotides such as GTP, TTP, and CTP
can substitute for ATP, but the speed is lower [35]. Motility also requires divalent cations,
with magnesium preferred over calcium, and strontium and barium unable to sub-
stitute [36]. Optimal motility, assessed by gliding speed, occurs over a range of pH,
between 6 and 9 [35, 37], and over a range of ionic strengths, between 50 mM and
300 mM [37]. The speed increases with temperature, doubling for each 10 �C between
5 �C and 50 �C [24, 38]; motility fails at higher temperatures. The force is independent
of temperature between 15 �C and 35 �C [39]. When assays are performed in the
middle of these ranges, motility is robust and only a small drop in the mean velocities
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is seen after 3 hours [24, 37]. If fluorescent markers are used, then an oxygen-scav-
enging enzyme system must be present in order to prevent photodamage. Many experi-
mental details, including a discussion of the densities of the motors, can be found in
Ref. [7].

13.2.2
Temporal Control

Motors can be reversibly switched off and on by regulating the concentration of fuel, or by
adding and removing inhibitors. The ATP concentration can be rapidly altered by flowing
in a new solution. In such a set-up, the kinesin-dependent movement of microtubules can
be stopped within 1 s and restarted within 10 s (unpublished data from our laboratory).
Similarly, inhibitors such as AMP-PNP (a non-hydrolyzable analogue of ATP [40]), adocia-
sulfate-2 (a small molecule isolated from sponge [41]) and monastrol [42] can be perfused
to stop motility.

An alternative method to control energy supply is to use photoactivatable ATP. In this
method, a flash of UV light is used to release ATP from a derivatized, nonfunctional pre-
cursor; an ATP-consuming enzyme is also present to return the ATP concentration to low
levels following release. Using such a system, microtubule movement has been repeatedly
started and stopped [9], though the start-up and slow-down times were slow, on the order
of minutes. The advantage of this method is that the solution in the flow cell does not
have to be exchanged.

Fortuitously, many proteins possess natural regulatory mechanisms and, once under-
stood, these might offer additional means to regulate the motors in vitro. Examples in-
clude the regulation of myosins by phosphorylation and calcium/calmodulin [43] and
the inhibition of kinesin by its cargo-binding “tail” domain [44]. Because such natural con-
trols might not always be applicable in a synthetic environment, there is strong interest in
the development of artificial control mechanisms for motor proteins. Towards this end,
metal-ion binding sites have been genetically engineered into the F1-ATPase motor. The
binding of ions at the engineered site immobilizes the moving parts of the motor, thus
inhibiting its rotation [45]. ATP-driven rotation can be restored by the addition of metal
ion chelators. Clever genetic engineering of motors could provide temporal control me-
chanisms that may be switched by temperature, light, electrical fields, or buffer composi-
tion.

13.2.3
Spatial Control

In order to control the path along which filaments glide – a process that we call “guiding”
– it is necessary to restrict the location of active motors to specific regions of a surface.
This can be done by coating a glass or silicon surface with resist polymers such as
PMMA, SU-8, or SAL601 and using UV, electron beam or soft lithography to remove re-
sist from defined regions [12–19]. The motor-containing solution is then perfused across
the surface. By choosing appropriate properties of this solution [e. g., the concentration of
motors, salts, other blocking proteins such as casein and bovine serum albumin (BSA),
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and detergents such as Triton X-100], motility can be restricted to either the unexposed,
resist surface or to the exposed, underlying substrate. For example, it has been found
that myosin motility is primarily restricted to the more hydrophobic resist surfaces
while kinesin motility is primarily restricted to the more hydrophilic non-resist surfaces.
However, the detailed interactions of the motors with these surfaces are not well under-
stood. One limitation of this approach to binding proteins to surfaces is that the motors
tend to bind everywhere, so it is difficult to attain good contrast. A proven method to pre-
vent motor binding is to coat a surface with polyethylene oxide (PEO) [10, 46]. Techniques
to bind motors and filaments via affinity tags to surfaces are summarized in section
13.2.4.

While chemical patterning can restrict movement of filaments to areas with a high den-
sity of active motors, walking off the trails is not prevented. This was demonstrated by
Hess et al. [10], who showed that microtubules move straight across a boundary between
high motor density (non-PEO) and low motor density (PEO), where they dissociate from
the surface. The problem with a purely chemical pattern is that if a rigid filament is pro-
pelled by several motors along its length, there is nothing to stop the motors at the rear
from pushing the filament across a boundary into an area of low motor density.

The behavior of microtubules colliding with the walls of channels imprinted in polyur-
ethane has been studied by Clemmens et al. [11]. They found that the probability of a fila-
ment being guided by the walls decreased as the approach angle increased. At high inci-
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Figure 13.3 Movement of a single ki-
nesin molecule (labeled with the green
fluorescent protein) along a microtu-
bule (red). Micrographs were acquired
at the indicated times using total-in-
ternal-reflection fluorescence micro-
scopy.



dent angles, guiding was not observed and instead the microtubules climbed the walls.
Combining chemical and topographic features – as occurs in the lithographic studies de-
scribed above – leads to more efficient guiding. For example, in the study of Moorjani
et al. [18], filaments remained at the bottom of the channels formed in the SU-8 even
when they collided with the walls at angles above 80 º. When the leading end of the mi-
crotubule hits the wall, the motors at the rear force the microtubule to bend into the
region of high motor density, and in this way the motion is guided by the boundary
(see Figure 13.4, unpublished results from our laboratory).

While it is possible to use chemical and topographical patterning to guide filaments –
that is, to restrict their movement to particular paths – it is more difficult to control the
direction of movement along the path. The difficulty arises because the orientation in
which motors bind to a uniform surface is not controlled. Some motors will be oriented
so that they propel filaments in one direction along the path, whereas others will propel
filaments in the opposite direction. The reason that motors do not counteract each other is
that filaments are polar structures: the orientation of the proteins that form up the fila-
ments is maintained all along the length of the filament (see Figure 13.1). Because the
motors bind stereospecifically to the filament, they will exert force in only one direction.
Thus, the orientation of the filament determines its direction of motion; one end always
leads.

19313.2 Methods

Figure 13.4 Sequence of fluorescent images show-
ing the kinesin-driven, unidirectional movement
of a rhodamine-labeled microtubule (red) along a
chemically and topographically structured Si-chip.
The bottom of the channels (green), the depths of

which are 300 nm, is coated with kinesin. The sur-
rounding regions are blocked by polyethylene glycol.
(Research in collaboration with R. M. M. Smeets,
M. G. L. van den Heuvel, and C. Dekker, Delft
University of Technology, The Netherlands.)



The direction of filament gliding can be controlled by the application of external forces.
Actin filaments and microtubules both possess negative net charges and, consequently, in
the presence of a uniform electric field, will experience a force directed towards the posi-
tive electrode. It is possible to apply high enough electric fields to steer motor-driven fila-
ments in a specified direction [19, 21]. Because the refractive index of protein differs from
that of water, filaments become electrically polarized in the presence of an electric field,
and consequently in a nonuniform field they move in the direction of highest field
strength. This so-called dielectrophoretic force has been used to direct the gliding of
actin filaments on a myosin-coated substrate [20]. It is even possible to manipulate a
microtubule using optical gradients produced by focusing a laser beam (i. e., an optical
tweezers) [47]. Directional control of microtubule gliding has also been achieved using
hydrodynamic flow fields [23, 29].

An alternative approach to directionality relies on more sophisticated guiding concepts.
For example, unidirectional movement of filaments can be achieved if guiding geometries
based on arrow and ratchet structures are employed [10, 15]. An example of the unidirec-
tional movement of a microtubule on a topographically and chemically structured silicon
chip is depicted in Figure 13.4.

To control the direction of motion in stepping assays, the orientation of the filaments on
the surface must be controlled. Towards this end, the generation of isopolar filament ar-
rays has been achieved by binding specific filament ends to a surface, and using hydro-
dynamic flow to align the filaments along the surface to which they are subsequently ad-
hered to [30, 48–50]. Alternatively, moving filaments can be aligned in a particular orien-
tation by a flow field prior to fixation by glutaraldehyde [23, 29], which has been shown not
to interfere with kinesin motility [51]. Fluid flow has also been used to align microtubules
binding to patterned silane surfaces, though the orientation of the microtubules was not
controlled [52].

13.2.4
Connecting to Cargoes and Surfaces

Cargoes can be attached to filaments using several different approaches. The prospective
cargo can be coated with an antibody to the filament [53] or to a filament-binding protein
such as gelsolin [54]. A clever refinement of this technique is genetically to fuse gelsolin
with a cargo protein, thereby generating a dual-functional protein [55]. Alternatively, the
cargo can be coated with streptavidin which binds to filaments that have been derivatized
with biotin [56]. There are many other possibilities which have not yet been realized.

Analogous methods can be used to couple motors to surfaces. For example, the motor
can be fused with the bacterial biotin-binding protein [57] and in this way bound to strep-
tavidin-coated cargoes or surfaces. There any many peptide tags that can be fused to pro-
teins to aid their purification [58, 59]. These tags can be used to couple these proteins to
surfaces coated with the complementary ligand. A popular tag is the hexahistidine tag
which binds Ni2+ and other metals that are chelated to nitriloamines (NTA). A nice ap-
proach is to couple the NTA to the terminal ethyleneoxides of triblock copolymers contain-
ing PEO. In principle, this provides specific binding of a his-tagged motor (or another pro-
tein) to a surface while the PEO groups block nonspecific binding [46, 60].
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Controlled unloading of cargo has not been demonstrated, but ought to be feasible. For
example, there are biotins that can be irreversibly cleaved by light and reversibly cleaved
by reducing agents, and the histidine-Ni2+–NTA connection can be broken by sequestering
the Ni2+ with EDTA.

13.3
Outlook

Although the first steps have been made towards the operation of biomolecular motors in
engineered environments, many advances are necessary before these motors can be used
in nanotechnological applications such as working in molecular factories and building
circuits.

An immediate task is to improve the spatial and temporal control over the motors. By
combining improved surface techniques with the application of external electric, mag-
netic, and/or optical fields it should be possible, in the near future, to stretch and collide
single molecules, to control cargo loading and unloading, and to sort and pool molecules.

Another goal is to control the position and orientation of motors with molecular preci-
sion. This means placing motors with an accuracy of �10 nm on a surface and controlling
their orientation within a few degrees. In this way both the location and the direction of
motion of filaments can be controlled. One approach to molecular patterning is to
“decorate” filaments with stereospecifically bound motors. Once aligned along the fila-
ment matrix, the motors can be transferred to another surface. This approach was
taken by Spudich et al. [48, 61] and should be followed up. A further development of
this idea is to directly produce (perhaps by stamping a mold made with a filament) sur-
faces that have structures functionally similar to motor-binding sites. An alternative
approach is to use dip-pen lithography or other AFM techniques [62] to directly pattern
motors on surfaces.

The robustness of motors must be increased. Motors operate only in aqueous solutions
and under a restricted range of solute concentrations and temperatures. While it is incon-
ceivable that protein-based motors could operate in a nonaqueous environment, two ap-
proaches to increasing their robustness can be envisaged. First, motors could be purified
from thermophilic or halophilic bacteria, some of which grow at temperatures up to
112 �C and salinities above 5 M. There are also extreme eukaryotes that grow at up to
62 �C or 5 M NaCl. This approach has already been taken for ATP synthase [63], but
not with linear motors because no obvious homologues of myosins or kinesins have
been found in bacteria. Second, a genetic screening approach might reveal mutations
that allow motors to operate in less restrictive or different conditions. A longer-term
goal is to use the design principles learnt from the study of biomolecular motors to
build purely artificial nanomotors that can operate in air or vacuum. This is a daunting
prospect however, and it is not even clear what fuel(s) might be used. A potential way for-
ward is to use chemical energy from a surface: for example, it was demonstrated that tin
particles slide across copper surfaces driven by the formation of bronze alloy [64], this
being analogous to paraffin-driven toy boats.

Besides the motor systems discussed so far, other biomechanical assemblies are good
candidates for nanotechnological applications. In addition to providing paths along
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which motors move, active biological filaments on their own might find use in nanotech-
nological applications. The pushing and pulling forces generated by the polymerization
and depolymerization of actin filaments and microtubules provide an alternative method
of moving molecules [2, 65]. This ability is of particular interest because bacteria possess
actin- [66] and microtubule-like [67] filaments and, as mentioned above, the proteins of
extremophilic bacteria function in extreme environmental conditions. Filaments and mo-
tors can also self-organize under certain conditions [68–71]. On a side note, the flagellar
filament in conjunction with the flagellar motors allow the bacteria to move in three-
dimensional liquid space [72].

In addition to the motors that we have described so far, cells contain numerous biomo-
lecular machines that can also be thought of as motors (for example, see Ref. [3]). These
machines use chemical energy to replicate DNA (DNA polymerases) and process it (re-
combinases, topoisomerases and endonucleases), to produce RNA (RNA polymerases)
and splice it (spliceosomes), to make proteins (ribosomes) and fold them (chaperones)
and move them across membranes (translocases), and finally destroy them (proteasomes).
The energy is provided by another group of machines that generate the electrochemical
gradients (electron transport system, bacteriorhodopsin) used by the F1F0-ATP synthase
to make ATP or by flagellar motors to propel bacteria. All these machines are candidates
for nanotechnological applications, and a recent report of the use of chaperones to main-
tain nanoparticles in solution [73] is a step in this general direction.

We finish up by pointing out that the high order and nanometer-scale periodicity of
DNA, actin filaments and microtubules make them ideal scaffolds on which to erect
three-dimensional nanostructures. While these features have been exploited to make
DNA-based structures [74] (see chapter 20), the use of DNA motors to address specific
sites (based on nucleotide sequence) has not, to our knowledge, been realized. Some
years ago it was proposed that the regular lattice of microtubules might serve as substrates
for molecular computing and information storage [75, 76]. While these ideas seem crazy
in the context of the living organism, they may be realizable for biomolecular motors
operating in engineered environments. At the moment, anything is possible!
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14
Nanoparticle–Biomaterial Hybrid Systems
for Bioelectronic Devices and Circuitry

Eugenii Katz and Itamar Willner

14.1
Introduction

The unique electronic [1, 2], optical [3–6], and catalytic [7–9] properties of metal and semi-
conductor nanoparticles (1–200 nm) pave the way to new generations of devices [10–14]
and materials [15–17] that exhibit novel properties and functions. A variety of synthetic
methods for the preparation of metal or semiconductor nanoparticles and their stabiliza-
tion by functional monolayers [18–23], thin films, or polymers [24–26] are available. The
functionalized metal or semiconductor nanoparticles provide exciting building blocks for
the emerging and rapidly progressing field of nanotechnology.

The chemical functionalities associated with nanoparticles enable the assembly of two-
and three-dimensional nanoparticle architectures on surfaces [27–30]. Composite layered
or aggregated structures of molecular or macromolecular crosslinked nanoparticles on
surfaces have been prepared, and the nanostructures assembled on surfaces were applied
for the specific sensing of substrates [31–34], the generation of tunable electrochemilumi-
nescence [35] and enhanced laser systems [36], and the tailoring of tunable enhanced
photoelectrochemical systems [37]. The assembly of nanoparticle architectures on surfaces
has also led to the fabrication of nanoscale devices such as single electron transistors
[38–40], nanoparticle-based molecular switches [41], computing devices [42], metal-insu-
lator-nanoparticle-insulator-metal (MINIM) capacitors [43], receptor–nanoparticle ISFET
devices [44], and others. Several reviews have addressed the synthesis, properties, and
functions of nanoparticles [44–48] and the progress in the integration of composite
nanoparticle systems on surfaces and their use as functional devices [48–50].

The conjugation of nanoparticles with biomaterials is a tempting research project as it
may provide new dimensions into the area of nanobiotechnology [51]. Bioelectronics is a
rapidly progressing research field in modern science [52, 53]. It involves the integration of
biomaterials such as enzymes [54–57], antigen–antibodies [58–60], DNA [61–63], neurons
[64] or cells [65] with electronic elements such as electrodes, field-effect-transistors, or
piezoelectric crystals with the aim to transduce biological events occurring on these ele-
ments by electronic signals or, alternatively, activate the biomaterial function by electronic
stimuli. Different applications of such bioelectronic systems have been suggested includ-
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ing the development of biosensors [66, 67], biofuel cell elements [68–71] or artificial or-
gans [72]. The discovery of nanoparticles or nano-rods and the elucidation of their unique
optical, photonic, and electronic properties suggests that the coupling of biomaterials and
the nanoparticles (or nano-rods) into hybrid systems could yield new materials and add
new perspectives to the field of bioelectronics. Evolution has optimized fascinating macro-
molecular structures exhibiting unique recognition, transport, catalytic, and replication
properties. Thus, the generation of hybrid systems between man-made nanoparticles
and biomaterials may lead to a new generation of materials where electronic and photonic
signals read-out biological phenomena or electronic, and photonic stimuli activate biolo-
gical functionalities.

Enzymes, antigens and antibodies, nucleic acids and receptors have dimensions in the
range of 2 to 100 nm. These dimensions are comparable to those of nanoparticles, and
thus the synthetic nanostructures and the biomaterial units exhibit structural compatibil-
ity. Several features of biomaterials seem to be attractive for their future applications as
building blocks for nanoparticle architectures:

1. Biomaterials reveal specific and strong complementary recognition interactions, for
example, antigen–antibody, nucleic acid–DNA or hormone–receptor interactions.
The functionalization of similar nanoparticles or different nanoparticles with comple-
mentary biomaterials could thus lead to nanoparticle aggregation or self-assembly. The
unique interparticle electronic coupling, such as interparticle plasmon coupling of Au-
nanoparticles may then provide photonic transduction of biological recognition pro-
cesses [73, 74].

2. Various biomaterials include several binding sites, for example, the two Fab-chains
of antibodies, the four binding domains of avidin or concanavalin A. This allows the
multidirectional growth of nanoparticle architectures in predesigned geometries
[75, 76].

3. Proteins may be genetically engineered and modified with specific anchoring groups
[77]. This facilitates the specific binding of proteins to nanoparticles and the formation
of defined and aligned structures of the nanoparticle–protein conjugates. As a result,
directional growth of nanoparticle structures can be dictated. Furthermore, other bio-
materials such as double-stranded DNA may be synthesized in the form of complex
rigidified structures, and these may act as templates for the formation of nanoparticle
patterns. For example, the association of nanoparticles to double-stranded DNA by in-
tercalation, electrostatic binding to phosphate units or by the covalent binding of the
nanoparticle to chemical functionalities tethered to the DNA, may lead to the forma-
tion of predesigned nanoparticle structures [78, 79].

4. Enzymes provide catalytic tools for the manipulation of biomaterials [80]. For example,
ligase stimulates the ligation of nucleic acids, endonucleases lead to the scission of nu-
cleic acids, and telomerase effects the elongation of DNA with constant telomer repeat
units. Such enzymes provide effective tools for controlling the shape and structure of
biomaterial hybrid systems.

It is the aim of this chapter to summarize recent advances in the organization of func-
tional nanoparticle–biomaterial hybrid systems. Specifically, we discuss the use of bio-
material–nanoparticle hybrid systems in bioelectronics. The assembly of electronic, elec-
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trochemical, and photoelectrochemical sensor devices based on nanoparticle–biomaterial
systems are presented, and the possibility of using nanoparticle–biomaterial hybrids for
electronic circuitry are discussed.

14.2
Biomaterial–Nanoparticle Systems for Bioelectronic and Biosensing Applications

Metal nanoparticles such as gold or silver nanoparticles exhibit plasmon absorbance
bands in the visible spectral region that are controlled by the size of the respective parti-
cles. Numerous studies reported on the labeling of bioassays and the staining of biological
tissues by metal particles as a means to image and visualize biological processes [81]. The
spectral shifts originating from adjacent or aggregated metal nanoparticles (e. g., Au-nano-
particles [82]) find increasing interest in the development of optical biosensors based on
biomaterial–nanoparticle hybrid systems. For example, by applying two kinds of nucleic
acid-functionalized nanoparticles that are complementary to two segments of an analyzed
DNA, the hybridization of the nanoparticles with the analyzed DNA leads to aggregation
of the nanoparticle and to the detection of a red-shifted interparticle plasmon absorbance
of the nanoparticle aggregate [73]. An alternative approach reported for the optical detec-
tion of biorecognition processes involved the use of metallic nanoparticles as local quench-
ers of the fluorescence of dyes [83]. For example, in a beacon DNA terminated at its ends
with a Au-nanoparticle and a dye, respectively, intramolecular quenching of the dye fluor-
escence persists. Opening of the DNA molecular beacon by hybridization with an analyte
DNA regenerates the dye fluorescence because of the spatial separation of the nanoparti-
cle and dye units [84]. Similarly, semiconductor nanoparticles exhibit size-dependent tun-
able fluorescence. The high fluorescence quantum yields of semiconductor nanoparticles,
their photostability and their tunable fluorescence bands evoked substantial research ef-
fort for using the semiconductor nanoparticles as fluorescence labels for biorecognition
processes. The extensive use of metal and semiconductor nanoparticles in biosensing sug-
gests that the unique catalytic or photoelectrochemical properties of the nanoparticles
could be used to develop electronic biosensors. For example, the catalytic electroless
deposition of metals on nanoparticle-hybrid labels could be used to generate conductive
domains and surfaces, and the conductivity properties of the systems may then transduce
the biosensing processes [84]. The following sections address recent advances in the ap-
plication of nanoparticle–biomaterial conjugates as active components in bioelectronic
and biosensing systems.

14.2.1
Bioelectronic Systems Based on Nanopaticle–Enzyme Hybrids

Electrical contacting of redox-enzymes with electrodes is a key process in the tailoring of
enzyme-electrodes for bioelectronic applications such as biosensors [53, 66, 67, 85–88] or
biofuel cell elements [68–71]. While redox-enzymes usually lack direct electrical commu-
nication with electrodes, the application of diffusional electron mediators [89], the tether-
ing of redox-relay groups to the protein [55, 90–93], or the immobilization of the enzymes
in redox-active polymers [94, 95] were applied to establish electrical communication be-
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tween the redox-proteins and the electrodes. Nonetheless, relatively inefficient electrical
contacting of the enzymes with the electrode is achieved due to the nonoptimal modifica-
tion of the enzymes by the redox units [96], or the lack of appropriate alignment of the
enzymes in respect to the electrode. Very efficient electrical communication between
redox-proteins and electrodes was achieved by the reconstitution of apo-enzymes on
relay-cofactor monolayers associated with electrodes [56, 97–101]. For example, apo-glu-
cose oxidase was reconstituted on a relay-FAD monolayer [56, 97, 98], and apo-glucose de-
hydrogenase was reconstituted on a pyrroloquinoline quinone (PQQ)-modified polyani-
line film associated with an electrode [101]. Effective electrical communication between
the redox-centers of the biocatalysts and the different electrodes was observed and re-
flected by high turnover electron transfer rates from the redox-sites to the electrode.
The effective electrical contacting of these redox enzymes was attributed to the alignment
of the proteins on the electrodes and to optimal positioning of the intermediary electron-
relay units between the enzyme redox centers and the electrode.

A few biocatalytic electrodes have been prepared for biosensor applications by co-deposi-
tion of redox-enzymes and Au-nanoparticles on electrode supports [102–104]. The bioca-
talytic electrodes were reported to operate without electron transfer mediators, but the ran-
dom and nonoptimized positioning of the redox proteins on the conductive nanoparticles
did not allow the efficient electron transfer between the enzyme active sites and the elec-
trode support. Highly efficient electrical contacting of the redox-enzyme glucose oxidase
through a single Au-nanoparticle was accomplished by the reconstitution of the apo-fla-
voenzyme, apo-glucose oxidase, (apo-GOx) with a 1.4 nm Au55-nanoparticle functionalized
with N6-(2-aminoethyl)-flavin adenine dinucleotide (FAD cofactor amino-derivative) 1.
The conjugate produced was assembled on a thiolated monolayer using different dithiols
2–4 as linkers (Figure 14.1A) [105]. Alternatively, the FAD-functionalized Au-nanoparticle
could be assembled on a thiolated monolayer associated with an electrode, with apo-GOx
subsequently reconstituted on the functional nanoparticles (Figure 14.1B). The enzyme-
electrodes prepared by these two routes reveal similar protein surface coverages of ca. 1
� 10–12 mol cm–2. The nanoparticle-reconstituted glucose oxidase layer was found to be
electrically contacted with the electrode without any additional mediators, and the enzyme
assembly stimulates the bioelectrocatalyzed oxidation of glucose (Figure 14.1C). The re-
sulting nanoparticle-reconstituted enzyme electrodes revealed unprecedented efficient
electrical communication with the electrode (electron transfer turnover rate ca. 5000 s–1).
This electrical contacting makes the enzyme-electrode insensitive to oxygen or to common
oxidizable interferants such as ascorbic acid. The electron transfer from the enzyme active
center through the Au-nanoparticle is rate-limited by the structure of the dithiol molecular
linker that bridges the particle to the electrode. The conjugated benzene dithiol 4 was
found as the most efficient electron transporter unit among the linkers 2–4. The future
application of effective molecular wires such as oligophenylacetylene units could further
improve the electrical contacting efficiency.

While the previous system employed the metal nanoparticle as a nanoelectrode that
communicates electronically the enzyme redox-site with the macroscopic electrode, one
may use enzyme–nanoparticle hybrid systems where the product generated by the bioca-
talytic process activates the functions of the nanoparticle. This has recently been demon-
strated by tailoring an acetylcholine esterase (AChE)-CdS nanoparticle hybrid monolayer
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on a Au-electrode, and the activation of the photoelectrochemical functions of the nano-
particles by the biocatalytic process [106]. The CdS–AChE hybrid interface was assembled
on the Au-electrode by the stepwise coupling of cystamine-functionalized CdS to the elec-
trode, and the secondary covalent linkage of the enzyme AChE to the particles (Figure
14.2A). In the presence of acetylthiocholine 5 as a substrate, the enzyme catalyzes the hy-
drolysis of 5 to thiocholine 6 and acetate. Photoexcitation of the CdS semiconductor yields
the electron-hole pair in the conduction-band and the valence-band, respectively. The
enzyme-generated thiocholine 6 acts as an electron donor for valence-band holes.
The scavenging of the valence-band holes results in the accumulation of the electrons
in the conduction-band and their transfer to the electrode with the generation of a photo-
current (Figure 14.2B). The addition of enzyme inhibitors such as 1,5-bis(4-allyldimethyl-
ammoniumphenyl)pentane-3-one dibromide 7 blocks the biocatalytic functions of
the enzyme and, as a result, inhibits the photocurrent formation in the system
(Figure 14.2C). Thus, the hybrid CdS–AChE system provides a functional interface for
sensing of the AChE inhibitors (e. g., chemical warfare) by means of photocurrent mea-
surements.

A similar system composed of photoactivated CdS nanoparticles and co-immobilized
formaldehyde dehydrogenase that utilizes formaldehyde as an electron donor has been re-
ported [107]. In this hybrid system the direct electron transfer from the enzyme active cen-
ter to the CdS photogenerated holes was achieved and the steady-state photocurrent signal
in the system was reported to be directly related to the substrate concentration.
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Figure 14.1 Electrical “wiring” of glu-
cose oxidase (GOx) by the apo-enzyme
reconstitution with a Au-nanoparticle-
functionalized with a single FAD co-
factor unit. (A) Reconstitution process
performed in a solution followed by the
assembly adsorption onto a dithiol-
modified Au electrode. (B) Au-FAD
conjugate adsorption onto a dithiol-
modified Au electrode followed by the
reconstitution of the apo-GOx at the
interface. (C) Calibration plot of the
electrocatalytic current developed by
the reconstituted GOx electrode in the
presence of different concentrations of
glucose.



14.2.2
Bioelectronic Systems for Sensing of Biorecognition Events Based on Nanoparticles

The unique optical [3–6], photophysical [48], electronic [1, 2], and catalytic [7–9] properties
of metal and semiconductor nanoparticles turn them into ideal labels for biorecognition
and biosensing processes. For example, the unique plasmon absorbance features of Au-
nanoparticles, and specifically the interparticle-coupled plasmon absorbance of conjugated
particles, have been widely used for DNA [108] and antibody–antigen [109–111] analyses.
Similarly, the tunable fluorescence properties of semiconductor nanoparticles were used
for the photonic detection of biorecognition processes [112].

Metal and semiconductor nanoparticles coupled to biomaterials generate solubilized en-
tities. Nonetheless, even nanoscale particulate clustered systems include many atoms/mo-
lecules in the clusters. The solubility of the nanoparticle–biomaterial structures allows the
application of washing procedures on surfaces that include a sensing interface, and thus
nonspecific adsorption processes are eliminated. On the other hand, the specific capturing
of biomaterial–nanoparticles on the respective sensing interfaces allows the secondary dis-
solution of the captured nanoparticles, and thus enables the amplified detection of the
respective analyte by the release of many ions/molecules as a result of a single recognition
event.
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Figure 14.2 (A) Assembly of the
CdS-nanoparticle/acetylcholin esterase
(AChE) hybrid system used for the
photoelectrochemical detection of the
enzyme activity. (B) Photocurrent action
spectra observed in the presence of
acetylthiocholine 5: (a) 0 mM;
(b) 6 mM; (c) 10 mM; (d) 12 mM;
(e) 16 mM; (f) 30 mM. Inset: Calibra-
tion curve corresponding to the photo-
current at l = 380 nm at variable con-
centrations of 5. Spectra were recorded
in 0.1 M phosphate buffer, pH = 8.1,
under argon. (C) Photocurrent spectra
corresponding to the CdS/AChE system
in the presence of 5 (10 mM):
(a) without the inhibitor; (b) upon ad-
dition of 7, 1 � 10–6 M; and (c) after
rinsing the system and exclusion of the
inhibitor.



For example, an electrochemical method was employed for the Au-nanoparticle-based
quantitative detection of the 406-base human cytomegalovirus DNA sequence (HCMV
DNA) [113]. The HCMV DNA was immobilized on a microwell surface and hybridized
with the complementary oligonucleotide-modified Au-nanoparticle. The resulting sur-
face-immobilized Au-nanoparticle double-stranded assembly was treated with HBr/Br2,
resulting in the oxidative dissolution of the gold particles. The solubilized Au3+-ions
were then electrochemically reduced and accumulated on the electrode and subsequently
determined by anodic stripping voltammetry using a sandwich-type screen-printed micro-
band electrode (SPMBE). The combination of the sensitive detection of Au3+-ions at the
SPMBE due to nonlinear mass transport of the ions, and the release of a large number
of Au3+-ions upon the dissolution of the particle associated with a single recognition
event provides an amplification path that enables the detection of the HCMV DNA at a
concentration of 5 � 10–12 M.

Biomaterial-functionalized magnetic particles (e. g., Fe3O4) have been extensively ap-
plied in a broad variety of bioelectronic applications [114]. For example, the electronic de-
tection of DNA utilized magnetic particles for the separation and concentration of the tar-
get DNA [115]. Avidin-modified magnetic particles were functionalized with a biotinylated
DNA probe, and the hybridized target DNA was separated from the analyzed sample by
means of an external magnet. Release of the hybrid DNA under basic conditions, followed
by the chronopotentiometric stripping of the released guanine residue, enabled quantita-
tive analysis of the target DNA. The sequence specific to the breast cancer gene BRCA1
was analyzed using this method, with the reversible magnetically controlled oxidation
of DNA being accomplished in the presence of nucleic acid-modified magnetic particles
[116]. Avidin-modified magnetic particles were functionalized with the biotinylated
probe nucleic acid, and subsequently hybridized with the complementary DNA. Two car-
bon-paste electrodes were patterned on a surface and applied as working electrodes. Spa-
tial deposition of the functionalized magnetic particles on the right (R) or left (L) electrode
enabled the magneto-controlled oxidation of the DNA by chronopotentiometric experi-
ments (potential pulse from 0.6 V to 1.2 V) (Figure 14.3). Changing the position of the
magnet (below planar printed electrodes) was thus used for “ON” and “OFF” switching
of the DNA oxidation (through attraction and removal of DNA-functionalized magnetic
particles). The process was reversed and repeated upon switching the position of the mag-
net, with and without oxidation signals in the presence and absence of the magnetic field,
respectively. Such magnetic triggering of the DNA oxidation holds great promise for DNA
arrays.

An interesting approach for the magneto-controlled amplified detection of DNA was
introduced by Wang and colleagues using nucleic acid-modified metal [117–119] or semi-
conductor nanoparticles [120] as tags for the amplified electrochemical detection of
DNA. Using this approach, magnetic particles functionalized with a biotinylated nucleic
acid by an avidin bridge act as the capturing particles. Hybridization of the analyzed
DNA with the capturing nucleic acid is followed by the secondary association of metal
or semiconductor nanoparticles functionalized with a nucleic acid that is complementary
to a free segment of the analyzed DNA. The binding of the nanoparticle labels to the bior-
ecognition assay then provides amplifying clustered tags that by dissolution enable the re-
lease of many ion/molecule units. Also, the metal nanoparticles associated with the sen-
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sing interface may act as catalytic sites for the electroless deposition of other metals, thus
leading to the amplified detection of DNA by the intermediary accumulation of metals
that are stripped off, or by generating an enhanced amount of dissolved product that
can be electrochemically analyzed [121, 122]. Figure 14.4A depicts the amplified detection
of DNA by the application of nucleic acid-functionalized magnetic beads and Au-nanopar-
ticles as catalytic seeds for the deposition of silver [117]. A biotin-labeled nucleic acid 8 was
immobilized on the avidin-functionalized magnetic particles and hybridized with the com-
plementary biotinylated nucleic acid 9. The hybridized assembly was then reacted with the
Au-nanoparticle–avidin conjugate. Treatment of the magnetic particles–DNA–Au-nanopar-
ticle conjugate with silver ions (Ag+) in the presence of hydroquinone results in the elec-
troless catalytic deposition of silver on the Au-nanoparticles acting as catalyst. This process
provides an amplification route since the catalytic accumulation of silver on the Au-nano-
particle originates from a single DNA recognition event. The magnetic separation of the
particles by an external magnet concentrated the hybridized assembly from the analyzed
sample. The current originating from the potential stripping off of the accumulated silver
provided then the electronic signal that transduced the analysis of the target DNA.

In a related system (Figure 14.4B) [118], the electrochemical detection of the DNA was
accomplished by the use of Au-nanoparticles as electroactive and catalytic tags. The prim-
er biotinylated nucleic acid 10 was linked to magnetic beads through an avidin bridge. The
hybridization of the nucleic acid 11 functionalized with Au-nanoparticle was then detected
by the dissolution of the Au-nanoparticles with a HBr/Br2 solution, followed by the elec-
trochemical reduction of the generated Au3+ ions at the electrode, and the subsequent
electrochemical stripping off of the surface-generated gold (Figure 14.4B; route a). This
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Figure 14.3 Chronopotentiometric signals for the DNA oligomer-func-
tionalized magnetic particles (100 mg) using the dual-carbon paste
electrode assembly: (a), (b), (c), and (d) are potentiograms at the “left”
(L) electrode, while (a�), (b�), (c�), and (d�) are potentiograms obtained
at the “right” (R) electrode. (a), (b�), (c), and (d�) are potentiograms
obtained in the absence of the magnet, while (a�), (b), (c�), and (d) are
potentiograms recorded in the presence of the magnet. (Reproduced
from Ref. [115], Figure 2, with permission.)



analytical procedure was further amplified by the intermediary deposition of gold
on the Au-nanoparticles (Figure 14.4B; route b). The higher gold content after the cata-
lytic deposition leads to a higher chronopotentiometric signal. Figure 14.5 shows the
potentiograms corresponding to the stripping of the gold generated on the electrode
upon the analysis of the nucleic acid associated with 5 nm Au-nanoparticles (Figure
14.5; route a), and after the deposition of gold on the Au-nanoparticles for 10 minutes
(route b).

Similarly, CdS-semiconductor nanoparticles modified with a nucleic acid, were em-
ployed as tags for the detection of hybridization events of DNA [120]. Dissolution of the
CdS (in the presence of 1 M HNO3) followed by the electrochemical reduction of the
Cd2+ to Cdo that accumulates on the electrode, and the stripping off of the generated

208 14 Nanoparticle–Biomaterial Hybrid Systems for Bioelectronic Devices and Circuitry

Figure 14.4 Electrochemical analysis of
DNA upon the assembly of DNA mo-
lecules at magnetic particles followed
by their association with Au-nanoparti-
cles. (A) The Au-nanoparticles are used
for silver deposition, and the DNA
analysis is performed by electrochemi-
cal Ag stripping. (B) The Au-nanopar-
ticles are chemically dissolved, the
resulting Au3+ ions electrochemically
reduced, and the deposited gold is
electrochemically stripped, route (a).
The intermediate enlargement of the
Au-nanoparticles, route (b), results in
the further amplification of the signal.

Figure 14.5 Effect of the gold en-
hancement upon the stripping response
for the analyte DNA 11 (10 mg mL–1):
(a) Stripping signal of the Au-nanopar-
ticle label. (b) Stripping signal after
10 min in the gold enhancement
solution. Hybridization time, 25 min;
amount of magnetic beads, 90 mg;
amount of 5-nm avidin-coated gold
particles, 7.6 �1010; gold oxidation
time, 5 min. (Reproduced from Ref.
[118], Figure 9, with permission.)



Cdo (to Cd2+) provided the electrical signal for the DNA analysis. Figure 14.6 shows the
chronopotentiograms resulting in the analysis of different concentrations of the comple-
mentary target DNA using the CdS-nanoparticles as tags. The methods outlined in Figure
14.4 used the magnetic particles as carriers for the metal or semiconductor nanoparticles
and as a vehicle to concentrate the analyzed DNA. An interesting aspect of these systems
is, however, the future possibility of using a combination of different metal or semicon-
ductor tags linked to different nucleic acids for the simultaneous analysis of different
DNA targets (a library) linked to different magnetic beads. By using this approach
[123], different nucleic acid probes complementary to different DNA targets are linked
to magnetic particles. Similarly, different semiconductor or metallic nanoparticle tags
complementary to segments of the different target DNAs are used as amplifying detection
units for the primary hybridization process. The hybridization of the nucleic acid-functio-
nalized semiconductor or metal particle to the specific DNA targets, followed by the dis-
solution of the nanoparticles and the electrochemical accumulation and stripping off of
the metal, enables the determination of the specific DNA targets present in the sample.
That is, the characteristic potentials needed to strip off the metal provide electrochemical
indicators for the nature of the analyzed DNA. Indeed, a model system that follows this
principle was developed [123] where three different kinds of magnetic particles modified
by three different nucleic acids were hybridized with three different kinds of semiconduc-
tor nanoparticles, ZnS, CdS, PbS, that were functionalized with nucleic acids complemen-
tary to the nucleic acids associated with the magnetic particles. The magnetic particles
allow easy transportation and purification of the analyte sample; whereas the semiconduc-
tor particles provide nonoverlapping electrochemical signals that transduce the specific
kind of hybridized DNA. Stripping voltammetry of the semiconductive nanoparticles
yields well-defined and resolved stripping peaks, for example, at –1.12 V (Zn), –0.68 V
(Cd), and –0.53 V (Pb) (versus Ag/AgCl reference), thus allowing simultaneous electro-
chemical analysis of several DNA analytes tagged with the labeling semiconductive nano-
particles. For example, Figure 14.7 depicts stripping voltammograms for a solution con-
taining three DNA samples labeled with the ZnS, CdS, and PbS nanoparticle tracers.

The catalytic features of metal nanoparticles that enable the electroless deposition of
metals on the nanoparticle clusters allow the enlargement of the particles to conductive
interparticle-connected entities. The formation of conductive domains as a result of biore-
cognition events then provides an alternative path for the electrical transduction of biore-
cognition events. This was exemplified by the design of a miniaturized immunosensor
based on Au-nanoparticles and their catalytic properties [84] (Figure 14.8A). Latex particles
stabilized by an anionic protective layer were attracted to a gap between micron-sized
Au-electrodes by the application of a nonuniform alternating electric field between the
electrodes (dielectrophoresis). Removal of the protective layer from the latex particles by
an oppositely charged polyelectrolyte resulted in the aggregation of the latex particles
and their fixation in the gap domain. Adsorption of protein A on the latex surface yielded
a sensing interface for the specific association of the human immunoglobulin (IgG) anti-
gen. The association of the human immunoglobulin on the surface was probed by the
binding of the secondary Au-labeled anti-human IgG antibodies to the surface, followed
by the catalytic deposition of a silver layer on the Au-particles. The silver layer bridged
the gap between the two microelectrodes, resulting in a conductive “wire”. Typical resis-
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tances between the microelectrodes were 50–70 V, whereas control experiments that lack
the specific catalytic enlargement of the domain by the Au-nanoparticle-antibody con-
jugate generated resistances 	 103 V. The method enabled the analysis of human IgG
with a detection limit of ca. 2 � 10–13 M.

A similar DNA detection has also been performed using microelectrodes fabricated on a
silicon chip [124] (Figure 14.8B). A probe nucleic acid 12 was immobilized on the SiO2

interface in the gap separating the microelectrodes. The target 27-mer-nucleotide 13
was then hybridized with the probe interface, and subsequently a nucleic acid-functiona-
lized Au-nanoparticle 14 was hybridized with the free 3�-end of the target DNA. The Au-
nanoparticle catalyzed hydroquinone-mediated reduction of Ag+-ions, resulting in the de-
position of silver on the particles, lowering the resistance between the electrodes. Single-
base mutants of the analyte oligonucleotide 13 were washed off from the capture-nucleic
acid 12 by the use of a buffer with the appropriate ionic strength. A difference of 106 in the
gap resistance was found between the analyte and the mutants. The low resistances be-
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Figure 14.6 Stripping potentiograms measured
upon sensing of different concentrations of DNA
which is bound to magnetic particles and labeled
with CdS-nanoparticles: (a) 0.2 mg L–1; (b) 0.4 mg
L–1; (c) 0.6 mg L–1; (d) Control experiment with
noncomplementary DNA, 0.6 mg L–1. Amount of

magnetic particles, 20 mg; concentration of
the DNA-functionalized CdS-nanoparticles,
0.01 mg mL–1; hybridization time, 10 min; accu-
mulation potential, –0.9 V; accumulation time,
2 min; stripping current, 1 mA. (Reproduced from
Ref. [120], Figure 2, with permission.)

Figure 14.7 Stripping voltammogram recorded
upon analysis of three DNA samples (54 nM)
labeled: (T1) with ZnS nanoparticles; (T2) with
CdS nanoparticles; and (T3) with PbS nanoparticles.
The measurements were performed on a mercury-
coated glassy-carbon electrode, with 1-min pre-

treatment at 0.6 V; 2-min accumulation at –1.4 V;
15 s rest period (without stirring); square-wave
voltammetric scan with a step potential of 50 mV;
amplitude, 20 mV; frequency, 25 Hz. (Reproduced
from Ref. [123], Figure 2(E), with permission.)



tween the microelectrodes were found to be controlled by the concentration of the target
DNA, and the detection limit for the analysis was estimated to be �5 � 10–13 M. This
sensitivity translates to �1 mg mL–1 of human genomic DNA or �0.3 ng mL–1 of DNA
from a small bacterium. These concentrations suggest that the DNA may be analyzed
with no pre-PCR amplification. The simultaneous analysis of a collection of DNA targets
was accomplished with a chip socket that included 42 electrode gaps, and appropriate
different nucleic acid sensing probes between the electrode gaps [125].

Photoelectrochemical transduction of DNA recognition processes has been demon-
strated by using semiconductor (CdS) nanoparticles modified with nucleic acids [126].
Semiconductor CdS nanoparticles (2.6 
 0.4 nm) were functionalized with one of the
two thiolated nucleic acids 15 or 16 that are complementary to the 5� and 3� ends of a
target DNA 17. An array of CdS nanoparticle layers was then constructed on a Au-elec-
trode by a layer-by-layer hybridization process (Figure 14.9A). A primary thiolated DNA
monolayer of 18 was assembled on a Au-electrode and the target DNA 17 acted as a cross-
linking unit for the association of the 15-CdS nanoparticles to the electrode by the hybri-
dization of the ends of 17 to the 18-modified surface and the 15-functionalized CdS par-
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Figure 14.8 (A) Immunosensing at
micro-sized Au-electrodes based on the
change of conductivity between the Au
strips upon binding of Au nanoparticles
followed by silver deposition. (B) The
use of a DNA-nanoparticle conjugate
and subsequent silver deposition to
connect two microelectrodes, as a
means to sense a DNA analyte.



ticles, respectively. The subsequent association of the second type of 16-modified CdS par-
ticles hybridized to the first generation of the CdS particles resulted in the second genera-
tion of CdS particles. By the stepwise application of the two different kinds of nucleic acid-
functionalized CdS nanoparticles hybridized with 17, an array with a controlled number of
nanoparticle generations could be assembled on the electrode. This array was character-
ized by spectroscopic means (absorption, fluorescence) upon the assembly of the array
on glass supports, and by microgravimetric quartz crystal microbalance analyses on Au-
quartz piezoelectric crystals. Illumination of the array resulted in the generation of a
photocurrent. The photocurrents increased with the number of CdS nanoparticle genera-
tions associated with the electrode, and the photocurrent action spectra followed the ab-
sorbance features of the CdS nanoparticles, implying that the photocurrents originated
from the photoexcitation of the CdS nanoparticles. That is, photoexcitation of the semi-
conductor induced the transfer of electrons to the conduction-band and the formation
of an electron-hole pair. Transfer of the conduction band electrons to the bulk electrode,
and the concomitant transfer of electrons from a sacrificial electron donor to the valence-
band holes, yielded the steady-state photocurrent in the system. The ejection of the con-
duction-band electrons into the electrode occurred from nanoparticles in intimate contact
with the electrode support. This was supported by the fact that Ru(NH3)6

3+ units (Eo =
–0.16 V versus SCE) that were electrostatically bound to the DNA enhanced the photocur-
rent from the DNA–CdS array. That is, the Ru(NH3)6

3+ units acted as electron wiring ele-
ments that facilitated electron hopping of conduction-band electrons of CdS particles that
lacked contact with the electrode through the DNA tether. The system is important not
only because it demonstrates the use of photoelectrochemistry as a transduction method
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Figure 14.9 (A) The construction of
CdS-nanoparticle/DNA superstruc-
tures, and their use for generation of
photocurrents. (B) Dendritic amplified
DNA-sensing using oligonucleotide-
functionalized Au-nanoparticles as-
sembled on a quartz crystal micro-
balance (QCM) electrode.



for DNA sensing, but also because the system reveals the nanoengineering of organized
DNA-tethered semiconductor nanoparticles on conductive supports. These latter nanoen-
gineered structures are the first step towards electronic nanocircuitry (see discussion in
section 14.3.2).

Nanoparticles as components of metal–nanoparticle–nucleic acid hybrids represent
high molecular-weight units that make these conjugates ideal labels for microgravimetric
quartz-crystal analyses of biorecognition processes on the surfaces of piezoelectric crystals.
Furthermore, as nanoparticles act as catalysts for the deposition of metals, even higher
mass changes may be stimulated and thus amplified microgravimetric detection of bior-
ecognition processes may be accomplished. For a quartz piezoelectric crystal (AT-cut), the
crystal resonance frequency changes by Df when a mass change Dm occurs on the crystal
according to Equation 1 (the Sauerbrey equation), where fo is the fundamental frequency
of the quartz crystal, Dm is the mass change, A is the piezoelectrically active area, rq is the
density of quartz (2.648 g cm–3), and mq is the shear modulus (2.947 � 1011 dyne cm–2 for
AT-cut quartz).

Df = – 2 � f 2
o

Dm

A � (mq � rq)1/2 (1)

Microgravimetric (QCM) DNA detection using nucleic acid-functionalized Au-nanoparti-
cles as “nano-weights” was accomplished by the hybridization of a target DNA 19 to an
Au-quartz crystal modified with a probe oligonucleotide 20, followed by the hybridization
with Au-nanoparticles functionalized with DNA 21 that is complementary to the free
3�-segment of the target DNA 19 [127, 128] (Figure 14.9B). Further amplification of the
response was reported by the use of a secondary Au-nanoparticle that is functionalized
with the nucleic acid 20 that is complementary to the 5�-segment of the target DNA 19
and enables a layer-by-layer deposition of the Au nanoparticles. The hybridization of
the 20-modified Au-nanoparticles with the analyzed DNA 19 followed by hybridization
of the complex to the primary nanoparticle layer, yielded a “second generation” of Au-na-
noparticles reminiscent of the growth of dendrimers [128, 129]. Concentrations as low as
1 � 10–10 M of DNA could be sensed by the amplification of the target DNA by the nu-
cleic acid-functionalized Au-nanoparticle labels. It has been shown that the increase of
the size of the Au nanoparticles labels from 10 nm up to ca. 40–50 nm results in an
enhanced Df signal, thus increasing the amplification factor in the DNA analysis [130].
Further increase of the Au nanoparticle size, however, resulted in smaller changes in
the microgravimetric signal because of incomplete hybridization of the DNA analyte
due to too large a size of the labeling particles.

A different approach for the amplified quartz-crystal-microbalance analysis of DNA uti-
lizes the catalytic metal deposition on the nanoparticle labels [131]. Figure 14.10A depicts
the amplified detection of the 7229-base M13f DNA using the catalytic deposition of gold
on a Au-nanoparticle conjugate [132]. The DNA primer 22 was assembled on a Au/quartz
crystal. After hybridization with M13f DNA 23, the double-stranded assembly was repli-
cated in the presence of the mixture of nucleotides (dNTP-mix) dATP, dGTP, dUTP, bio-
tinylated-dCTP (B-dCTP) and polymerase (Klenow fragment). The resulting biotin-labeled
replica was then reacted with a streptavidin–Au-nanoparticle conjugate 24, and the result-
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ing Au-labeled replica was subjected to the Au-nanoparticle-catalyzed deposition of gold by
the NH2OH-stimulated reduction of AuCl4

–. The replication process represents the pri-
mary amplification since it increases the mass associated with the crystal, and simulta-
neously generates a high number of biotin labels for the association of the streptavi-
din–Au-nanoparticle conjugate. The binding of the nanoparticle conjugate represents
the secondary amplification step for the analysis of the M13f DNA. The third step, invol-
ving the catalyzed precipitation of the metal, led to the highest amplification in the sen-
sing process. The M13f DNA could be sensed by this method with a lower detection limit
of ca. 1 � 10–15 M. This amplification route was also applied for the analysis of a single
base mismatch in DNA as exemplified in Figure 14.10B). This is exemplified by the anal-
ysis of the DNA mutant 25a that includes the single base substitution of the A-base in the
normal gene 25 with a G-base. The analysis of the mutant was performed by the immo-
bilization of the probe DNA 26 that is complementary to the normal gene 25 as well as to
the mutant 25a up to one base prior to the mutation site, on the Au-quartz crystal. Hybri-
dization of the normal gene or the mutant with this probe interface, followed by the reac-
tion of the hybridized surfaces with biotinylated-dCTP (B-dCTP) in the presence of poly-
merase (Klenow fragment) incorporated the biotin-labeled base only into the assembly
that included the mutant 25a. The subsequent association of the streptavidin–Au conju-
gate 24 followed by the catalyzed deposition of gold on the Au-nanoparticles, amplified
the analysis of the single base mismatch in 25a. Figure 14.11 (curve a) shows the micro-
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Figure 14.10 (A) Amplified detection
of the 7229-base M13F DNA using
the catalytic deposition of gold on a Au-
nanoparticle conjugate. (B) Analysis of
a single base mismatch in DNA using
the catalytic deposition of gold on a
Au-nanoparticle conjugate.



gravimetric detection of the mutant 25a by this method, while the normal gene 25 does
not alter the frequency of the crystal (Figure 14.11; curve b). Using this method, the
mutant could be detected with a detection limit of 5�10–13 M.

The immobilization of nanoparticles on surfaces may also be used to yield high surface
area electrodes [133]. Enhanced electrochemical detection of nucleic acids was reported by
the roughening of flat gold electrodes with a Au-nanoparticle monolayer [134]. The rough-
ening of a Au-quartz crystal with a monolayer consisting of Au-nanoparticles was also
employed for the enhanced microgravimetric analysis of DNA [135].

14.3
Biomaterial-based Nanocircuitry

The miniaturization of objects by lithographic methods reaches its theoretical limits. It is
generally accepted that different miniaturization methods need to be developed in order to
overcome this barrier. While the lithographic methods use “top” to “down” miniaturiza-
tion of patterns, the alternative approach of the “bottom-up” construction of objects has
been suggested as a means to overcome the lithographic limitations. That is, the construc-
tion of objects on molecular or supramolecular templates could generate nanometer-sized
features.

Biomaterials such as proteins or nucleic acids may act as attractive templates for the
generation of nanostructures and nano-objects that may act as building blocks of nanocir-
cuitry. Among the different biomaterials, proteins and nucleic acids may act as important
building blocks for functional nanocircuitry, and eventually may provide nano-elements
for the construction of nano-devices. In the present section the potential use of proteins
for the generation of nanocircuitry will be discussed, while the subsequent section will
address the use of DNA as a template for nanocircuitry.
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Figure 14.11 Microgravimetric detec-
tion of a single-base mutant enhanced
by the catalytic deposition of gold on
a Au-nanoparticle conjugate. The fre-
quency change observed with a mutant
(a) and with a normal DNA sequence
(b). Arrow (1) shows the attachment of
the streptavidin–Au conjugate. Arrow
(2) shows the catalytic deposition of
gold on the Au nanoparticles. (Adapted
from Ref. [132], Figure 1(B), with per-
mission.)



14.3.1
Protein-based Nanocircuitry

Many proteins include well-defined structural channels (e. g., ferritin [136]) or assemblies
in well-organized pore-containing layers (e. g., S-layers [137–141]). These channel- or pore-
containing materials may act as templates for the generation of nanostructures, nanorods
and even circuitry. For example, ferritin consists of a hollow polypeptide shell with 8 nm
internal diameter and 12 nm external diameter, and a 5 nm diameter ferric oxide
(5Fe2O3 � 9H2O) core [136]. Reduction of the ferric oxide core causes it to be washed
from the protein, and the apo-ferritin channel can be re-mineralized with different inor-
ganic oxides, sulfides, or selenides that form nanorods (e. g., MnO, FeS, CdS, CdSe)
[142–145]. Crystalline bacterial cell-surface-layers (S-layers) [137–141] reveal a broad
application potential:

The pores passing through S-layers show identical size and morphology and are in the
range of ultrafiltration membranes, and thus provide identical structural containers for
generating the nanostructures. Furthermore the functional groups on the surface and
in the pores are aligned in well-defined positions and orientations and are accessible
for chemical modifications and binding functional molecules in very precise fashion.
Also, isolated S-layers subunits from a variety of organisms are capable of recrystallizing
as closed monolayers onto solid supports (e. g., metals, polymers, silicon wafers), thus
allowing the assembly of the nanostructures on surfaces. In addition, functional domains
can be incorporated in S-layers proteins by genetic engineering, thus allowing the control
of the pore dimensions

Thus, S-layer technologies particularly provide new approaches for biotechnology, bio-
mimetics, molecular nanotechnology, nanopatterning of surfaces and formation of or-
dered arrays of metal clusters or nanoparticles as required for nanoelectronics. S-layers
can be patterned by deep ultraviolet radiation or by the application of a well-known soft
lithography technique, micromolding in capillaries (MIMIC) [146] (Figure 14.12A). The
patterned S-layers could be used as immobilization matrices for biologically functional
molecules or templates in the formation of ordered arrays of nanoparticles, which are re-
quired for nanoelectronics and nonlinear optics. Monodisperse gold particles of 4–5 nm
diameter were formed in the pore region of the S-layer, and the interparticle spacing of the
gold superlattice resembled the S-layer lattice (Figure 14.12B). Patterning the S-layers
using MIMIC technology was applied to produce nanocircuits of high complexity. Follow-
ing S-layer recrystallization and mold removal, human IgG was covalently attached to ac-
tive carboxylate groups on the S-layer track surface. Subsequent binding of fluoroscein
isothiocyanate-labeled anti-human IgG enabled fluorescence imaging of the pattern pro-
duced by the modified S-layer (Figure 14.12C).

The specific binding interactions of proteins may provide specific crosslinking or brid-
ging elements for generating nanoparticle circuitries. For example, streptavidin (Sav) is a
homotetrameric protein that is characterized by four high-affinity (ka 	 1014 M–1) binding
sites for biotin. By the appropriate functionalization of Au-nanoparticles [76, 147] (or of
ferritin particles [148]) with biotin units, three-dimensional nanoparticle aggregates
were generated (Figure 14.13A). Nanoparticle aggregates that exhibit three-dimensional
ordering were also generated by the use of complementary antigen–antibody binding in-
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Figure 14.12 (A) Schematic representation of S-
layer protein patterning and assembly by MIMIC.
(a) Channels are formed when a poly(dimethyl-
siloxane) (PDMS) mold contacts a silicon wafer
support. (b) Channels are filled with a protein so-
lution by capillary forces. (c–d) Following mold re-
moval, crystalline protein patterns are observed on
the support surface. (e) S-layer patterns are labeled
with a fluorescence marker or (f) used as substrates

for an antibody–antigen immunoassay. (B) Electron
micrograph of a nanometer-scale gold superlattice
on a S-layer with square lattice symmetry. The
inset shows a scanning-force image of the native
S-layer at the same scale. (C) Fluorescence images
of a S-layer patterned using a “circuit-like” PDMS
mold. (Parts A and C reproduced from Ref. [139],
Figures 1 and 5, and Part B reproduced from
Ref. [141], Figure 5 with permission.)

Figure 14.13 The use of specific pro-
tein interactions to build nanoparticle
networks. (A) Using streptavidin (S) to
link biotin-functionalized nanoparticles.
(B) Formation of a network composed
of two kinds of nanoparticles functio-
nalized with different recognition units
and crosslinked with a bifunctional lin-
ker. (C) AFM images of nanoparticle
networks prepared by using double-
stranded DNA (ds-DNA) as spacer
groups. The ds-DNA fragments contain
two biotin-binding sites attached to the
two 5�-ends of the ds-DNA that allow
crosslinking of the biotin-binding pro-
tein streptavidin as a model nano-
object. (Reproduced from Ref. [112],
Figure 10, with permission).



teractions [75, 149]. The simplest antigen–antibody–metal nanoparticle ordered aggregate
involves the crosslinking of Au-nanoparticles functionalized with the anti-dinitrophenyl
antibody (DNP-Ab) with a bifunctional bisdinitrophenyl antigen (bis-N-2, 4-dinitrophenyl-
octamethylene diamine) that crosslinks the antibody-functionalized gold particles. Circui-
tries of further complexity may be generated by the application of different kinds of pro-
tein receptors and different kinds of metals for the ordered organization of the nanopar-
ticle systems [75, 149]. For example, Figure 14.13B shows the formation of a nanoparticle
aggregate consisting of two different nanoparticles that are functionalized with Sav and
the DNP-Ab, respectively. The molecular hetero-bifunctional crosslinker 27 that includes
the biotin and dinitrophenyl-antigen units then bridges the two kinds of nanoparticles.
The oligomeric aggregates generated from bioorganic Sav particles and bis-biotinylated
double-stranded DNA spacers were used as model systems to study the properties of com-
plex particle networks. The Sav functions as a 5-nm model particle that can undergo a lim-
ited number of interconnections to other particles within the network. Either one, two,
three, or four biotinylated DNA fragments were conjugated with Sav by means of the
high-affinity Sav–biotin interaction resulting in dimers, trimers, and oligomers intercon-
nected in a network observed by scanning force microscopy (SFM) [150] (Figure 14.13C).

14.3.2
DNA as Functional Template for Nanocircuitry

Among the different biomaterials, DNA is of specific interest as a template for the con-
struction of nanocircuitries. Several arguments support the use of DNA as a future build-
ing block of nanostructures:

1. Nucleic acids of predesigned lengths, base-orderings and shapes can be synthesized,
and complex structures were generated by self-assembly methods [151, 152].

2. Nature provides us with an arsenal of biocatalysts that can manipulate DNA. These
enzymes may be considered as tools for shaping the desired DNA and eventually
for the generation of nanocircuitry. For example, ligase ligates nucleic acids, endonu-
cleases affect the specific scission of nucleic acids, telomerase elongates single-
stranded nucleic acids by telomer units, and polymerase replicates DNA. These bioca-
talysts represent “cut” and “paste” tools for the formation of DNA templates, and by
the application of the replication biocatalyst, the design of future “factories” of nano-
wires may be envisaged.

3. The intercalation of molecular components into DNA and the binding of cationic spe-
cies, for example, metal ions to the phosphate units of nucleic acids allow the assembly
of chemically active functional complexes on the DNA template.

4. Different proteins bind specifically to certain nucleic acid sequences. This allows the
addressable assembly of complex DNA–protein structures. Such protein–DNA com-
plexes may either act as addressable domains other than the bare DNA for the selective
deposition of metals, or alternatively, may act as temporary shielding domains that pro-
tect the DNA from metal deposition. Such insulated domains may then be used for the
deposition of other metals or semiconductors, thus enabling the fabrication of pat-
terned complex structures.
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With the vision that DNA may act as a template for the generation of nanocircuitry, at-
tempts were made to explore the possibility to organize DNA-crosslinked semiconductor
nanoparticles and DNA-based metal nanoparticle nanowires on surfaces. Since nanopar-
ticles are loaded on the DNA template with gaps between them, the issue of electrical con-
ductivity of DNA matrix itself is important. Electron transport through DNA has been one
of the most intensively debated subjects in chemistry over the past ten years [153–155],
and is still under extensive theoretical and experimental investigation. Despite some
optimistic observations showing highly conductive properties of the entire DNA back-
bone [156, 157], most of the studies report on poorly conductive [158–160] or insulating
[161–163] DNA properties.

In order to examine the electrical conductivity of DNA, the conductivity of double-
stranded DNA that connects Au-nanoparticles was analyzed. Towards this goal, thiol-deri-
vatized oligonucleotides were linked to Au-nanoparticles, and then the DNA-functiona-
lized Au-nanoparticles were bridged with DNA chains composed of double-stranded he-
lices of various lengths (24, 48, or 72 bases). These helices were terminated on both
sides with single-stranded domains complementary to the oligonucleotides bound to
the Au-nanoparticles [164]. The resulting Au-nanoparticle aggregates linked with dou-
ble-stranded DNA spacers were deposited on an electrically nonconductive solid support,
and their conductivity was measured by the four-probe method. Surprisingly, the conduc-
tivities of the aggregates generated by all three linkers ranged from 10–5 to 10–4 S cm–1 at
room temperature, and they showed similar temperature-dependent behavior. The simi-
larity of the electrical properties of the aggregates originates from the fact that the
DNA spacers are compressed, thus providing small and similar distances between the
Au-nanoparticles. Accordingly, the measured conductivity parameters reflect the electrical
properties of the metallic nanoparticles separated with short gaps.

The conductivity of metallic nanoparticle aggregates on a DNA template can be en-
hanced upon the chemical deposition of another metal (e. g., Ag deposition on Au aggre-
gates) filling the gaps and forming a continuous conductive nanowire. The general con-
cept of DNA metallization is based on the association of metal complexes or metallic na-
noparticles onto the DNA template and the further growth of the metal seeds with the
same or different metal upon chemical reduction of the respective metal ions in the
presence of strong reductants, such as dimethylaminoborane, hydroquinone, or sodium
borohydride [155]. When metal ions or metal complexes (e. g., silver or copper ions
[165], platinum or palladium complexes [166]) electrostatically associated with a DNA tem-
plate are used as the catalytic centers for the metallization of the DNA, the process of the
continuous nanowire formation proceeds from several hours up to one day [167, 168].
Application of pre-prepared metal nanoparticles associated with the DNA template
makes this process significantly shorter [169].

The binding of the primary metallic clusters to the template DNA for the subsequent
catalytic deposition of wires on the DNA frame may be accomplished by several means:
These include the reduction of metal ions linked to the phosphate groups to metallic
seeds linked to the DNA. Alternatively, metal or semiconductor nanoparticles functiona-
lized with intercalator units may be used, where the intercalation of the molecular com-
ponents into double-stranded DNA leads to the association of the nanoparticle to the DNA
template. Also, the synthesis of DNA with functional tethers that enable the covalent
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attachment of the metal or semiconductor nanoparticles to the DNA provides a means to
introduce the the catalytic sites into the DNA. Furthermore, the synthesis of single-
stranded DNA that includes constant repeat units (e. g., telomers) and the hybridization
of metal and semiconductor nanoparticles functionalized with short nucleic acids that
are complementary to the single-stranded DNA repeat units may provide a versatile
route for the generation of nanowires.

Figure 14.14A exemplifies the method for assembling the Au-nanoparticles on the DNA
template using Au-nanoparticles functionalized with an intercalator [170]. The amino-
functionalized psoralen 28 is reacted with the Au55-nanocluster (diameter 1.4 nm) that in-
cludes a single N-hydroxysuccinamide active ester functionality, to yield the psoralen-func-
tionalized Au55-nanoparticle. As psoralen acts as a specific intercalator for A–T base pairs,
the functionalized Au55-nanoparticles were reacted with the pA/pT-double-stranded DNA.
Subsequently, the assembly was irradiated with UV light to induce the 2p + 2p cycloaddi-
tion reaction between the psoralen units and the thymine base sites of DNA. This latter
process fixes covalently the Au55-nanoparticles to the DNA matrix. Figure 14.14B depicts
the AFM image of the resulting nanoparticle wire. A ca. 600–700 nm-long nanoparticle
wire is formed, the width of which corresponds to ca. 3.5–8 nm and is controlled by
the width of the DNA template. The height of the wire is ca. 3–4 nm; this is consistent
with the fact that the Au-nanoparticles intercalate into the DNA on opposite sides of the
double-stranded DNA template. The continuous appearance of the Au-nanoparticle wire is
due to the dimensions of the scanning AFM-tip and, in reality, most of the particles are
not in intimate contact one with another. The possibility of arranging the Au-nanoparti-
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Figure 14.14 (A) Assembly of an Au-
nanoparticle wire in the polyA/poly T
template. (B) AFM image of an Au-na-
noparticle wire in the polyA/polyT
template.



cles on the DNA template allows further catalytic enlargement of the particles by an elec-
troless deposition process (e. g., reaction of AuCl4

2– with NH2OH) to yield continuous
conductive nanowires.

Practical applications of the nanowires require their electrical contacting with macro- or
micro-electrodes. Towards this goal, a single silver nanowire on a DNA template was gen-
erated, and the metallic wire bridged two micro-size electrodes [171, 172]. A similar ap-
proach was used to generate highly conductive nanowires of other metals that bridged
macroscopic Au electrodes [173]. The binding of proteins (e. g., RecA) to DNA has been
used as a means for the patterning of nanoscale DNA-based metal wires with nonconduc-
tive or semiconductive gaps [174]. Such metal/semiconductor/metal nanowire represents
a nanometric transistor configuration.

14.4
Conclusions and Perspectives

This chapter has summarized recent advances in the preparation of biomaterial–nano-
particle hybrid systems and their application as active components in bioelectronic and
electronic nanocircuitry systems. Several fundamental features of biomaterial–nano-
particle hybrid systems make these assemblies attractive for future bioelectronic appli-
cations:

� Biomaterial-functionalized nanoparticles are water-soluble, and exhibits high surface-
area. These properties allow the effective labeling of the respective complementary ana-
lyte and the efficient capturing of the labeled biomaterial complexes on surfaces.

� The catalytic properties of nanoparticles associated with biomaterials enable enlarge-
ment of the particles by catalytic deposition of the same metal, or eventually another
metal. This enables the generation of metal cluster aggregates, and ultimately leads
to the formation of a continuous conductive film. This allows the generation of metallic
clusters in the form of the biomaterial, and the conductivity of the resulting film may be
used as an electrical readout signal for the primary biorecognition event.

� The unique photophysical and electronic properties of nanoparticles, and the possibili-
ties of tuning and controlling these properties by the dimensions of the nanoparticle,
suggest different electrical, electrochemical, photoelectrochemical, and piezoelectric
transduction of biosensing processes that involve biomaterial–nanoparticle hybrids.

Several applications of biomaterial–nanoparticle hybrid systems were discussed. Some of
these applications are viable technologies, while others are still in an embryonic phase
that requires further fundamental research. The analytical applications of nanoparticle–
biomaterial systems have advanced tremendously during the past decade, particularly in
the labeling and electronic detection of DNA and antigen–antibody interactions. Arrays
consisting of DNA spotted interdigitated electrodes for the electrical detection of DNA
are already marketed. On the other hand, the use of nanoengineered metal or semicon-
ductor nanoparticle-enzyme systems is still at the level of fundamental research. The pro-
gress in the characterization of these systems suggests, however, that new electroactive
and photoelectrochemically active electrodes will soon be applied for tailoring new biosen-
sor systems and biofuel cell devices.
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The use of biomaterials as templates for the generation of nanostructures and nanocir-
cuitries is still at the early phases of development. The viability of the concept of using
biomaterials as molds for metal or semiconductor nanostructures has been proven, and
nanowires of controlled shapes and functions have been generated. The major challenges
in the area of biomaterial–nanoparticle-based nanocircuitry are, however, ahead of us and
several key goals can be identified:

1. The development of synthetic routes for the preparation of semiconductor/metallic
nanoparticle wires in high quantities is essential. Methods for the replication of nano-
particle nanowires or eventually the in-situ telomerase-induced preparation of nano-
particle-functionalized telomers using cancer cells may provide new strategies for
the production of nanoparticle structures.

2. The identification of the electronic properties of the metal/semiconductor nanowires is
a vital problem. The connection of the nanowires to the external macroscopic world is
a key step for the characterization of the electronic properties of the systems. Strange
electronic characteristics were observed for some metal nanowires, and several studies
attributed the resulting properties to connect-points barriers with the macroscopic elec-
trodes.

3. The fabrication of operating nanoscale devices based on nanoparticle–biomaterial hy-
brid systems is vital to support the promise of these materials in future nanoelectro-
nics. Towards this goal it will be important to fabricate in a reproducible fashion bio-
material–nanoparticle-based logic devices. For example, a nanowire consisting of an
ordered metal-semiconductor-metal structure could act as a nanotransistor that may
be further applied for nanoscale sensing events.

The unique properties of nanoparticles and biomaterials provide a unique platform for
physicists, chemists, biologists, and material scientists to mold this new area of nanobioe-
lectronics. The world-wide interdisciplinary activities in the field, coupled with recent ad-
vances in the area, suggest that exciting new science and systems will emerge from these
efforts.
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15
DNA–Protein Nanostructures

Christof M. Niemeyer

15.1
Overview

15.1.1
Introduction

Nature has evolved incredibly functional assemblages of proteins, nucleic acids, and other
(macro)molecules to perform complicated tasks that are still daunting for us to try to emu-
late. Biologically programmed molecular recognition provides the basis of all natural sys-
tems, and the spontaneous self-assembly of the ribosome from its more than 50 individual
building blocks is one of the most fascinating examples of such processes. The ribosome
is a cellular nanomachine, capable of synthesizing the polypeptide chains using an RNA
molecule as the informational template. The ribosome spontaneously self-assembles from
its more than 50 individual building blocks, driven by an assortment of low-specificity,
noncovalent contacts between discrete amino acids of the protein components interacting
with distinct nucleotide bases and the phosphate backbone of the ribosomal RNAs. The
structure of the ribosomal subunits have recently been resolved at atomic resolution,
and the atomic structures of this subunit and its complexes with two substrate analogs
revealed that the ribosome is in fact a ribozyme [1]. Knowledge of the atomic structure
of this complex biological nanomachine not only satisfies our demand to fundamentally
understand the molecular basis of life, but it also further motivates research to emulate
natural systems in order to produce artificial devices of entirely novel functionality and
performance.

Biological self-assembly has stimulated biomimetic “bottom-up” approaches for the
development of artificial nanometer-scaled elements which are required commercially to
produce microelectronics and micromechanical devices of increasingly small dimensions
in the range of �5 to 100 nm. In this regard, researchers had suggested some time ago
that synthetic nanometer-sized elements might be fabricated from biomolecular building
blocks [2, 3], and today DNA is being used extensively as a construction material for the
fabrication of nanoscaled systems (e. g., see Chapters 19 and 20). The simple A–T and G–C
hydrogen-bonding interaction allows the convenient programming of DNA receptor
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moieties, highly specific for the complementary nucleic acid. Another very attractive fea-
ture of DNA is the great mechanical rigidity of short double helices and its comparatively
high physico-chemical stability. Moreover, Nature provides a comprehensive toolbox of
highly specific ligases, nucleases, and other DNA-modifying enzymes, all of which can
be used to process and manipulate the DNA with atomic precision, and thus create
molecular constructions on the nanometer-length scale [4, 5].

The generation of semisynthetic DNA–protein conjugates allows one to combine the
unique properties of DNA with the almost unlimited variety of protein components,
which have been tailored by billions of years of evolution to perform highly specific func-
tions such as catalytic turnover, energy conversion, or translocation of other components
[6]. In this chapter, the current state of the art of both the preparation and application of
such hybrid DNA–protein conjugates in life sciences and nanobiotechnology will be sum-
marized. In particular, DNA–protein conjugates are applied to the self-assembly of high-
affinity reagents for immunoassays, nanoscale biosensor elements, the fabrication of lat-
erally microstructured biochips, and the biomimetic “bottom-up” synthesis of nanostruc-
tured supramolecular devices.

15.1.2
Oligonucleotide–Enzyme Conjugates

Pioneering studies in the preparation of semisynthetic DNA–protein conjugates were car-
ried out by Corey and Schultz [7], who reported the synthesis of an oligonucleotide–Sta-
phylococcus nuclease (SN) conjugate that can be used as a synthetic nuclease. The single-
stranded DNA (ss-DNA) moiety of the DNA–SN conjugate was designed to form specific
triple helices at complementary target regions of a plasmid DNA, thus enabling its site-
specific cleavage. Later studies established that DNA–SN conjugates reveal enhanced ki-
netic rate constants for the hybridization with double-stranded DNA (ds-DNA) targets
[8, 9]. This accelerated hybridization is probably due to coulomb attraction between the
basic SN moiety and the target DNA, leading to an increased effective concentration of
the conjugate near its target site. Similar effects have been observed for oligonucleo-
tide–peptide conjugates [8, 10].

Earlier studies reported on the preparation of oligonucleotide–enzyme conjugates using
5�-thiolated oligonucleotides and calf intestine alkaline phosphatase (AP), horseradish per-
oxidase, or beta-galactosidase. These conjugates were used as hybridization probes in the
detection of nucleic acids [11]. For example, the DNA–AP conjugate allowed the detection
of attomol-amounts of target DNA, while covalent adducts of AP and streptavidin were
labeled with short 10mer biotinylated oligonucleotides, and the resulting DNA–protein
conjugates were used as probes in nucleic acid hybridization detection [12]. An oligonu-
cleotide conjugate of fungal lipase was also synthesized to generate a thermostable
probe for hybridization assays and biosensors [13].

An interesting way to organize several proteins along a one-dimensional ds-DNA frag-
ment is based on the specific binding of DNA (cytosine-5)-methyltransferases to distinct
recognition sequences of ds-DNA [14]. Covalent adducts are formed if the synthetic DNA
base analog 5-fluorocytosine (FC) is present in the recognition site. The sequence-specific
covalent attachment of two representative methyltransferases, M. HhaI and M. MspI, at
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their target sites, GFCGC and FCCGG, respectively, was demonstrated. Since the methyl-
transferases can be modified with additional binding domains by recombinant tech-
niques, this concept might be useful for generating a variety of DNA–protein conjugates,
applicable as chromatin models or other functional biomolecular devices [14]. Interest-
ingly, methyltransferases have been used to modulate the charge transport that can
occur along the DNA double helix [15, 16]. Because the methyltransferase extrudes the tar-
get base cytosine completely from the double helix, this local distortion effectively reduces
the photoinduced charge transfer through the DNA duplex. These studies give rise to the
development of electrochemical sensors for the analysis of protein–DNA interactions, and
to the elaboration of novel bioelectronic devices.

15.1.3
DNA Conjugates of Binding Proteins

Antibodies have been coupled with DNA oligomers for immunoassay applications. Cova-
lent conjugates of ss-DNA and ds-DNA fragments and immunoglobulin (IgG) molecules
were used as probes in immuno-PCR (IPCR) [17, 18], which is a method for the ultrasen-
sitive detection of proteins and other antigens. IPCR was originally developed by Sano et
al. [19], and is a combination of the conventional enzyme-linked immunosorbent assay
(ELISA) with the amplification power of the PCR (Figure 15.1a). In general, IPCR allows
one for an �1000-fold enhancement of the detection limit of the analogous ELISA system
[20–23]. Coupling of the DNA marker with the antibody was achieved using bispecific fu-
sion proteins [19], chemical crosslinking [17, 18], streptavidin–biotin interaction [20], and

22915.1 Overview

Figure 15.1 (a) Application of DNA–protein conju-
gates in immuno-PCR (IPCR). The surface-immo-
bilized antigen is coupled with a specific primary
antibody, which is conjugated to a DNA-marker
fragment. Amplification of the DNA marker by
means of PCR and subsequent analysis of the PCR
amplicons enables highly sensitive detection of the
antigen. The square between DNA and the antibody
points out the necessity for an efficient chemical

conjugation strategy. (b) Detection of low molecu-
lar-weight analytes by competitive immuno-PCR
(cIPCR), illustrated with the model analyte fluores-
cein (Fsc). The free analyte competes the immu-
nosorptive binding of the signal generating hapten–
streptavidin conjugate to an antibody-modified
surface. Subsequent to competitive binding and
washing, the surface-immobilized hapten–DNA
conjugate is detected using PCR.



self-assembled oligomeric DNA–streptavidin conjugates [21–24]. Other applications of
antibody–DNA conjugates concern the use of antibody–polyadenylic acid conjugates in
magnetic bead-based cell sorting [25], the preparation of microstructured biochips by
the DNA-directed immobilization technique [26, 27], and chip-based protein detection
by means of immuno-rolling circle amplification [28, 29].

Conjugates of DNA and receptor proteins have been developed for both therapeutic and
bioanalytical purposes. The synthesis of an oligonucleotide–asialoglycoprotein conjugate
was reported for applications in antisense technology [30]. The site-specific covalent cou-
pling of a controlled number of signal peptides to plasmid DNA was attained using psor-
alen–oligonucleotide–peptide conjugates, which bind to the plasmid DNA by triple helix
formation and are covalently coupled by photoactivation. The peptide–plasmid conjugates
were then used for transfection of NIH-3T3 cells [31]. Other applications of oligonucleo-
tide–(poly)peptide conjugates are involved in the cellular delivery of antisense reagents,
stabilization of nucleic acid hybrids, and the recognition of biomolecular structures,
and have recently been summarized by Tung and Stein [10].

Two groups have reported an unconventional approach to covalently link nucleic acids
with proteins, such as single-chain antibody fragments [32, 33]. The principle of this
scheme is based on the in-vitro translation of mRNA, covalently modified with a puromy-
cin group at its 3�-end. The peptidyl-acceptor antibiotic puromycin covalently couples the
mRNA with the polypeptide chain grown at the ribosome particle, leading to the specific
conjugation of the informative (mRNA) with the functional (polypeptide) moiety. This
approach has implications on the high-throughput screening of peptide and protein
libraries, as well as on the generation of diverse protein microarrays [34].

The site-specific coupling of thiolated oligonucleotides to proteins can be achieved by
using recombinant proteins, which are genetically engineered with additional cysteine re-
sidues for the coupling by disulfide bond formation. This approach has, for instance, been
used to synthesize well-defined DNA–protein conjugates (“DNA-nanopores”) which con-
sist of an individual DNA oligonucleotide covalently attached within the lumen of the
alpha-hemolysin pore [35]. As detailed in Chapter 7, the resulting bioconjugates are cap-
able of identifying individual DNA strands with single-base resolution. Synthetic chan-
nels, comprised of rigid rod �-barrel peptides can also act as host structures for the non-
covalent inclusion of ds-DNA fragments, thereby forming static transmembrane B–DNA
complexes [36]. Site-specific disulfide formation was also used in the synthesis of DNA
conjugates from recombinant streptavidin [37], thus complementing statistical covalent
conjugation of streptavidin using heterobispecific crosslinkers (see Section 15.1.5) [26].

Recently, we have established a novel approach for synthesizing well-defined conjugates
of nucleic acids and proteins [38]. The method is based on the native chemical ligation of
recombinant proteins containing a C-terminal thioester with cysteine conjugates of nu-
cleic acids. Expressed protein ligation had previously been used for the synthesis of a vari-
ety of proteins [39, 40]. To this end, the target protein fused to the construct of an intein
and a chitin-binding domain (CBD) is expressed in Escherichia coli. This latter domain al-
lows the affinity purification of the intein-fusion protein using a chitin matrix. Liberation
from the column is achieved by cleaving the intein with mercaptoethansulfonic acid,
thereby producing a C-terminal thioester of the target protein. The thioester containing
protein can be ligated to peptides containing an N-terminal cysteine, or to cysteine-nucleic
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acid conjugates [38]. Due to the convenient synthesis of peptide nucleic acid (PNA)–Cys
conjugates, as opposed to DNA–Cys conjugates, PNA was chosen as a model system.
The mild and highly efficient chemical ligation led to nucleic acid–protein conjugates
which are well-defined with respect to stoichiometric composition and regiospecific link-
age. This method has several advantages over conventional chemical coupling techniques,
and thus, constitutes a major improvement for further developments of DNA-directed im-
mobilization as well as of artificial multi-protein arrangements and nanostructured hybrid
assemblies (see Section 15.1.5). Since DNA–peptide conjugates are also available [10], it is
now possible to produce – rapidly and automatically – PNA–protein as well as DNA–pro-
tein conjugates from libraries of recombinant proteins. Thus, the chemical ligation will be
useful for a wide variety of applications, ranging from proteome research and clinical
diagnostics to the arising field of nanobiotechnology.

15.1.4
Noncovalent DNA–Streptavidin Conjugates

In addition to covalent coupling chemistry, a convenient approach for the ready produc-
tion of semisynthetic DNA–protein conjugates is based on the remarkable biomolecular
recognition of biotin by the homotetrameric protein streptavidin. Due to the outstanding
affinity constant of the streptavidin–biotin interaction of �1014 dm3 mol–1, the extreme
chemical and thermal stability of the streptavidin, and the availability of numerous bio-
tin-derivatives and mild biotinylation procedures, biotin–streptavidin conjugates form
the basis of many diagnostic and analytical tests. Although biotinylated oligonucleotides
are routinely prepared by automated DNA synthesis and are broadly applied in molecular
biology and nucleic acid analyses, the formation and structure of conjugates of streptavi-
din and biotinylated nucleic acids are not yet fully exploited.

We have studied the self-assembly of streptavidin 1 and 5�,5�-bisbiotinylated ds-DNA
fragments 2 (Figure 15.2) [24]. The bivalent ds-DNA molecules interconnect the tetra-
valent streptavidin, thereby generating three-dimensionally linked networks. Gel electro-
phoresis and scanning force microscopy (SFM) indicated that the oligomers 3 predomi-
nantly contain bivalent streptavidin molecules bridging adjacent DNA fragments. Despite
the tetravalency of the streptavidin protein, trivalent streptavidin molecules occur as
branch points with a low frequency, and the presence of tetravalent streptavidin in the su-
pramolecular networks is scarce (see Figure 15.2b). As a consequence of the streptavidin’s
low valency, the oligomeric conjugates have a large residual biotin-binding capacity. This
can be utilized for further functionalization of the complexes. For example, biotinylated
antibodies have been coupled with 3, leading to functional conjugates applicable as power-
ful reagents in IPCR assays [21–24].

The oligomeric DNA–streptavidin conjugates 3 might also serve as a molecular frame-
work for the generation of DNA-based nanomaterials. For instance, biotinylated macromo-
lecules, such as enzymes, antibodies, peptides, fluorophores [41, 42], and even inorganic
metal nanoclusters [43] or polymers [37] can be arranged at the nanometer length scale.
Due to their size, connectivity and topography, the oligomers 3 can also be used as
model systems for DNA-linked nanoparticle networks, for instance, serving to establish
basic immobilization and characterization techniques for such assemblages [44]. As the
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DNA fragments within the networks are susceptible to external stimuli, nanomechanical
devices (e. g., ion-switchable nanoparticle aggregates) can be fabricated (Figure 15.2d) [44].
Potential applications include the fabrication of functional supramolecular nanomaterials
which are useful, for example, in controlling the optical and electronic properties of
nanoparticles, in regulating accessibility of the DNA to enzymes, or in the manufacture
of addressable supports for sensors and bioelectronic devices.

We have established that the oligomers 3 can be effectively transformed into well-
defined supramolecular DNA–streptavidin nanocircles 4 by thermal treatment (Figure
15.2) [45]. Due to their readily availability and well-defined stoichiometry and structure,
the nanocircles 4 form the basis of a supramolecular construction kit for generating hap-
ten–DNA conjugates. For example, functionalization of 4 with biotinylated haptens allows
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Figure 15.2 (a) Schematic representation of the
self-assembly of oligomeric DNA–streptavidin (STV)
conjugates 3 from 5�,5�-bis-biotinylated DNA 2 and
STV 1. Note that the schematic structure of 3 is
simplified since a fraction of the STV molecules
function as tri- and tetravalent linker molecules be-
tween adjacent DNA fragments (see SFM image
(b)). The supramolecular networks of 3 can be dis-
rupted by thermal treatment, leading to the efficient
formation of DNA–STV nanocircles 4 (see SFM
image (c)). The nanocircles 4 can be functionalized
by the coupling of biotinylated hapten groups, such
as fluorescein (Fsc) to yield nanocircle 5. For sim-
plification, complementary DNA strands are drawn
as parallel lines. The 3�-ends are indicated by the
arrow heads. (b) SFM images of the oligomeric

DNA–STV conjugates 3. (c) SFM images of the
DNA–STV nanocircles 4. (Adapted from Ref. [45],
with kind permission.) (d) Ionic-switching of the
oligomers 3. The relative distance of the STV parti-
cles is altered by increased supercoiling of the in-
terconnecting DNA linkers. The SFM images indi-
cate structural changes observed for representative
DNA3–STV3 elements, occurring within the random
oligomeric networks 3. Note that the structure at the
left represents the extended species, occurring under
low-salt conditions, while the structure at the right
contains fully supercoiled DNA fragments, present
under high-salt conditions. The structure in the
middle represents an intermediate formed by partial
supercoiling of the DNA linkers. (Adapted from Ref.
[44], with kind permission.)



the generation of hapten conjugates 5, which can be used as reagents in a novel compe-
titive IPCR (cIPCR) assay for the ultra-sensitive detection of low-molecular weight ana-
lytes (see Figure 15.1b) [46]. Results obtained from model studies have suggested that
cIPCR allows for between �10- and 1000-fold improvements of the detection limit of con-
ventional antibody-based assays, such as the competitive ELISA [46].

With respect to nanobiotechnology, 3 and 4 can also be used as soft materials topogra-
phy standardization reagents for SFM analyses [47, 48]. As the two different biopolymers
of DNA and proteins occur in a highly characteristic, well-defined composition and supra-
molecular structure, this allows direct comparisons to be made, for example, of the defor-
mation properties of the two biopolymers, depending on the SFM measurement modes
applied [48].

A second nanobiotechnological application of the DNA–streptavidin conjugates 3 and 4
involves the area of “biomolecular templating” (see also Chapters 16 and 17). In this ap-
proach, the electrostatic and topographic properties of biological macromolecules and su-
pramolecular complexes comprised thereof are used for the synthesis and assembly of or-
ganic and inorganic components. In this context, the necessity for generating complex
well-defined biomolecular architecture is clearly evident, which might be used for the tem-
plated growth of inorganic components. DNA–streptavidin conjugates 3 and 4 have re-
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Figure 15.3 Construction of supramolecular DNA
and streptavidin (STV) conjugates. (a) Networks
3a and 3b were generated from bis-biotinylated ds-
DNA 2 and covalent oligonucleotide–STV conju-
gates 6a and 6b, respectively, containing comple-
mentary oligonucleotides covalently coupled to the

STV. The inset shows a typical SFM image of 3a.
(b) Oligomers 3a and 3b are transformed into the
corresponding nanocircles 4a and 4b, which hybri-
dize with each other to form the nanocircle dimer 7.
The inset shows a typical SFM image of dimer 7.



cently been used as building blocks for generating complex biomolecular nanostructures
[49, 50]. As indicated in Figure 15.3, networks 3a and 3b were generated from bis-biotiny-
lated ds-DNA 2 and the covalent oligonucleotide–streptavidin conjugates 6a and 6b [26]
(for details on the covalent conjugates 6, see below). Interestingly, the comparison with
the analogous oligomers 3 (prepared from native streptavidin) revealed that the covalent
streptavidin–oligonucleotide hybrid conjugates 3a and 3b assemble with the bis-biotiny-
lated DNA to generate oligomeric aggregates of significant smaller size, containing no
branch points and, on average, only about 2.5 times less ds-DNA fragments per aggregate
(see SFM images in Figures 15.2 and 15.3) [49]. This phenomenon was attributed to elec-
trostatic and steric repulsion between the ds-DNA and the covalently attached single-
stranded oligomer moiety of 6. Nevertheless, the single-stranded oligonucleotide moieties
could be used for further functionalization of 3a and 3b by hybridization with comple-
mentary oligonucleotide-tagged macromolecules. For instance, oligomers 3a were trans-
formed into the corresponding nanocircles 4a, which can hybridize with analogous circles
4b, containing a complementary oligonucleotide sequence, to form the nanocircle dimers
7. The SFM image of the dimeric conjugate 7 indicates the predicted structure [50] (Figure
15.3b).

15.1.5
Multifunctional Protein Assemblies

The concept of using DNA as a framework for the precise spatial arrangement of molec-
ular components, as initially suggested by Seeman [3], was demonstrated experimentally
by positioning several of the covalent DNA–streptavidin conjugates 6 along a single-
stranded nucleic acid carrier molecule containing a set of complementary sequences (Fig-
ure 15.4) [26]. Covalent conjugates 6 were synthesized from thiolated oligonucleotides 8
and streptavidin 1 using the heterobispecific crosslinker sulfosuccinimidyl 4-[p-maleimi-
dophenyl]butyrate (sSMPB, 9). Conjugates 6 can be used as versatile molecular adaptors
because the covalent attachment of an oligonucleotide moiety to the streptavidin provides
a specific recognition domain for a complementary nucleic acid sequence in addition to
the four native biotin-binding sites. For instance, supramolecular DNA nanostructures
(e. g., 10 in Figure 15.4) have been assembled as model systems to investigate the basic
principles of the DNA-directed assembly of proteins [26, 43]. These studies showed
that, in particular, the formation of intramolecular secondary structures of the nucleic
acid components often interferes with an effective intermolecular formation of the supra-
molecular DNA–protein assemblies [5].

The DNA-directed assembly of proteins can be applied to fabricate artificial spatially
well-defined multienzyme constructs, which are not accessible by conventional chemical
crosslinking. In biological systems, multienzyme complexes reveal mechanistic advan-
tages during the multistep catalytic transformation of a substrate because reactions lim-
ited by the rate of diffusional transport are accelerated by the immediate proximity of
the catalytic centers. Furthermore, the “substrate-channeling” of intermediate products
avoids side reactions. Recently, the conjugates 6 were used to assemble surface-bound bi-
enzymic complexes 13 from biotinylated luciferase and oxidoreductase [51]. The total en-
zymatic activities of the oxidoreductase/luciferase bienzymic complexes, which catalyze
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the consecutive reactions of flavin mononucleotide reduction and aldehyde oxidation,
depended on the absolute and relative spatial orientation of the two enzymes. Such stud-
ies are useful to explore proximity effects in biochemical pathways, as well as to investi-
gate the artificial multienzymes that will allow the development of novel catalysts for en-
zyme process technology, the regeneration of cofactors, and/or the performance of multi-
step chemical transformations to convert cheap precursors into drugs and fine chemicals.

With respect to synthetic nanosystems and materials science, developments of the
DNA-directed organization of semiconductor and metal nanoclusters [52] (see also Chap-
ter 19) have stimulated the use of DNA–streptavidin conjugates 6 to organize biotinylated
gold nanoclusters to generate novel biometallic nanostructures, such as 11 in Figure 15.4
[43]. Given that the conjugates 6 can be used like components of a molecular construction
kit, functional proteins (e. g., immunoglobulins) can be conveniently incorporated into the
biometallic nanostructures. The proof of feasibility was achieved by the assembly of IgG-
containing construct 12 (Figure 15.4), which is capable of binding specifically to surface-
immobilized complementary antigens [43].

These experiments clearly demonstrate the applicability of the DNA-directed assembly
to construct inorganic/bioorganic hybrid nanomaterials. Similar approaches should even
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Figure 15.4 Synthesis of covalent DNA–strepta-
vidin (STV) conjugates 6 by coupling of 5�-thiol-
modified oligonucleotides 8 and STV 1 using the
heterobispecific crosslinker sSMPB 9. A number
of conjugates 6 with individual oligonucleotide se-
quences (e. g., 6a–f) self-assemble in the presence
of a single-stranded carrier nucleic acid, containing
complementary sequence stretches, to form supra-
molecular conjugates, such as 10 [26]. Following
this strategy, biometallic aggregate 11 has been
fabricated from 6 loaded with biotinylated 1.4 nm

gold clusters [43]. The functional antibody-contain-
ing biometallic construct 12 was obtained from
gold-labeled 6 and a conjugate obtained from 6 and
a biotinylated immunoglobulin. The gold cluster-
and IgG-conjugates were previously coupled in
separate reactions [43]. In a related approach, two
STV conjugates 6 were coupled with biotinylated
enzymes to allow for the spatially controlled DNA-
directed immobilization of the functional bienzymic
complex 13 [51].



allow the fabrication of highly complex supramolecular structures. Seeman and coworkers
have impressively demonstrated the power of DNA in the rational construction of complex
molecular framework [4] (see also Chapter 20). For example, Seeman’s group synthesized
the “truncated octahedron”, a DNA polyhedron containing 24 individual oligonucleotide
arms at its vertices which can, in principle, be used as a framework for the selective spatial
positioning of 24 different proteins, inorganic nanoclusters, and/or other functional
molecular devices.

Future applications of the DNA-directed assembly will focus, for example, on the gen-
eration of oligospecific antibody constructs. The presence of multiple binding domains
leads to an enhanced affinity for the target structure owing to polyvalent binding interac-
tions. Thus, supramolecular constructs, containing a DNA structural backbone to control
the spatial arrangement of the binding sites, should allow for specific recognition of the
target’s topography, even when the individual epitopes are either not in close proximity,
or reveal only weak antibody–antigen interactions. An additional major advantage of
nanoscaled DNA–receptor constructs is that the backbone can be modified and detected
by enzymatic means; hence, the supramolecular constructs are traceable at extremely
low levels and even in rather complex environments due to the enormous detection poten-
tial of PCR techniques [24].

15.1.6
DNA–Protein Conjugates in Microarray Technologies

In addition to being investigated as tools in proteome research, protein biochips have the
added attraction of serving as miniaturized multianalyte immunosensors in clinical diag-
nostics [53–55]. The miniaturization of ligand-binding assays not only reduces costs by
decreasing reagent consumption but also leads to enhanced sensitivity in comparison
with macroscopic techniques. Recent applications of protein microarrays include high-
throughput gene expression and antibody screening [56], analysis of antibody–antigen in-
teractions [57], or identification of the protein targets of small molecules [58]. Whilst DNA
microarrays can be easily fabricated by automated deposition techniques [59], the step-
wise, robotic immobilization of multiple proteins at chemically activated surfaces is
often obstructed by the instability of most biomolecules, which usually reveal a significant
tendency for denaturation. DNA-directed immobilization (DDI) provides a chemically
mild process for the highly parallel binding of multiple delicate proteins to a solid sup-
port, using DNA microarrays as immobilization matrices (Figure 15.5) [26, 27, 38]. Be-
cause the lateral surface structuring is carried out at the level of stable nucleic acid oligo-
mers, the DNA microarrays can be stored almost indefinitely, functionalized with proteins
of interest via DDI immediately prior to use and, subsequent to hybridization, they can be
regenerated by alkaline denaturation of the double helical DNA linkers. As an additional
advantage of DDI in immunoassay applications, the intermolecular binding of the target
antigens by antibodies can be carried out in homogeneous solution, rather than in a less
efficient heterogeneous solid-phase immunosorption. Subsequently, the immunocomplexes
formed are site-specifically captured at the microarray by nucleic acid hybridization [23].

The reversibility and site-selectivity of DDI provides the system with a variety of appli-
cations, including the recovery and reconfiguration of biosensor surfaces, the fabrication
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of mixed arrays containing both nucleic acids and proteins for genome and proteome
research, and the generation of miniaturized biochip elements [41]. Recent adaptations
of DDI have included the use of synthetic DNA analogs, pyranosyl-RNA oligomers, as
recognition elements for the addressable immobilization of antibodies and peptides
[60], and the DNA-directed immobilization of hapten groups for the immunosensing of
pesticides [61]. Recently, the DDI method was applied in functional genomics to identify
the members of a small molecule split-pool library which bind to protein targets [62] and
to trace functional members of G-protein-coupled cellular signal transduction [38].

DDI has been applied to inorganic gold nanoparticles, thereby enabling the highly sen-
sitive scanometric detection of nucleic acids in DNA-microarray analyses through the gold
particle-promoted silver development [63, 64]. Further uses of the DDI of DNA-functiona-
lized gold nanoparticles include the signal enhancement in the DNA hybridization detec-
tion with the quartz crystal microbalance [65] and by surface plasmon resonance (SPR)
[66]. In the latter case, an �1000-fold improvement in sensitivity was obtained, suggesting
that the detection limit of SPR might soon reach that of traditional fluorescence-based
DNA hybridization methods. The DDI technique has also been used to functionalize
DNA-coated gold nanoparticles with DNA–antibody conjugates (Figure 15.6) [67]. These
hybrid components were used as reagents in sandwich immunoassays, and the read-
out by gold particle-promoted silver development allowed the spatially addressable detec-
tion of fmol quantities of chip-immobilized antigens [67]. Recently, Mirkin et al. have
adapted the DDI approach to surface nanostructuring by “dip-pen” nanolithography
(DPN), which employs an SFM tip to “write” thiolated compounds with less than
30 nm linewidth resolution on gold substrates [68] (see also Chapter 19). In addition,
the direct writing of thiol- and acrylamide-modified oligonucleotides [69] enables the
production of nanostructured matrices for use in DDI.
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Figure 15.5 Schematic drawing of
“DNA-directed immobilization” (DDI).
A set of covalent DNA–streptavidin
(STV) conjugates 6a–c is coupled with
biotinylated antibodies to generate
IgG conjugates 14a–c, respectively. A
microarray of capture oligonucleotides
is used as the immobilization matrix.
Note that due to the specificity of Wat-
son–Crick base pairing, many different
compounds can be site-specifically im-
mobilized simultaneously in a single
step. (Adapted from Ref. [41], with kind
permission.)



15.2
Methods

15.2.1
Conjugation of Nucleic Acids and Proteins

Various methods for the chemical coupling of DNA with protein molecules are described
in the references cited in Section 15.1. Amongst these, covalent coupling most often relies
on the use of heterobispecific crosslinkers, such as sulfoSMPB (Figure 15.4), which is first
reacted with the protein to provide thiol-reactive maleimido groups. The maleimido-acti-
vated protein is usually purified and subsequently reacted with thiol-modified DNA oligo-
nucleotides. If desired, longer DNA fragments can be obtained by PCR using a thiol-mod-
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Figure 15.6 Array-based scanometric detection of
proteins using DNA- and protein-modified nano-
particle probes. (a) Schematic drawing of the utili-
zation of antibody/DNA-functionalized gold nano-
particles as reagents in a sandwich immunoassay.
Surface-attached capture antibodies are used to
bind the antigen (gray circles) through specific im-
munosorption. Subsequently, the antigen is labeled
with anti-mouse IgG-modified gold nanoparticles.
The IgG–DNA particle conjugate was previously
assembled from Au-nanoparticles modified with ss-
DNA and IgG–oligonucleotide conjugates by means

of the DDI method. For signal generation, a silver
development is carried out. (b) The generation of
silver precipitate is monitored spectrophotometri-
cally, or by imaging with a CCD camera or a flatbed
scanner. (c) Typical dose–response curve obtained
from the sandwich assay, depicted in (a). The ab-
sorbance at 490 nm of the silver film depends on
the amount of antigen present in various samples
analyzed. The black sets of signals were obtained
using 34-nm gold particles (Au34), while the gray
histograms represent signals obtained with 13-nm
gold particles (Au13). (Adapted from Ref. [67].)



ified primer. This method of covalent conjugation requires extensive purification of the
conjugates to remove excessive protein and oligonucleotides after each chemical coupling
step. For examples, see Refs. [18, 26].

Since the conjugation of biotinylated nucleic acids with streptavidin, and conjugates
thereof, is usually carried out in situ by mixing stoichiometric amounts of the nucleic
acid and streptavidin, a purification is not required in the case of many applications
(see Refs. [12, 24, 70]).

In both of the above approaches, the coupling of the protein and the nucleic acid is sta-
tistical, and thus basically no control of the stoichiometry and regioselectivity of the attach-
ment site can be achieved. Directed conjugation – and in particular the regioselective and
stoichiometrically controlled conjugation of nucleic acids to proteins – is much more dif-
ficult to achieve, and it is necessarily associated with the cloning and expression of recom-
binant proteins that contain reactive groups which can be selectively addressed by chem-
ical means.

Protein engineering has been carried out to incorporate cysteine groups which have
been subsequently used for the coupling with thiol-modified oligonucleotides by disulfide
linkage (for examples, see Refs. [7, 35, 37]). A novel approach for the easily controlled site-
selective linkage of nucleic acids with proteins is based on the native chemical ligation of
recombinant proteins containing a C-terminal thioester which are selectively coupled to
cysteine conjugates of nucleic acids under very mild conditions [38].

Additional approaches for the selective coupling of nucleic acids and proteins rely on
chemically modified nucleic acid conjugates which contain, for example, the synthetic
DNA base analog 5-fluorocytosine [14] or the peptidyl-acceptor antibiotic puromycin
[32, 33].

15.2.2
Immuno-PCR

The quantification of proteins and other antigens by means of the IPCR method is very
powerful, as IPCR not only leads to a �1000- to 10000-fold gain in sensitivity (compared
with conventional ELISA), but also reveals a very broad linear dynamic range of up to six
orders of magnitude. However, none of the various IPCR applications described so far has
crossed the border between a research method and a highly standardized, GLP (good
laboratory practice) -compatible application, suitable for the routine analysis of large num-
bers of samples. The major reason for the current lack of standardization and robustness
of IPCR is intimately associated with the enormous amplification power of PCR. Thus,
IPCR is very sensitive to contamination and false-positive signals which result from the
nonspecific binding of reagents. To overcome these problems, particular emphasis
must be given to the minimization of nonspecific binding of DNA-containing marker con-
jugates. This can be achieved by using IPCR reagents comprising the oligomeric DNA–
streptavidin conjugates (see Section 15.1.4 [21–24]). Other technical problems may arise
during the read-out of the IPCR amplicons, which can be most effectively achieved by
using either microplate-based ELISA [20] or solid-phase hybridization assay [21], or the
real-time PCR platform based on the TaqMan principle [22]. Further improvements
with respect to minimization of experimental errors and optimization of the limit of de-
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tection can be achieved by extensive standardization using internal competitor fragments
during the PCR amplification step of the IPCR [21].

15.2.3
Supramolecular Assembly

One of the major technical problems in the supramolecular assembly of several DNA-
tagged proteins relates to characterization of the assembly products. The application of
suitable methods is essential not only to prove successful synthesis but also to understand
the fundamental principles of reactivity and assembly properties of the biomolecular
building blocks. A particularly suitable method which is often used is based on gel elec-
trophoresis [24, 26, 42, 43]. This technique allows the covalent coupling to be monitored
and the DNA:protein coupling ratio to be estimated [26], and can also be used to demon-
strate directed supramolecular assembly (e. g., see Figure 14.4) [26, 43]. Although gel elec-
trophoresis allows the circular structures of compounds (e. g., conjugates 4) to be clearly
determined [50], it fails in the case of multimeric DNA–protein conjugates (e. g., conju-
gates 3 in Figure 15.2). In such cases, high-resolution SFM has been proven to be the
method of choice [24, 42]. However, the current resolution capabilities of SFM are by
far insufficient to resolve supramolecular assemblies with a tight coupling of the indivi-
dual components (see e. g., conjugates 10–13 in Figure 15.4). In these cases, characteriza-
tion might be achieved by labeling and subsequent analysis with transmission electron
microscopy [43] in addition to electrophoresis. If functional components are integrated
within the supramolecular DNA–protein conjugates, such as antibodies or enzymes (con-
jugates 12 and 13 in Figure 15.4, respectively), then functional assays can often be
designed which allow one to prove the intactness of the conjugate [43, 51].

15.2.4
DNA-directed Immobilization

The chemical and structural features of the nucleic acid constituents employed in both
DDI and DNA-directed supramolecular assembly play an essential role, as they determine
the hybridization efficiency of the individual components [26, 27, 43, 70]. Solid-phase
hybridization studies have shown that the attachment of voluminous proteins to an oligo-
nucleotide decreases the kinetics of intermolecular hybridization [70]. However, the indi-
vidual oligonucleotide sequences induce even larger variations in the hybridization effi-
ciency, depending on the formation of secondary structures, such as intramolecular hair-
pin loops [70]. Intramolecular folding also affects the supramolecular assembly of several
proteins along a single-stranded nucleic acid carrier backbone. At moderate temperatures,
carrier strands may form stable secondary structures, and thus, an equilibrium is formed
between the uncomplexed carrier and also the protein–carrier conjugate [43]. A comple-
tion of the previously incomplete supramolecular aggregation of several compounds
can be achieved by means of helper-oligonucleotides, capable of binding to uncomplexed
sequence stretches of the carrier, thereby disrupting its secondary structure [43, 71]. It has
been shown that DNA molecules are superior templates for the supramolecular assembly
than RNA carriers, probably due to the lower stability of the intramolecular folding [71]. To
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overcome eventually the problem of nucleic acid secondary structure, future developments
will focus on the use of synthetic DNA analogs in nucleic acid-directed supramolecular
synthesis. Thus, despite their current high costs, peptide nucleic acids [72] or pyrano-
syl-RNA oligomers [60] for example may be employed due to their high specificity of bind-
ing, major (bio)chemical and physical robustness, and low tendency to form secondary
structures.

An additional important parameter for successful application of the DDI method con-
cerns the use of suitable DNA microarrays as a capture matrix. High densities of capture
oligonucleotides are required for optimal performance of DDI, and to this end we have
developed a novel method for the surface immobilization of DNA, using prefabricated
PAMAM starburst dendrimers as mediator moieties. Dendrimers containing 64 primary
amino groups in their outer sphere were covalently attached to silylated glass supports,
and subsequently the dendritic macromolecules were chemically activated with glutaric
anhydride and N-hydroxysuccinamide. Due to the dendritic PAMAM linker system, the
surfaces reveal both a very high immobilization efficiency for amino-modified DNA-oligo-
mers and also a remarkably high stability during repeated regeneration and reusing cycles
[73, 74]. The latter feature, in particular, is very important for DDI-based applications.

15.3
Outlook

Commercial applications of semisynthetic DNA–protein conjugates are currently focused
on the bioanalytics sector. In addition, these chimeric components show promise for the
fabrication of nanostructured molecular arrangements, and thus their development
will contribute to the rapid establishment of the novel discipline, now termed
“nanobiotechnology” [5, 75]. Future perspectives include their use as high-affinity diagnos-
tic reagents, artificial multienzymes, light-harvesting devices, or even autonomous drug-
delivery systems. In addition, the self-assembling nanoscale fabrication of technical ele-
ments, such as dense arrays of molecular switches, transistors and logical parts, as well
as inorganic/bioorganic hybrid devices for biomedical diagnostics and interface structures
between electronic and living systems might be foreseen. To realize these fascinating bio-
technological perspectives, however, a variety of serious technical obstacles remain to be
solved. In particular, powerful analytical techniques as well as the refinement of biocon-
jugation and biomolecular evolution strategies are crucial to eventually attain comprehen-
sive understanding and capabilities for tailoring the structure and reactivity of semisyn-
thetic nucleic acid–protein conjugates. Given that the initial steps summarized here
have already clearly demonstrated feasibility, the future developments in this new field
of research promise much excitement.
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16
DNA-templated Electronics

Erez Braun and Uri Sivan

16.1
Introduction and Background

Since the publication of the celebrated work by Aviram and Ratner [1] in 1974, dozens of
other molecular wires, rectifier, switches, storage elements, etc., have been discovered [2].
Yet, almost 30 years later, there is not a single proven scheme for assembling even just two
molecules to form a functional electronic circuit. By comparison, it took less than 25 years
from the discovery of the transistor (1947) and less than 15 years from the inception of the
integrated circuit (1958) to produce a commercial processor (e. g., Intel 4004) with 2500
interconnected transistors.

In order to appreciate the competition faced by molecular electronics, it should be noted
that present-day silicon-based processors contain over 40 million transistors, and the road
map to a billion-transistor chip in 2007 is already laid. Moreover, those transistors will be
limited by fundamental, quantum mechanical barriers that apply equally [3] to molecular
devices. Full exploitation of molecular devices will require even higher levels of integra-
tion.

At the heart of the microelectronics revolution sits the integrated circuit and photolitho-
graphy – the technology developed to embed the vast complexity of microelectronic cir-
cuits in a virgin silicon wafer. At present, there is no equivalent concept for the assembly
of complex structures from molecular building blocks. It is clear that the invention of
such strategy is critical for turning molecular electronics – and more generally nanotech-
nology – into reality. Failure to invent such a concept will render molecular engineering a
curiosity limited to very simple structures.

Various engineering strategies for assembling molecular electronics are being pursued,
from conventional approaches based on molecular monolayers deposited between electro-
des [4], through grid-like structures defined by microelectronic techniques [5] and semi-
conducting nanowire grids [6], to sophisticated self-assembly schemes based on molecular
recognition. The attempts to harness self-assembly are inspired by molecular biology – the
only paradigm we have for the assembly of complex structures from molecular building
blocks. A parallel effort has been put into the development of self-assembly capabilities
with nonbiological molecules [7], but the attainable complexity there is at present signifi-
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cantly inferior when compared to that achieved with biological molecules. It is therefore
only natural to try and harness the remarkable molecular recognition capabilities of the
latter – in particular nucleic acids and proteins – for the self-assembly of nonbiological
constructs. Indeed, a number of groups have utilized DNA molecules for the organization
of nanoparticles [8, 9], the construction of DNA substrates [10] (see Chapter 20) and their
subsequent decoration with nanoparticles [11], and templated growth of semiconductor
nanoparticles [12]. Other attempts have included the use of proteins [13, 14], and some
of these initial exploratory investigations are reviewed in Refs. [15, 16].

Any attempt to harness biological molecules for the direct realization of molecular scale
electronics faces a fundamental difficulty in that most biological molecules do not conduct
electronic currents. DNA conductivity, for instance, was investigated extensively in recent
years. Notwithstanding several reports on reasonable electronic conduction of DNA mole-
cules [17, 18], and even proximity-induced superconductivity [19], there is now a growing
body of evidence indicating that DNA molecules are, for all practical purposes, insulating
in character [20–28]. In fact, for fundamental reasons, molecular recognition and electro-
nic conduction in the same location in space seem to be mutually exclusive [29], and it is
therefore impossible to realize molecular electronics by biological molecules alone. How-
ever, any attempt to use electronic materials for the same purpose reveals another barrier.
The superior electronic properties of these materials are accompanied by very simple
chemistry, which does not allow encoding of the large amounts of information needed
for the self-assembly of complex constructs. One is therefore faced with a fundamental
dichotomy – electronic conduction, or self-assembly.

In an attempt to overcome this barrier, we proposed some years ago [27, 28] to hybridize
between the two material systems to form a broader system where electronic conduction
is provided by metals, semiconductors, and conducting polymers while self-assembly is
provided by DNA molecules and their related proteins. As electronic materials and biolo-
gical molecules are typically alien to each other, the schemes described below consist of
two steps. First, the biological components are utilized to assemble a template or a scaf-
fold with well-defined molecular addresses, which serves in a second step to localize the
electronic devices and interconnect them electrically. In the latter step, electronic function-
ality is instilled to the DNA substrate. Unlike the conventional semiconductor substrates
used in microelectronics, the DNA scaffold contains a high density of addresses, thereby
enabling the localization of electronic devices with nanometer-scale resolution. Our bot-
tom-to-top approach takes self-assembly a substantial step forward compared with pre-
vious state-of-the-art strategies, and also highlights the tremendous barrier that must be
surmounted on the way to a meaningful self-assembly of complex systems.

An outline of the DNA-templated electronics concept is presented in the next section.
We then introduce a new concept, sequence-specific molecular lithography. The protein
RecA, which is normally responsible for homologous recombination in Escherichia coli
bacteria, is utilized as a sequence-specific resist, analogous to photoresist in conventional
photolithography. Here, however, the patterning information is encoded in the underlying
DNA substrate rather than in glass masks. The same process facilitates precise localiza-
tion of molecular devices on the DNA substrate and formation of molecularly accurate
junctions. Our perspective on DNA-templated electronics and more generally biologically
directed assembly of nonbiological constructs is briefly discussed in the last section.
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16.2
DNA-templated Electronics

A possible scheme for the DNA templated assembly of molecular-scale electronics is de-
picted in Figure 16.1. This heuristic scheme addresses three major challenges on the way
to molecular electronics. First, it allows the precise localization of a large number of de-
vices at molecularly accurate addresses on the substrate. Second, it provides, by construc-
tion, inter-device wiring. Finally, it wires the molecular network to the macroscopic world,
thus bridging between the nanometer and macroscopic scales. The same scheme also
highlights some fundamental difficulties, which we discuss below.

There are four major obstacles to the realization of this concept. First, biological pro-
cesses need to be adopted and modified to enable the in-vitro construction of stable
DNA junctions and networks with well-defined connectivity. Second, the hybridization
of electronic materials with biological molecules needs to be advanced to the point
where precise localization of electronic devices on the network is made possible. Third,
appropriate nanometer-scale electronic devices need to be developed. These devices should
be compatible with the assembly and functionalization chemistry. Finally, in our scheme
the DNA molecules serve to wire devices and interconnect between the circuit and the ex-
ternal world. Since DNA molecules are insulating, they need to be converted into conduc-
tive wires.

As demonstrated below, homologous recombination addresses the first two problems
very effectively; it can generate molecularly accurate DNA junctions and networks, and
also localize molecular objects at precise addresses on the DNA scaffold. There are various
candidates for molecular-scale switching devices. One of the promising possibilities is the
single-electron transistor, which is based on charging effects.
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Figure 16.1 Heuristic scheme of a
DNA-templated electronic circuit.
(a) Gold pads are defined on an inert
substrate. (b–d) correspond to the cir-
cle of (a) at different stages of circuit
construction. (b) Oligonucleotides of
different sequences are attached to the
different pads. (c) DNA network is
constructed and bound to the oligonu-
cleotides on the gold electrodes.
(d) Metal clusters or molecular elec-
tronic devices are localized on the DNA
network. The DNA molecules are finally
converted into metallic wires, rendering
the construct into a functional electro-
nic circuit. Note that the figures are not
to scale; the metallic clusters are nan-
ometer-sized, while the electrode pads
are micrometer-sized.
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Figure 16.2 Gold pattern, 0.5 � 0.5 mm in size,
was defined on a passivated glass using micro-
electronics techniques. The pattern comprised four
bonding pads, 100 mm in size, connected to two
50 mm-long parallel gold electrodes, 12–16 mm
apart. (a) The electrodes were each wetted with
a 10–4 mL droplet of disulfide-derivatized oligonu-
cleotide solution of a given sequence (Oligos A and
B). (b) After rinsing, the structure was covered with
100 mL of a solution of l-DNA having two sticky
ends that are complementary to Oligos A and B.

A flow was applied to stretch the l-DNA molecule
between the two electrodes, allowing its hybridiza-
tion. (c) The DNA bridge was loaded with silver
ions by Na+/Ag+ ion exchange. (d) The silver ion–
DNA complex was reduced using a basic hydro-
quinone solution to form metallic silver aggregates
bound to the DNA skeleton. (e) The DNA-tem-
plated wire was “developed” using an acidic solu-
tion of hydroquinone and silver ions. (Reprinted
with permission from Ref. [27]; � 1998, Nature.)



The insulating nature of DNA molecules is circumvented by their selective coating with
metal [27, 28]. The experimental procedure used to demonstrate DNA-templated assembly
and electrode attachment of a conductive silver wire is depicted in Figure 16.2. First,
12-base oligonucleotides, derivatized with a disulfide group at their 3�- end, were attached
to the electrodes through thiol–gold interaction. Each of the two electrodes was marked
with a different oligonucleotide sequence. The electrodes were then bridged by hybridiza-
tion of a 16 mm-long l-DNA molecule containing two 12-base sticky ends, each comple-
mentary to one of the two sequences attached to the gold electrodes. Figure 16.3 presents
a single DNA molecule bridge observed by fluorescence microscopy. To instill electrical
functionality, the DNA bridge was coated with silver, the three-step chemical deposition
process being based on selective localization of silver ions along the DNA molecule
through Ag+/Na+ ion-exchange [30] and formation of complexes between the silver and
the DNA bases [31–33]. The silver ion-exchanged DNA was then reduced to form nan-
ometer-size silver aggregates bound to the DNA skeleton. These aggregates were further
‘developed’, much as in standard photographic procedure, using an acidic solution of hy-
droquinone and silver ions under low-light conditions [34, 35]. Although this solution was
metastable, and spontaneous metal deposition was normally very slow, the silver aggre-
gates on the DNA catalyzed the process. Under the experimental conditions, metal deposi-
tion therefore occurred only along the DNA skeleton, leaving the passivated substrate
practically clean of silver. Figure 16.3 shows an AFM image of a segment of a 100 nm-
wide, 12 mm-long wire connecting the two gold electrodes. Two-terminal electrical mea-
surements of the DNA-templated silver wire produced the I–V curves depicted in Figure
16.3. These curves were nonlinear and asymmetric with respect to zero bias. Other deposi-
tion conditions led to ohmic behavior, albeit with high resistance. The insets to the right
panel of Figure 16.3 present two I–V curves of control samples. Neither the bare DNA
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Figure 16.3 Left: AFM image of a silver wire con-
necting two gold electrodes 12 mm apart. Field size,
0.5 mm. Inset: Fluorescently labeled l-DNA mole-
cule stretched between two gold electrodes (dark
strips), 16 mm apart. The electrodes are connected
to large bonding pads 0.25 mm away (see Figure
16.2). Right: Two-terminal I–V curves of the silver
wire shown on the left. Note the current plateau
(dashed dotted line), on the order of 0.5 V. By ap-

plying 50 V to the wire, the plateau has been per-
manently eliminated to give an ohmic behavior
(solid line) over the whole measurement range. I–V
curves of a DNA bridge with no silver deposition,
and silver deposition without a DNA bridge, are
depicted at the bottom and top insets, respectively.
Clearly, the sample is insulating in both cases.
(Reprinted with permission from Ref. [27];
� 1998, Nature.)



molecule bridge nor the sample without DNA conducted current. Other DNA metaliza-
tion schemes have been developed by other groups (see Chapter 17), and a better approach
to DNA metalization with gold is presented below.

DNA metalization suffers from a serious drawback. The coating of DNA molecules with
metal destroys their molecular-recognition capabilities and hence, further utilization of
molecular biology after metalization. It therefore prevents, among other things, the con-
struction of intrinsic feedback loops from the electronic properties back to biology, namely,
a genuine interface between biology and electronics. This is probably the major obstacle
along the road to bioelectronic molecular devices and circuits, and this point is elaborated
on later in the chapter.

16.3
Sequence-specific Molecular Lithography

DNA-templated electronics requires elaborate manipulations on scales ranging from nan-
ometers to many micrometers, including the formation of complex DNA geometries, wire
patterning at molecular resolution, and molecularly accurate device localization. In con-
ventional microelectronics, the circuit structure is dictated by lithography, but the use
of an elaborate molecular assembly requires an alternative approach which is applicable
at considerably smaller scales. To that end, we have recently developed the process of se-
quence-specific molecular lithography [36] that utilizes homologous recombination pro-
cesses by RecA protein, operating on the double-stranded DNA (ds-DNA) substrate mole-
cules [37]. The information guiding the lithography is encoded in the DNA substrate mo-
lecules and in short auxiliary probe DNA molecules. The RecA protein provides the resist
function as well as the assembly capabilities. The same process can also be used to gen-
erate the DNA junctions that characterize elaborated DNA scaffolds and for the localiza-
tion of molecular-scale objects at arbitrary positions along the DNA substrate.

Homologous recombination is a protein-mediated reaction by which two DNA mole-
cules, possessing some sequence homology, crossover at equivalent sites. RecA is the
major protein responsible for this process in Escherichia coli [37]. In our procedure,
RecA proteins are polymerized on a probe DNA molecule to form a nucleoprotein fila-
ment, which is then mixed with the substrate molecules. The nucleoprotein filament
binds to the DNA substrate at homologous probe–substrate locations as shown schema-
tically in Figure 16.4i and ii. Note that RecA polymerization on the probe DNA is not sen-
sitive to sequence. The binding specificity of the nucleoprotein filament to the substrate
DNA is dictated by the probe’s sequence and its homology to the substrate molecule.

Homologous recombination can be harnessed for sequence-specific patterning of DNA
metal coating (Figure 16.4). The preferred metalization process differs from the scheme
described above, and yields excellent wires. The key is localization of the reducing
agent on the DNA substrate. In the demonstration presented in Ref. [36], DNA molecules
were first aldehyde-derivatized by reacting them with glutaraldehyde, which left the DNA
intact and biologically active. Next, the sample was incubated in an AgNO3 solution. The
reduction of silver ions by the DNA-bound aldehyde in the unprotected segments of the
substrate molecule resulted in tiny silver aggregates along the DNA skeleton. The aggre-
gates catalyzed subsequent electroless gold deposition, which produced a continuous,
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highly conductive gold wire. A scanning electron microscopy (SEM) image of a DNA-tem-
plated wire produced this way is shown in Figure 16.5 (inset). Electrode deposition and
direct electrical measurements revealed a �25 V resistance and ohmic characteristics
up to currents on the order of 200 nA. The wire conductivity was only seven times
lower than that of polycrystalline gold, and four orders of magnitude higher compared
with the DNA-templated silver wires discussed above [27]. The reducing agent (aldehyde)
localization on the DNA scaffold resulted in a very low background metalization.
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Figure 16.4 Schematics of the homologous re-
combination reaction and molecular lithography.
(i) RecA monomers polymerize on a ss-DNA probe
molecule to form a nucleoprotein filament. (ii) The
nucleoprotein filament binds to an aldehydederiva-
tized ds-DNA substrate molecule at an homologous
sequence. (iii) Incubation in AgNO3 solution results
in the formation of silver aggregates along the

substrate molecule at regions unprotected by RecA.
(iv) The silver aggregates catalyze specific gold de-
position on the unprotected regions. A highly con-
ductive gold wire is formed, with a gap in the pro-
tected segment. (Reprinted with permission from
Ref. [36]; � 2002, The American Association for the
Advancement of Science.)
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Figure 16.5 Two-terminal I–V curve of
a DNA-templated gold wire. The wire’s
resistivity (1.5 � 10–7 Vm) is only
seven times higher than that of poly-
crystalline gold (2.2 � 10–8 Vm). Inset:
SEM image of a typical DNA-templated
gold wire stretched between two elec-
trodes deposited by electron-beam
lithography. Scale bar, 1 mm. (Reprinted
with permission from Ref. [36]; � 2002,
The American Association for the
Advancement of Science.)



This metalization process was used in conjunction with the molecular lithography pro-
cess to produce sequence-specific, patterned metallic wires [36]. RecA was first used to
localize a 2027-base single-stranded (ss) probe molecule on the homologous section in
the middle of a 48502-bp aldehyde-derivatized l-DNA substrate molecule. Sequence-spe-
cific nucleoprotein binding to the substrate molecule was confirmed by protection against
restriction-enzyme digestion [38]. The efficiency and specificity of the homologous recom-
bination reaction were not affected by aldehyde derivatization of the substrate DNA. Fol-
lowing the recombination reaction, the molecules were stretched on a passivated silicon
wafer. The AFM image in Figure 16.6a shows a RecA nucleoprotein filament bound to
the homologous location on the DNA substrate. Next, the sample was incubated in an
AgNO3 solution. The localized RecA proteins, serving as a resist, prevented Ag deposition
on the protected aldehyde-derivatized DNA segment and led to a gap of exposed sequence
between the Ag-loaded segments of the substrate molecule (Figure 16.6b). A subsequent
electroless gold deposition produced two continuous gold wires separated by the prede-
signed gap (Figure 16.6c and d). Extensive AFM and SEM confirmed that the metalization
gap was located where expected. The position and size of the insulating gap can be
tailored at will by choosing the probe’s sequence and length.

In our molecular lithography concept, exposed sequences of ds-DNA provide addresses
for the localization of molecular objects. A RecA-driven recombination reaction can be uti-
lized to localize arbitrary labeled molecular objects at specific locations along the ds-DNA
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Figure 16.6 Sequence-specific molecu-
lar lithography on a single DNA mole-
cule. (a) AFM image of a 2027-base
RecA nucleoprotein filament bound to
an aldehydederivatized l-DNA sub-
strate molecule. (b) AFM image of the
sample after silver deposition. Note the
exposed DNA at the gap between the
silver-loaded sections. (c) AFM image
of the sample after gold metalization.
Inset: zoom on the gap. The height of
the metalized sections is �50 nm.
(d) SEM image of the wire after gold
metalization. All scale bars, 0.5 mm;
inset to (c), 0.25 mm. The variation in
the gap length is mainly due to varia-
bility in DNA stretching on the solid
support. The very low background me-
talization in the SEM image compared
with the AFM images indicates that
most of the background is insulating.
(Reprinted with permission from Ref.
[36]; � 2002, The American Association
for the Advancement of Science.)



substrate. The specificity [39] in localizing a biotin-labeled, 500 base-long ss-DNA probe on
a fragmented l-DNA substrate was demonstrated [36], and is described briefly here. The
RecA-probe nucleoprotein filament bound specifically to an homologous address on a
long ds-DNA molecule. The deproteinized reaction products were incubated with strepta-
vidin-conjugated 1.4 nm gold particles (nanogold, Nanoprobes), whereupon the streptavi-
din-conjugated nanogold bound specifically to the biotinylated probe. An AFM image
(Figure 16.7a) shows the nanogold-bound ss-DNA probe localized on the substrate
ds-DNA, while Figure 16.7b proves that electroless gold deposition [36] resulted in gold
growth only around the catalyzing nanogold particles.

RecA-mediated recombination can be harnessed to generate the molecularly accurate
DNA junctions required for the realization of elaborate DNA scaffolds. Artificial DNA
junctions produced by hybridization have been demonstrated previously, but this required
precise design and ss-DNA (oligonucleotides) synthesis [40] (see also Chapter 20). RecA,
on the other hand, generates junctions between any pair of ds-DNA molecules having
homologous regions [41]. Junction generation by RecA protein was demonstrated in
Ref. [36]. Briefly, two types of DNA molecules which were 15 kbp and 4.3 kbp long respec-
tively, were prepared. The short molecule was homologous to a 4.3 kbp segment at one
end of the long molecule. The RecA was first polymerized on the short molecules and
then reacted with the long molecules. The recombination reaction led to the formation
of a stable, three-armed junction with two 4.3 kbp-long arms and an 11 kbp-long third
arm. Junction formation was confirmed by biotin labeling of the 4.3-kbp molecules and
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Figure 16.7 Sequence-specific localiza-
tion of labeled nanometer-scale objects
on a ds-DNA substrate. (a) AFM image
of a nanogold-labeled 500 base-long
probe bound to a l-DNA substrate
molecule. The height of the central
features is 5 nm. Scale bar, 0.2 mm.
(b) Sample after electroless gold me-
talization with nanogold particles
serving as nucleation centers. The
metalized object at the center of the
DNA molecule is over 60 nm high.
Scale bar, 1 mm. (Reprinted with
permission from Ref. [36]; � 2002,
The American Association for the
Advancement of Science.)



gel electrophoresis. AFM images of the resulting junction are shown in Figure 16.8; these
junctions can serve to template a three-terminal device.

16.4
Summary and Perspectives

Sequence-specific molecular lithography constitutes an important step toward integrated
DNA-templated electronics. Homologous recombination by RecA operates on scales vary-
ing between a few bases (nanometers) to thousands of bases (micrometers) with essen-
tially single-base accuracy (�0.3 nm). It should be emphasized that the various molecular
lithography processes demonstrated above can be carried out sequentially. For example,
junction definition followed by specific metalization of the unprotected junction’s arms
and colloid localization at the junction represent three levels of lithography. Molecular
lithography can obviously be applied to other DNA programmed constructs, perhaps
for mechanical applications. The resist function provided by the RecA protein can most
likely be extended to operations other than metalization as the protein apparently blocks
the access of even small molecules (silver ions in the present case) to the DNA substrate.

More generally, the substantial research conducted thus far on the utilization of DNA
molecules and their related proteins to the self-assembly of nonbiological nanometer
scale objects demonstrates the strength of this approach. Yet, all realizations of mole-
cular-scale electronics were confined to simple constructs, namely, periodic arrays or ele-
mentary circuits. The generalization of self-assembly to complex structures requires new
elements including error correction mechanisms, check points and feed-back loops. Na-
ture utilizes these elements from the molecular level to systems. As self-assembly is
prone to errors, there must be a context-specific scale beyond which the assembled struc-
ture must be checked and fixed or discarded. Such decisions require structural or func-
tional tests and feedback to the assembly process. Molecular biology provides such tools
for certain operations, but as soon as the assembly departs from the biological pathway
many of these tools prove useless. Feed-back mechanisms based on the desired electronic
functionality are even more difficult, especially in the two-step assembly process adapted
here. Once the DNA-templated substrate is instilled with electronic functionality, it loses
its biological features and is no longer available for further biological manipulations. At
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Figure 16.8 Stable three-armed junc-
tion. AFM images of a three-armed
junction, which can serve as a scaffold
for a three-terminal device. Scale bars:
upper panel, 0.25 mm; lower panel,
50 nm. The lengths of the arms are
consistent with the expected values
considering the variations due to inter-
action with the substrate in the comb-
ing process. (Reprinted with permis-
sion from Ref. [36]; � 2002, The
American Association for the Advance-
ment of Science.)



present, we are unable to feed back from the desired electronic functionality to the
biological realm, though a possible strategy might exploit gene expression and possibly
its control by electronic signals.
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17
Biomimetic Fabrication of DNA-based Metallic Nanowires
and Networks

Michael Mertig and Wolfgang Pompe

17.1
Introduction

In his textbook on supramolecular chemistry, the French Noble prize laureate Jean-Marie
Lene emphasizes the existence of an obvious gap between chemistry and biology with
respect to two basic parameters, complexity and breadth [1]. Structures, developed during
biological evolution, are of both extremely rich variety and highest level of complexity,
yet the building blocks on which these structures are based belong only to limited,
well-defined classes. For example, the complete “blueprint” of the human body is based
entirely on the rich chemistry of only four DNA bases, guanine (G), cytosine (C), adenine
(A), and thymine (T) [2]. In comparison to biology, today’s chemistry is still of relatively
low complexity, but the diversity of its structural building blocks is unlimited. Therefore,
Lene concludes that the white area in the complexity–diversity diagram has to be filled by
supramolecular chemistry aiming on the synthesis of more complex chemical architec-
tures.

However, a second option to fill the so-far white diagram area arises from the tremendous
progress in molecular biology. By virtue of the fundamental explorations and methodical
progress in genomics and proteomics during the last 20 years, new tools are available
now which allow a novel, biomolecular-based approach to manufacture abiotic materials
of highly complex architecture. Pioneered by Stephen Mann, a new field – biomimetic
materials chemistry – has been developed [3]. It is understood as part of organized-matter
chemistry which is established on the concept that molecular-based interactions can be
integrated into higher levels of organization across a wide range of length scales.

Today, the main areas of biomimetic material synthesis are: the implementation of bio-
logical concepts, such as supramolecular pre-organization or interfacial molecular recog-
nition, into the synthesis of novel materials; the investigation of the role of biomolecules
and matrixes for the nucleation and architecture of inorganic material on various length
scales; and the use of both cellular processes and molecular machines for technical pur-
poses. Among others, one of the key issues of this development is the template-directed
materials synthesis, which involves specific nucleation and growth of inorganic phases on
the surface of biomolecular structures under strict biological control. At this point, the
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so-called “bottom-up” approach of nanostructure fabrication comes into play, for two
major reasons:

1. The controllability of nucleation and growth processes is also the main prerequisite for
any build-up of nanostructures based on the assembly of atomic or molecular building
blocks.

2. Template-directed materials synthesis allows directly physical patterning when indivi-
dual biomolecules or biomolecular structures with well-defined architectures are used
as the templates.

Following this concept, the use of biological macromolecules for the directed formation of
regular patterns of inorganic nanoparticles has become an inspiring field of modern ma-
terials science [4–12]. The ultimate goal of this particular approach to nanostructure fab-
rication is to combine the unique self-assembly capabilities of biopolymers with the opti-
cal, electronic, and quantum properties of small particles to develop a new generation of
devices at the nanometer scale. With this aim, biological macromolecules can serve as
almost ideal templates because of their well-determined properties.

Here, we address three fundamental issues of a controlled bottom-up fabrication of
artificial nanostructures by biomolecular templating which shall demonstrate both the
prevailing advantage and the enormous potential of using biomolecules in an engineering
context for future technological applications:

1. The site-specific integration of biomolecular structures into microelectronic or micro-
reaction systems being realized through molecular recognition between the molecules
and locally functionalized binding pads on technical substrates.

2. The build-up of artificially designed biomolecular structures, which do not exist in this
particular form in nature, with the aim to tailor the complexity of desired biomolecular
templates by making use of their specific self-assembly capabilities.

3. The growth of metallic clusters at biomolecular structures, promoted and controlled by
the template itself, with the goal of transforming the template structures into stable,
artificial nanostructures with a functionality other than that of the biomolecule used
as the template.

We will discuss the multifunctional use of selective properties, intrinsic to biomolecules
and important for a controlled bottom-up processing, along one particular example, the
engineering of nano-scaled electronic circuits when DNA is used as the biomolecular
template.

We will show how to interconnect microscopic gold electrodes with single DNA mole-
cules in a site-specific manner, and how to fabricate artificial DNA building blocks with
desired complexity for the build-up of DNA networks taking full advantage of the unique
recognition, association, and binding properties of DNA. After this, we will focus on a
novel method which allows the fabrication of ultra-thin, uniform, and continuous metal
cluster chains [8] or nanowires with metallic conductivity [7, 13]. This method permits
the achievement of a template-promoted growth of small metal particles along the bio-
polymer. Simultaneously, it allows the suppression, kinetically, of any spurious homo-
geneous metal nucleation in bulk solution, and results therefore in a perfectly clean,
in-place metallization of biomolecules.
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17.2
Template Design

17.2.1
DNA as a Biomolecular Template

The peculiarity of DNA among other biological macromolecules relates to the specificity
of the Watson–Crick base pairing. The ability to synthesize DNA with arbitrary base se-
quence [14] permits programming of intra- and intermolecular associations, and thus
to build-up artificially engineered supramolecular structures and networks. Different stra-
tegies have been scrutinized to fabricate periodic two-dimensional (2D) or sophisticated
three-dimensional (3D) DNA structures exploiting both hybridization of base-complemen-
tary, single-stranded DNA and ligation of “sticky” DNA ends [15]. The polymerase chain
reaction (PCR) [16] allows amplification of the basic DNA building blocks to amounts
which are necessary for the successful engineering of nanoscaled nucleic acid assemblies.

A linear double-stranded DNA has a diameter of about 2 nm and a length up to tens of
micrometers [17]. Because of its large geometrical aspect ratio, its remarkable mechanical
properties [18], and its large variety of binding sites for different ions [19], it constitutes an
ideal template for nanowires fabricated by direct growth of metals [6, 8, 20, 21] or semi-
conductors [22] on DNA. Moreover, DNA can be used to organize preformed nanoparticles
at the nanometer scale. In this case, the nanoparticles can either be bound to the phos-
phate backbone of DNA via electrostatic interactions [23], where DNA acts as mere linear
support, or the nanoparticles can be assembled into 3D arrays when the particles are func-
tionalized with specific oligonucleotides which allow stable next-neighbor binding via
sequence-specific hybridization [4, 5, 24, 25].

In addition, various methods have been developed to manipulate DNA at macroscopic
level by molecular combing [26] or transfer-printing [27], and to manipulate DNA at single
molecular level by AFM [28], optical trapping [18, 29], or magnetic tweezers [30].

Both, the specific properties of the molecule and the methods developed for DNA hand-
ling, make DNA the most promising candidate to serve as template for the fabrication of
nanowires and more complex networks.

17.2.2
Integration of DNA into Microelectronic Contact Arrays

First of all, the construction of functional nanoscale electronic devices by biomimetic bot-
tom-up approaches requires a stable electrical interfacing of biomolecules to macroscopic
electrodes. To this aim, self-assembly as well as in-situ control of the interconnections are
desired, and these are the major challenges in the development of this approach. In this
context, site-specific molecule attachment and the possibility to address particular contact
pads are the main issues. Both have been investigated for DNA as a model system making
use of the unique interfacial molecular recognition capabilities of this molecule [6, 31]. In
the simplest conceivable case, electrical interfacing of a single DNA molecule is achieved
by attaching its both ends at two different microfabricated contacts pads, thus “bridging”
adjacent electrodes.
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For a specific single-end anchoring of DNA at patterned gold contacts, different meth-
ods have been developed based on the recognition and binding to chemically or biologi-
cally functionalized electrode surfaces (Figure 17.1).

1. One method is the hybridization of the “sticky ends” of DNA, which constitute single
stranded overhangs of defined lengths and sequences on both sides of the molecule,
with oligonucleotides of complementary sequences which have been previously immo-
bilized on the Au contacts via a thiol group (Figure 17.1a) [6, 32]. This method also
allows the two DNA ends to be addressed separately, allowing, for example, the inter-
connection of two microfabricated contacts with a DNA molecule in a predefined
orientation when the two electrodes are functionalized differently. In this case, each
contact should be specific to one particular DNA end.
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Figure 17.1 Schematic viewgraph of
three different methods of specific sin-
gle-end anchoring of DNA at patterned
gold contacts. (a–c) Different functio-
nalizations of the DNA ends for their
attachment via (a) hybridization of the
sticky ends of DNA to an oligonucleo-
tide-terminated Au surface; (b) anti-
body binding by formation of a strep-
tavidin bridge between biotinylated
DNA ends and a biotinylated Au sur-
face; and (c) electrostatic bonding be-
tween amino-thiol groups on Au and
negatively charged DNA ends. (d) Cor-
responding functionalizations of the
contact pads (a = left; b = middle;
c = right).



2. In a second method, specific antibody binding is used for the anchoring of DNA (Fig-
ure 17.1b). For this, biotinylated DNA ends are anchored to biotinylated Au surfaces by
the formation of a streptavidin bridge [33].

3. A third, relatively robust method to realize end-specific DNA attachment is the electro-
static bonding between positively charged amino-thiol groups immobilized on Au con-
tacts and the negatively charged ends of DNA molecules at a pH where the molecule
body is not attracted to the surface (Figure 17.1c) [31, 34].

Similarly to the first-described method, an addressable, oriented integration of DNA
molecules can be obtained by any combination of the three anchoring methods.

A second important consideration of DNA wiring is stretching of the molecule. DNA
forms a random coil in solution and, for this reason, a DNA molecule will never intercon-
nect two adjacent electrodes which are several microns apart, just by itself. This will re-
quire stretching of the molecule to form a linear, wire-like geometry. Therefore, in a typi-
cal anchoring experiment, a flow of a diluted DNA solution is directed over the substrate.
Once one end of a DNA molecule attaches on a functionalized Au pad, it is stretched by
the hydrodynamic flow and its conformation changes from a random coil to a linear
‘wire’. When the free end of the stretched molecule anchors at an adjacent pad, a sin-
gle-molecule bridge is formed between the two contacts (Figure 17.2). This procedure
can be applied equally well to all three binding protocols described above. In all cases,
the single-end anchoring of DNA to a gold contact is strong enough to withstand flow ve-
locities up to �100 mm s–1 and repeated changes of the flow direction of 180� [31]. Stable
binding of the DNA molecule on both ends can be easily proven by applying a hydrody-
namic flow crosswise to the attached molecule (Figure 17.2b). In this case, the molecule
bends slightly as a consequence of the applied hydrodynamic force, but only when both
ends are anchored. When the flow is switched off, the elastic DNA molecules recovers
into the shape of a straight wire (Figure 17.2a).

This relatively simple example clearly shows that interfacial molecular recognition, in
this case by the formation of specific biotin–streptavidin bridges, can be used to control
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Figure 17.2 A single l-DNA molecule stretched between two gold con-
tact pads. The functionalized electrodes appear dark, the fluorescently
labeled DNA appears bright. The molecule was anchored to the contacts
via biotin–streptavidin–biotin bridges by applying a hydrodynamic flow
in the direction of the attached molecule (a). Changing the flow direc-
tion, as indicated by the arrow, causes bending of the elastic molecule
into the form of a bow (b), which gives clear experimental evidence that
the molecule is connected on its both ends to the adjacent contacts.



the site-specific positioning of biopolymers in a preformed, microfabricated electrode
structure. With the techniques discussed here, it is in general possible to integrate
more complex DNA networks into microfabricated electrode arrays, though this particular
aspect has not yet been demonstrated.

17.2.3
DNA Branching for Network Formation

An important aspect of the biomimetic approach to nanostructure fabrication is the pos-
sibility to tailor the biomolecular templates in a controlled manner to increase gradually
the complexity of the desired nanostructures. An example would be to pass over from
linear DNA wires to more complex DNA networks with several nodal points up to sophis-
ticated 3D architectures for future nanoelectronic applications. Towards this end, it is also
necessary to engineer the biomolecular templates – that is, to construct modified, more
advanced templates, which do not exist in this particular form in nature. The advantage
of this technique is two-fold. First, template tailoring can be achieved by applying the
same biological principles as used for the normal template handling, such as molecular
recognition and self- assembly. Second, template engineering can be accomplished
while preserving those basic template properties which are important for the subsequent
metallization process (see section 17.3). In the following section, these advantages will be
demonstrated along one particular example, namely the fabrication of three-armed DNA
junctions which can serve as nodal points necessary to construct DNA networks.

Recently, Seeman and co-workers have developed different strategies to fabricate elabo-
rated DNA structures [15]. These are mainly based on the synthesis of multibranched
DNA-linker elements which are used as basic elements for the formation of 2D or 3D
DNA arrays. Sticky-ended cohesion is exploited to direct the associations of the branched
molecules. The linker elements are formed by hybridization of single-stranded synthetic
oligonucleotides. However, as the size of synthetic oligonucleotides is currently restricted
to about 100 bases, the length of the single branches is limited to a few nanometers. This
size is not large enough for the applications discussed here. Such tripods are too small for
the integration into currently available contact arrays (see section 17.2.2), and their size is
of the same order as the smallest structure obtained by metallization of DNA so far [8] (see
section 17.3). Therefore, they would be completely embedded into a few clusters in a sub-
sequent metallization step. For those reasons, we have constructed larger three-armed
junctions in a two-step process [35]. First, small three-armed DNA tripods are assembled
by using �40 bp-long DNA oligonucleotides (Figure 17.3a). Thereafter, the tiny arms of
these tripods – which will serve as central elements of the junctions – are elongated by
ligation with �500 bp-long fragments possessing sticky ends which are complementary
to those of the tripod molecule. The expected morphology of the junctions is confirmed
by scanning force microscopy (SFM) imaging (Figure 17.3b). As expected, the lengths
of the three arms of the junction are the same. In good agreement with values calculated
from the number of base pairs of the arms, each arm is about 200 nm long. Interestingly,
the statistics of the measurement of the angles between adjacent arms showed a standard
deviation of less than 15� from 120�. These geometrical values derived from the SFM in-
vestigations clearly indicate that synthesized junctions are stable against manipulation in
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liquid and deposition onto substrate surfaces, and that they are also relatively stiff. Both
properties are necessary to employ the fabricated junctions for the future build-up of
integrated, conducting DNA networks. A generic feature of the basic design principle
discussed here is that higher-branched nodes can be easily constructed [35].

17.3
Metallization

In general, if DNA were to be electrically conducting, then DNA networks integrated into
microfabricated contact arrays could be readily used for nanoelectronic applications. How-
ever, the electric long-range performance of native DNA is poor [36], and so a direct use of
DNA in electrical circuits is not possible. One way to overcome this situation is chemical
metal deposition on DNA in order to instill electrical conductivity. Simultaneously, by me-
tallization the template structure can be transferred into an artificial nanostructure with
greater stability, which could for example be operated at temperatures higher than the
melting temperature of DNA.

In the following we will present a template-directed method of DNA metallization ge-
neric for the preparation of precious-metal nanostructures on biomolecular templates.
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Figure 17.3 (a) Schematic viewgraph of the DNA tripod used as
central element for the construction of a DNA junction. Lines
with same gray values represent complementary DNA duplex
strands. The end of each arm consists of a GCT 5�-overhang
used for the elongation of the arms by ligation of DNA frag-
ments with sticky ends complementary to the tripod overhangs.
(b) Scanning force microscopy of a three-armed DNA junction.
The mean apparent height of the DNA strands is 0.6 nm.



17.3.1
Controlled Cluster Growth on DNA Templates

The main challenge of the bottom-up fabrication of nanostructures by biomolecular tem-
plating is to achieve conditions for a controlled, selective growth of the inorganic phase at
the surface of biomolecules. On the one hand, this requires a “guided” heterogeneous nu-
cleation of metal on the biomolecule, directed by the template itself. On the other hand,
homogeneous nucleation of metal clusters in the bulk liquid should be suppressed simul-
taneously to prevent spurious metal deposition on the template. In other words, to obtain
a pure, in-place metallization of biomolecules, the balance between heterogeneous and
homogeneous nucleation must be shifted to conditions, where a preferential hetero-
geneous nucleation takes place.

In a series of metallization experiments, we have recently shown that DNA is capable of
promoting selectively the heterogeneous nucleation of metallic nanoparticles approved by
chemical reduction of dissolved, hydrolyzed tetrachloroplatinate (K2PtCl4) in the presence
of DNA molecules [8, 21, 31]. Preferred heterogeneous nucleation at the template, and
simultaneous kinetic suppression of homogeneous nucleated cluster growth are obtained,
when the formation of specific nucleation sites along the DNA molecule is initiated prior
to the chemical reduction of the metal salt complexes. The formation of nucleation cen-
ters at the DNA is accomplished in an activation step by binding the Pt(II) complexes
covalently to specific nucleotides (Figure 17.4). The in-vitro Pt(II) complexation with
DNA has been intensively studied for the anticancer drug cisplatin because of its unique
antimitotic properties [37, 38]. In the initial binding, the complexes coordinate primarily
to the N7 positions of G bases to form monofunctional adducts. Subsequently, those are
converted to bifunctional adducts by reacting with a second nucleophile. The characteris-
tic binding time is in the order of minutes when working with aquated Pt complexes
where one or both chlorines are hydrolyzed via association of solvent water [38]. The initial
reaction of K2PtCl4 with DNA takes also selectively place at the G–C planes, but the se-
quence specificity is less due to a higher reactivity of tetrachloroplatinate compared to cis-
platin. For long interaction times and large drug-to-nucleotide (D/N) ratios, a saturation of
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Figure 17.4 Schematic viewgraph of
the DNA metallization procedure. In
a first step of activation, DNA is incu-
bated with a Pt salt solution. During
incubation, part of the metal complexes
bind covalently to the DNA bases. The
Pt–DNA adducts act as active nuclea-
tion centers in the following step of
chemical reduction; this leads to a
preferred heterogeneous nucleation,
and thus growth of metal clusters along
the biomolecular template.



six Pt complexes per (A–T, G–C) unit is reported [39]. In this case, the saturation time is
� 10 hours [40].

In a typical metallization experiment, DNA is first activated by incubating the biomole-
cules with a hydrolyzed K2PtCl4 solution, keeping a D/N ratio at 65:1. Subsequent chem-
ical reduction of the DNA–metal complex solution with dimethylamine borane (DMAB)
leads to the formation of regular, continuous chains of Pt clusters with a relatively narrow
diameter distribution of 4 
 1 nm, as shown in the transmission electron microscopy
(TEM) image presented in Figure 17.5a. All nanoparticles formed are completely aligned
along the biomolecular template, thus reflecting the linear morphology of the biopolymer.
This also demonstrates that the template stabilizes the nanoclusters grown on DNA,
which is usually only achieved when capping agents are used to prevent agglomeration
of clusters. In addition, high-resolution TEM (Figure 17.5b) confirms the metallic charac-
ter of the clusters, covalently bound to the DNA molecule, by identifying the (111)-lattice-
planes distance with d = 2.27 Å corresponding to that of bulk platinum. A remarkable fea-
ture of Figure 17.5a is the completely clean background of the image, as could be repeat-
edly found in the metallization experiments. This provides clear experimental evidence
that the presence of activated DNA stabilizes the formation of small clusters on the
DNA, and prevents simultaneously both homogeneous nucleation and their subsequent
agglomeration into larger particles, as is usually observed in the absence of ligands.
This observation leads to the conclusion that DNA indeed plays an active role in the nu-
cleation and growth process of Pt nanoparticles. However, the fact that in the described
experiment less than 3 % of the solved complexes bind to the DNA during activation,
raises the following question: Why does the presence of activated DNA gives rise to the
observed complete suppression of homogenous nucleation although more than 97 % of
the Pt(II) complexes are still in bulk solution when the chemical reduction is started?
This seems only to be possible if the Pt-DNA adducts formed constitute highly efficient
heterogeneous nucleation centers.

In order to obtain more evidence on this unique behavior, the reaction kinetics of
platinum metallization was thoroughly investigated in combination with the study of
the morphology of the reduction products by SFM which allows to image metal particles
and DNA simultaneously, even when the cluster density is relatively low [21]. The reaction
kinetics of the subsequent reduction step accelerates when the activation time is increased
(Figure 17.6a). This corresponds to the expected behavior taking into account that the
number of nucleation centers at the template, facilitated by the binding of Pt(II) com-
plexes to the bases of DNA, increases with increasing activation time. At the same
time, however, the morphology of the reaction products changes dramatically. Whereas
large aggregates of homogeneously nucleated particles in coexistence with a few isolated
clusters at the template are observed to form after short activation times (Figure 17.6b),
exclusively heterogeneous nucleation takes place after long activation (Figure 17.6c).
Again, continuous Pt cluster chains form, which can be considered as quasi one-dimen-
sional nanocluster aggregates tailored by the DNA template, and homogeneous nucleation
is suppressed. These observations suggest that the Pt-DNA adducts formed during the
activation promote the heterogeneous nucleation and growth of Pt on the DNA template
by locally enhancing the reaction rate, so that the homogeneous reaction channel becomes
kinetically suppressed.
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Figure 17.5 (a) A continuous chain of
platinum clusters grown selectively on
a single l-DNA molecule and imaged
by TEM [8]. (b) High-resolution TEM
image of the platinum clusters grown
on the template. The DNA is partly
covered with clusters, which are grown
together to form a short metal wire with
a diameter of about 5 nm.



For a complete suppression of heterogeneous nucleation in solution, relatively long
activation times are necessary. We assume this to have two reasons. First, the density of
nucleation centers along DNA needs to be sufficiently high to be effective enough for a
suppression of homogeneous nucleation. In connection with this, one must take into
account that, for example, the time constant to achieve the saturation density is larger
than 10 hours [40]. Second, bifunctional Pt(II) adducts to DNA must undergo further hy-
drolysis before they can be reduced by the addition of electrons. Hydrolysis is likewise
known to have a time constant of several hours [38].

The hypothesis that the Pt clusters nucleate and grow directly at the activated DNA is
further supported by the observation that the dependence of the reaction kinetics on the
activation time is directly correlated with the content of G–C base pairs of DNA. Studying
the reaction kinetics of activated DNA with different content of G–C base pairs, one would
expect the following behavior. For zero activation time, the characteristic reaction time
should be equal for all samples because binding of complexes did not yet occur. The
same behavior is expected for very long activation times when complex binding to DNA
becomes saturated accompanied by a loss in binding specificity [39]. However, for inter-
mediate activation times, in the regime where the Pt complexes coordinate primarily to
G bases [38], one expects a larger reaction rate for DNA with a higher G–C base plane
content. This expected behavior was verified in the experiment (Figure 17.7).

These two experiments show that adjusting the functionality of the activated DNA
allows entire control over the cluster nucleation process. First, changing the activation
time permits control of heterogeneous nucleation at the DNA template versus homoge-
neous nucleation in solution until the point where the latter process is completely sup-
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Figure 17.6 (a) Time evolution of the
600-nm absorbance of a hydrolyzed
K2PtCl4 solution in the presence of
DNA at different activation times. The
development of absorbance indicates
the formation of colloidal platinum and
the aggregation of small particles into
bigger structures during the reduction
process [45]. (b) AFM image of the
reaction products without activation
[21]. (c) Reaction products after
20 hours of activation [21].



pressed. This condition is particularly necessary for any severe fabrication procedure of
thoroughly predefined inorganic nanostructures based on in-place metallization of biomo-
lecules or assembled biomolecular structures. Second, a correlation between the DNA
composition and the reaction kinetics of DNA metallization is revealed by varying the con-
tent of G–C versus A–T base pairs of the used DNA. This result suggests that a defined
DNA template design may lead to a structure formation, where only predefined portions
of the DNA strands become metalized, while the other parts of the template remain in
their native form. Thus, it is conceivable that the metallization technique presented
here will allow in future to design the electrical performance of DNA-based electronic de-
vices already via the sequence of the DNA strands used to build up the employed template
structure, which would demonstrate the full potential of biomimetic materials synthesis
for bottom-up nanostructure fabrication.

Here, it should be noted that the described method of DNA metallization can – with
slight modifications – also be successfully employed for other biomolecular templates,
such as microtubules [9, 10] or regular bacterial surface layers [12].

17.3.2
First-Principle Molecular Dynamics Calculations of DNA Metallization

To gain a deeper insight into the molecular mechanism of cluster formation, and in par-
ticular to elucidate why DNA is capable of promoting the heterogeneous cluster nuclea-
tion, first-principle molecular dynamics (FPMD) calculations of the nucleation and growth
of Pt clusters in solution [41, 42] and on biopolymers [8, 43, 44] have been carried out.
Since the formation of transition metal clusters is an autocatalytic process, which is
nucleation limited [45, 46], the very first step of cluster nucleation is the decisive event
of cluster formation. Therefore, the FPMD simulations have been focused on the forma-
tion of Pt dimers. The subsequent growth of metal clusters in solution proceeds primarily
through a surface-growth mechanism where metal complexes are adsorbed at the cluster
surface and reduced in situ [42, 46]. This process is increasingly catalyzed with growing
cluster size, leading to an autoaccelerating growth kinetics.
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Figure 17.7 Influence of the GC con-
tent of the DNA on the metallization
kinetics [31]. The characteristic reduc-
tion time, defined as the reaction
time where the kinetics curve reaches
half of its saturation value [8], is plotted
via the DNA activation time in a
semi-logarithmic plot.



In the following, we will compare the formation of Pt dimers in bulk solution, which
mainly models the homogeneous reaction channel, with the dimer formation, where
one of the interacting Pt complexes is covalently bound either to one or to two G bases
before the chemical reduction is started. The latter process models the heterogeneous
cluster nucleation at the DNA template. Interestingly, in both cases we find that the Pt
dimer formation in solution does not obey the classical nucleation picture, in which stable
dimers are assumed to be formed by an aggregation of two Pt atoms in zerovalent oxida-
tion state – a process which would require four electrons to form one dimer. In contrast,
we will find that under mild reducing conditions stable dimers already form after a single
reduction step, meaning that only one electron is needed instead of four. Thus, Pt dimer
formation does not necessarily involve atoms in the zerovalent oxidation state. This result
is for example in agreement with the observation of stable [Pt2Cl4(CO)2]

2– ions, which are
monovalent Pt dimers with a Pt–Pt distance of 2.6 Å [47].

Dimer formation in bulk solution is investigated by simulating the reduction of two
PtCl2(H2O)2 complexes surrounded by randomly placed water molecules [41]. These com-
plexes are the hydrolysis products which take an active part in the process of metal cluster
formation [48]. The first unpaired electron, when added to the system, localizes at one of
the complexes, and this leads to the formation of a linear PtCl2

– complex with a central Pt
atom (see, e. g., Figure 17.8(a2)) caused by the detachment of both water ligands. Imme-
diately after this, a stable Pt–Pt bond with a bonding distance of �2.9 Å and a bonding
energy of 1.5 eV is formed between the linear Pt(I) complex and the unreduced Pt(II)
complex. Adding a second electron causes the loss of a chlorine ligand from the Pt(II)
complex and a shortening of the Pt–Pt distance to 2.6 Å, which is a typical value for
Pt(I) dimers [47, 49]. The strengthening of the Pt–Pt bond is accompanied with an in-
crease of the bonding energy to a value of 1.8 eV.

The heterogeneous reaction channel is scrutinized by calculating the dimer formation
of one PtCl2(H2O)2 complex with a preformed Pt(II) � DNA adduct [8]. The adducts are
modeled by hydrolyzed Pt complexes covalently bound either to one guanine or to two
stacked guanines, taking the N7 positions of the G bases as coordination sites [37].
Now, in principle two different pathways are possible in the calculations depending on
where the added electron goes: (pathway A) the bound Pt complex will be reduced, and
then react with the unreduced free complex, or – vice versa – (pathway B) the unbound
complex will be reduced and react with the unreduced Pt(II) � DNA adduct. The calcula-
tions show that the reduction of the bound complex is preferred in comparison to the re-
duction of the free complex in solution due to the presence of delocalized orbital states on
the heterocyclic ligands which allow to accommodate the additional electron in a more
favorable way. Nevertheless, both pathways have to be considered in the calculations.
This is because the number of free complexes in solution is more than 30 times larger
than the number of bound complexes at any experimental conditions (compare section
17.3.1). However, the observed pattern of events is similar for both pathways (see, e. g.,
Figure 17.8). Immediately after one of the complexes is reduced, a Pt–Pt bond is formed,
which leads to the detachment of a water ligand from the Pt(II) complex accompanied
by a considerable strengthening of the Pt–Pt bond. The obtained equilibrium distances
between the Pt atoms are �2.6 Å in all calculated cases, and the bond energies are – de-
pending on the hydrolysis state of the formed dimers – between 1.8 and 2.6 eV. Higher
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bond energies were found for doubly hydrolyzed Pt(II) � DNA adduct as for single hydro-
lyzed adducts [43], indicating that further hydrolysis after binding the complexes to the
DNA bases is important for the strength and the stability of the initially formed Pt dimers,
and it might also explain why the activation time necessary to achieve pure heterogeneous
nucleation of Pt cluster along the DNA template is so long [8] (compare section 17.3.1).

The results of the FPMD calculations clearly indicate that heterogeneously formed
dimers are more stable than homogeneously formed ones. Dimers formed at DNA
have considerably larger bonding energies. In addition, already after applying one electron,
they do exhibit the same Pt–Pt-bond distance as homogeneously formed dimers take only
on after adding two electrons to the system. The higher stability gained in the heteroge-
neous dimer formation process is caused by the observed detachment of a water ligand.
The latter is only possible in the presence of heterocyclic ligands with strong electron
donor character. The charge density accumulation on the Pt atoms induced by the pres-
ence of heterocyclic ligands leads to a highly repulsive antibonding interaction between
the Pt(II) atom and one of its water ligands, which in turn causes a strengthening of
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Figure 17.8 Snapshots of two FPMD simulations
of the formation of platinum dimers bound to two
stacked DNA bases [8], following the reaction paths
A (top) and B (bottom) as described in the text.
Pt = yellow; Cl = green; O = red; N = blue; C = gray;
H = white. The orange iso-dense surface at 0.002
a. u. is associated with the unpaired orbital state of
the reactant species reduced before dimer forma-
tion. The steric constraint exerted by the DNA mo-
lecule is modeled by binding the N9 atom of each
guanine to a methyl group, which is kept fixed.
Neither the complementary strand nor the back-

bone are expected to influence qualitatively the
mechanism of dimer formation. This is justified by
the observed selective affinity of Pt complexes for
the bases of DNA [37]. The simulated reaction oc-
curring in the major groove of DNA is expected not
to be sterically hindered by the DNA structure. (a1)
and (a2) are initial states after accommodation of
the additional electron at one of the complexes;
(b1) and (b2) are early states of the bond formation
between the two Pt atoms; (c1) and (c2) are final
states of dimer formation after the detachment of a
water molecule.



the Pt–Pt bond when the water molecule detaches. Thus, the first-formed Pt–Pt bonds are
mainly stabilized by a ligand-to-metal electron donation mechanism at DNA. Moreover,
the calculations show that complexes bound to DNA are easier to reduce than complexes
in solution, and that dimers formed at DNA exhibit a higher electron affinity [8, 43] than
homogeneously formed ones, which favors further steps of reduction and complex addi-
tion to the Pt nucleus growing at DNA. Consequently, the initial Pt cluster nucleation at
DNA should occur more easily than the corresponding process in solution, when Pt com-
plexes are bound to DNA before chemical reduction is started.

This result is in full agreement with the experimental observations, where we obtained
selective growth of Pt particles at activated DNA (see Figure 17.5). Preferred heteroge-
neous nucleation of Pt clusters at DNA combined with the autocatalytic growth behavior
indeed allows conditions to be defined in which the first-formed heterogeneous nuclei can
quickly develop into bigger clusters, thus “consuming” the feedstock of metal complexes
from solution. As a result, the density of metal complexes in solution is substantially re-
duced. This leads in turn to a kinetic suppression of the homogeneous particle formation,
as was experimentally observed. Therefore, the results of the combined experimental and
theoretical investigations presented here strongly suggest that a novel property of the stud-
ied template molecule has been discovered: that DNA can act as very efficient molecular
promoter of cluster nucleation. This specific property of DNA is one basic prerequisite for
the achievement of a selective metallization of DNA. Recent calculations suggest that pro-
teins containing heterocyclic amino acids (e. g., histidine) may exhibit similar properties
as DNA [43, 44]. This emphasizes that organometallic complexes, formed before the re-
duction is started, play an important role for cluster nucleation, and can be used to control
the nucleation and growth conditions of metals on biomolecular templates.

17.4
Conductivity Measurements on Metalized DNA Wires

As shown previously in Figure 17.5b, the thinnest metal wires yet fabricated by direct Pt
growth on DNA have a diameter of �5 nm, which is only three times the diameter of the
template itself. Continuous wires are formed at the DNA template, where Pt clusters are
located close enough to grow together. However, until now the wires with diameters below
10 nm are relatively short, and therefore not suited for two-terminal electron transport
measurements where the contact pads are several microns apart. Mainly for this reason,
all conductance measurements reported for metalized DNA are carried out on wires with
diameters 	 50 nm [6, 7, 13]. It is interesting to note that the Pd wires reported in Refs.
[13a, 13b] exhibit a relatively coarse and irregular structure, although they are fabricated
following basically the Pt metallization scheme described in section 17.3.1. The main rea-
son for this behavior is the much faster reaction rate of the Pd cluster formation by chem-
ical reduction compared to Pt. In distinction to the characteristic reduction time of Pt,
which is in the order of several minutes (see Figure 17.6a), the time constant of Pd cluster
formation is in the order of seconds. Therefore, it becomes difficult – even in the presence
of DNA – to suppress kinetically the homogeneous cluster nucleation in a Pd solution
[50]. As a result, homogeneously nucleated clusters are deposited on the template in an
uncontrolled manner, giving rise to the observed irregular structures. Nevertheless,
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those Pd depositions led to several microns-long, continuous wires suited for two-terminal
conductivity measurements.

The examined Pd nanowires showed pure ohmic electron transport behavior. Linear I–V
curves were detected at all investigated temperatures, from 300 K down to 4.2 K. Neither
nonconducting barriers nor Coulomb blockade behavior [51] were observed, giving clear
evidence that the fabricated nanowires are indeed continuous. The specific electrical
conductivity of the nanowires was found to be only one order of magnitude less than
that of bulk palladium, indicating metallic transport behavior. The obtained value of 2 �

104 S cm–1 is in good agreement with a simple Drude-model-based estimation assuming
grain boundary scattering with a mean free electron path of 2 nm, corresponding to the ty-
pical grain size of the metal deposition, as the dominant electron scattering mechanism.
The metallic transport behavior is further confirmed by the observed linear resistance de-
crease with decreasing temperature (Figure 17.9a). As a characteristic feature, a resistance
minimum at about 30 K was found; below that, the resistance increases again following a
logarithmic temperature dependence (Figure 17.9b). This indicates the occurrence of quan-
tum behavior in the low temperature conductivity caused by weak electron localization and/
or electron–electron interactions [52]. Weak electron localization takes place in disordered
systems at temperatures where the mean free path for the inelastic electron scattering be-
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Figure 17.9 (a) Temperature depen-
dence of the resistance of three palla-
dium wires, normalized to their room
temperature resistances of 24.8, 29.6,
and 34.3 kV [13b]. Above 50 K the
resistances decrease linearly with de-
creasing temperature. Below 30 K the
resistance increases with decreasing
temperature. (b) Low temperature
resistance plotted as a function of
–ln(T/T0), with T0 = 13.5 K.



comes larger than the mean free path of the elastic scattering. Under this condition, elec-
trons can undergo impurity scattering without loosing their phase coherence. This results
in an enhanced back-scattering, leading to an increase of resistance with decreasing tem-
perature. Interestingly, the observed logarithmic temperature dependence does not corre-
spond to the behavior expected for one-dimensional (1D) wires, but to that predicted and
measured for 2D disordered films [53]. A similar behavior has been observed in wires
with diameters below 100 nm, patterned from disordered Pd films [54]. 2D rather than
1D transport behavior is observed in these wires because their diameter is still too large.
To perceive 1D transport behavior, the wire diameter should be considerably smaller
than the characteristic localization length, which has been estimated to be less than
50 nm [55]. Annealing of the samples for 3 hours at 200 �C led to a decrease in the room
temperature resistance, to an increase of the temperature coefficient, and made the low
temperature quantum behavior disappear.

The overall electron transport behavior makes metalized DNA wires well suited for
specific applications in DNA-based nanoelectronic networks.

17.5
Conclusions and Outlook

Today, knowledge concerning the structural and functional properties of individual biomo-
lecules or biomolecular structures is expanding rapidly due to the enormous progress being
made in the modern biological methods, which in turn increasingly allows the study of bio-
logical processes at the single-molecule level. Simultaneously, biological molecules and cel-
lular machines are becoming increasingly attractive for materials and nanosciences. In par-
ticular, a strong tendency is currently observed to implement biological concepts – includ-
ing interfacial molecular recognition, self-assembly, supramolecular preorganization, or
structural evolution – into the synthesis of advanced materials. Thus, the application of bio-
molecules in an engineering context is increasingly studied. Here, we have examined ge-
neric aspects for the development of nanoelectronic circuitry when DNA is used as the bio-
molecular template. On the one hand, this example confirms that the discussed biomimetic
materials-synthesis approach clearly has the potential of a controlled bottom-up fabrication
of nanostructures with characteristic dimensions below 10 nm. On the other hand, this re-
latively new field of research has only just commenced, and will undoubtedly offer much
greater possibilities in future than might be anticipated today.

The central issue of biomolecular templating is the use of well-determined, highly spe-
cific molecule properties, which have been developed and optimized during the long pro-
cess of biological evolution, to control strictly the build-up of thoroughly predefined inor-
ganic nanostructures. One of the main advantages of this technique is that biomolecules
can simultaneously accomplish several functions, all of which are essential for the bottom-
up assembly of nanostructures. For example, biomolecules provide affinity sites that are
spatially determined, and also possess predefined chemical and physical properties
which can be used for the selective nucleation and growth of inorganic phases at the mo-
lecule. In addition, the morphologies of the fabricated structures are determined by the
geometric structure of the templates, which simultaneously act as scaffolds to stabilize
the desired structures. Thus, the template molecule fulfills assignments within this
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novel approach to the formation of nanostructures, and which are very similar to the spe-
cific functions of proteins involved in biomineralization processes. Moreover, the finding
that a single particular property of the biotemplate could be used multifunctionally within
this approach seems to offer another clear advantage. As shown here, for example, se-
quence-specific binding of DNA has been exploited to obtain: (i) site-specific integration
of DNA into microelectronic contact arrays; (ii) controlled tailoring of branched templates;
and (iii) tuning of the properties of DNA as a metallization template. The latter has been
demonstrated by the observed strong influence of the GC content of the DNA sequence on
the kinetics of DNA metallization.

The fabrication of cluster chains and nanowires by chemical metal deposition at DNA is
a generic example of a template-directed formation of engineered nanostructures. Selec-
tive metallization has been obtained because heterogeneous cluster nucleation at activated
DNA is preferred over homogeneous cluster nucleation in bulk solution. When combined
with the autocatalytic growth behavior of transition metal clusters, this leads – under ap-
propriate conditions – to complete suppression of the unwanted homogeneous reaction
channel. As a result, clean in-place metallization of the DNA molecules is obtained. Pre-
ferred heterogeneous nucleation at activated DNA is a consequence of the presence of het-
erocyclic ligands with strong electron donor characteristics, and this both enhances the
electron affinity of the metal nuclei and induces the formation of metal–metal bonds
which are stronger than those obtained in solution. Because the amino acid histidine
exhibits the same behavior, the metallization method described is likewise expected to
be successfully employable for protein templates.

Regardless of the recent major progress that has been made in the development of
DNA-based nanoelectronics, many fundamental problems remain unsolved today. Indeed,
some such issues will have to be addressed in near future, and include:

� How can a template design be developed which will allow a degree of complexity and
reliability similar to that of current microelectronics?

� Is it possible to design stable three-dimensional DNA structures for nanoelectronic
applications?

� Can the manifold of template-design tools be enlarged by the use of proteins which
specifically bind to DNA proteins?

� Can chemical linkers [56] be used to build branched DNA elements?
� Is it possible to exchange DNA by chemically synthesized structures with similar proper-

ties in future?
� Can methods be developed which allow the integration of highly complex DNA

templates into semiconducting microelectronic structures?
� Can highly integrated DNA templates be positioned in parallel? Can molecular motors

[57] be used for such template build-up?
� Can single DNA or DNA networks be used to position other molecular building blocks

such as carbon nanotubes [58] or colloid particles [24, 25] into microelectronic circuits?
� How can a low-resistance interfacing of metalized DNA to metallic or semiconducting

contact materials be achieved?
� Do sequence-specific molecular lithography methods, as very recently developed [7],

allow the fabrication of functional electrical devices such as transistors?
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17.6
Methods

17.6.1
Site-Specific DNA Attachment

In all binding experiments, l-phage DNA (New England Biolabs) was used which has a
length of �16 mm. The DNA integration into microscopic contact arrays was accom-
plished in a home-made flow cell mounted on the table of an inverted optical microscope.
Glass samples with patterned Au contact pads were used as the substrates. A DNA solu-
tion was injected into the cell via glass capillaries, which were connected to a micromani-
pulator to control the flow direction. The DNA molecules were visualized in a fluores-
cence microscope after labeling with YOYO1 (Molecular Probes). For the anchoring of
the DNA ends at patterned gold contacts, three different methods have been applied:
(i) hybridization of the sticky ends of DNA at Au terminated with complementary thiol
oligomers; (ii) specific binding via the formation of a Au–biotin–streptavidin–biotin–
DNA bridge; and (iii) end-specific electrostatic binding between DNA and amino-thiol
groups immobilized on the Au contacts. The basic contact functionalization and binding
protocols are described in Refs. [6], [33], and [34], respectively.

17.6.2
DNA Junctions

Junctions with three arms were fabricated in a two-step procedure. First, a central DNA
tripod serving as nodal point of the junction was assembled by hybridization of three,
37 bases-long, partially complementary, single-stranded DNA oligomers (MWG Biotech
AG, Germany). In the second step, the three arms of the central tripod were elongated
by ligation of 540 bp-long DNA fragments having sticky ends complementary to the
three GCT overhangs at the 5�-ends of the tripod. The formation of basic tripods is accom-
plished by heating the oligomer solution for 5 min to 90 �C and cooling it subsequently to
20 �C at a rate of –0.1 K min–1. The tripods were then phosphorylated using T4 polynu-
cleotide kinase, and the arms ligated to the central tripods for 16 hours at 16 �C using
T4 ligase (both from New England Biolabs). The reaction products were verified and se-
parated according to their mass by gel electrophoresis. For SFM imaging of the junctions,
the corresponding bands were eluted from the gel and subsequently adsorbed onto freshly
cleaved mica applying HEPES buffer + 5 mM MgCl2 at pH 7.6. SFM imaging was
performed using a NanoScope IIIa (Digital Instruments, Santa Barbara, CA).

17.6.3
DNA Metallization

In the metallization experiments, the DNA template was first ‘activated’ by incubation
with dissolved [PtCl4]

2– ions. The deposition of metallic platinum was then induced
by chemical reduction of the whole solution. The reduction kinetics was monitored
by ultra-violet–visible (UV-VIS) spectroscopy, and the products were imaged by SFM
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and/or TEM. For the TEM investigations, a 5 mg mL–1 solution of l-DNA was incubated
for �20 hours with a 1 mM aged solution of K2PtCl4 (Fluka, Switzerland). The D/N
ratio was maintained at 65:1. Metallization of the DNA molecules was accomplished at
temperatures between 27 �C and 37 �C by addition of a 10 mM solution of DMAB
(Fluka) in stoichiometric excess with respect to the amount of Pt(II) complexes. For the
combined UV-VIS and SFM studies, a 20 mg mL–1 solution of DNA from salmon testes
(Sigma-Aldrich, Germany) was used instead of l-DNA. In the experiments at variable
DNA composition, DNA was used from Clostridium perfringens (containing 26.5 % of
GC base pairs), salmon testes (41.2 % GC), and Micrococcus luteus (72 % GC) (all pur-
chased from Sigma-Aldrich).
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18
Mineralization in Nanostructured Biocompartments:
Biomimetic Ferritins For High-Density Data Storage

Eric L. Mayes and Stephen Mann

18.1
Overview

Transcription of the supramolecular structure of self-assembled biomolecules into new
types of organized inorganic matter has resulted in a proliferation of novel materials,
often with biomimetic form and complexity [1, 2]. While a variety of methods for the pro-
duction of nanostructured materials exist (such as vapor-phase synthesis), biomolecular-
mediated synthesis can offer precise control over composition and morphology. Biomole-
cules offer a variety of morphologies and many are robust enough to support reactions to
produce metals, metal oxides, metal sulfides, and silicates. Further, unit uniformity en-
ables small size distributions and often leads to self-organization of superlattice struc-
tures. For example, ordered two-dimensional (2D) arrays of multisubunit proteins, such
as S-layer proteins [3, 4] and chaperonins [5], have been exploited for nanoparticle super-
lattice assembly.

Organized arrays of nanoparticles have also been prepared on filamentous biotemplates
such as tubulin [6] or self-assembled chiral phospholipids [7]. At the mesoscale level,
liquid crystalline phases consisting of oriented arrays of rod-shaped virus particles [8],
or multicellular bacterial filaments [9, 10] have been used in the template-directed synth-
esis of meso- and macro-porous silica monoliths, respectively.

One potential template for the production of meso-porous silica is the rod-shaped
tobacco mosaic virus (TMV), which is 300 nm long, 18 nm wide with a 4 nm-diameter
inner channel. TMV liquid crystals have been used to template amorphous silica by hydro-
lyzing and condensing mixtures of tetraethoxysilane (TEOS) and aminopropyltriethoxysi-
lane (APTES) [8]. Whereas mesoporous replicas of the biological liquid crystal were pro-
duced under standard conditions, nanoparticulate meso-porous silica spheres with porous
channels radiating from their core were formed in the presence of low levels of the silica
precursor. The ends of the TMV–silica complexes were bound together during nucleation,
followed by radial silica growth such that bioinorganic nanoparticles were produced as the
viral rods sheared during the processing. The nanoparticles remained intact upon calcina-
tion, which removed the remaining viral proteins to leave a radially oriented mesoporous
interior.

278



Other studies have focused on the use of elongated biomolecular structures, such as
bacterial threads [11], DNA filaments [12, 13], rhapidosomes [14], cylindrical viroids
[15], and lipid microtubules [16] to prepare bioinorganic materials with high shape aniso-
tropy. Recently, helicoid ribbons and tubes of the synthetic phospholipid 1, 2-bis(10, 12-
tricosadiyonyl)-sn-glycero-3-phosphatidylcholine (DC8,9PC) have received much attention,
as their high aspect ratio coupled with the smaller size enabled their utility in the phar-
maceutical and electronics industries [17, 18]. In addition, the transcription of the helicoid
form into inorganic structures consisting of silica or metal microtubules [19, 20] or chiral
silica–lipid lamellar mesophases [21] has been undertaken.

Nanoscopic cages of ferritin and ferritin-like proteins [22–28], enzymes [29], and capsids
[30–32] have been used for the synthesis of bioencapsulated quantum-sized inorganic par-
ticles. Researchers have used spherical cowpea chlorotic mottle viruses (CCMV) as nanos-
cale reactors. CCMV virions are 28 nm in diameter, with an 18 nm inner cavity. In their
native state, the inner cavity is used to carry the RNA that biochemically describes the
structural components of the virus. However, the virion can undergo reversible swelling
at high pH [30] such that at pH values 	6.5 the native RNA can be removed. Following
the addition of aqueous molecular tungstate (WO4) species, nanoparticles of paratungstate
(H2W12O4) can be precipitated within the virion by lowering the pH, which also seals the
protein cage [30, 31]. This technique may prove useful for aqueous nanoparticle reactions
that occur above pH 6.5, especially as a wide variety of virus capsids exist.

In this chapter, we focus specifically on the iron storage protein, ferritin, and how recent
fundamental research on biomimetic ferritins has led to an innovative approach to high-
density nanoparticle-based magnetic storage devices with promising commercial viability
as developed by NanoMagnetics Ltd., UK.

18.2
Biomimetic Ferritins

Ferritin is a self-assembled, 12 nm-diameter multi-subunit protein involved in biological
functions such as iron storage and heme production. The protein is constructed from 24
nearly identical subunits, which self-assemble to form a spherical shell that encloses an
8.0 nm-diameter internal cage [33] (Figure 18.1). The cavity contains up to 4500 Fe
atoms in the form of a poorly crystalline iron (III) oxy-hydroxide mineral, ferrihydrite.
The size of the ferrihydrite core is constrained by the 8 nm inner cavity of the protein,
suggesting that the protein cage could be exploited for the production of alternative
mineral nanoparticles. In this regard, the iron oxide core can be readily removed by reduc-
tive dissolution to produce an intact demetalized protein referred to as apoferritin [34].
Apoferritin is robust, being able to withstand relatively high temperatures systems
(65 �C) and wide pH variations (approximately 4.0–9.0) for limited periods of time without
significant disruption to its quaternary structure.

Together, these features provide a generic reaction vessel that can be used for the synth-
esis and confinement of a variety of protein-encapsulated inorganic nanoparticles. For ex-
ample, biomimetic ferritins have been prepared by reductive dissolution of the iron oxide
cores followed by reconstitution of the empty cage of apoferritin with manganese oxide
[22, 23], uranyl oxide nanoparticles [22], cadmium sulfide quantum dots [26], as well as
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the mixed-valence iron oxide, magnetite (Fe3O4), which significantly increases the asso-
ciated magnetic moment compared with the native protein [24, 27]. Alternatively, the native
iron oxide cores of ferritin can be transformed in situ to protein-encapsulated FeS nanopar-
ticles [25]. Here, we focus on a recent breakthrough involving the synthesis of the magnetic
alloy cobalt platinum (CoPt) within apoferritin and demonstrate that this advanced func-
tionality can support specific applications such as high-density data storage [35].

18.3
High-Density Magnetic Data Storage

In hard disk drives, data are stored as rectangular magnetized regions or ‘bits’ on a thin
metal film supported by a glass or aluminum disk substrate. Commercially available disk
drives currently store data at a maximum areal density of around 11 Gbits cm–2 (i. e., bil-
lions of bits per cm2). With improvements in the recording film and electronics, densities
of 23 Gbits cm–2 have been demonstrated in the laboratory [39]. At 11 Gbits cm–2, bits are
roughly 30 nm wide by 300 nm long, and are composed from hundreds of nano-scaled
magnetic alloy grains oriented longitudinally in the plane of a disk. These grains are pro-
duced through a process of sputtering that results in a polydisperse grain size distribu-
tion. As bit size reduces with increasing density, it becomes critical to have a narrower
grain size distribution, particularly when bit dimensions approach the average size of
the grains (currently around 9 nm in diameter). Reducing the average grain size is initi-
ally beneficial, but encounters a restraint called the “superparamagnetic limit” – below a
certain volume, a grain cannot maintain a preferred magnetization at room temperature.
The maximum density possible for this longitudinally-oriented recording convention is
anticipated to be in the region of 30 to 80 Gbits cm–2.
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Figure 18.1 Structural representation
of the 12 nm-diameter ferritin macro-
molecule from high-resolution studies
[36, 37], prepared using MolMol [38]
and viewed along the 4-fold axis.
The 24 individual protein subunits are
colored for differentiation.



While sputtered thin films may have an average grain size larger than the superpara-
magnetic limit, their inherent size distribution leaves a percentage which is thermally un-
stable. Recent multilayer thin films that exploit antiferromagnetic coupling help to stabi-
lize smaller grains, and may extend longitudinal recording to 80 Gbits cm–2. However,
new materials with higher magnetocrystalline anisotropy are required for continually
smaller, thermally stable grains. Alternative recording conventions such as the perpendic-
ular magnetic orientation of grains have been proposed to extend areal densities up to
155 Gbit cm–2 [40], but perpendicular recording is also limited by disordered, polydisperse
grains.

The most likely candidates to extend areal densities significantly beyond 30 Gbit cm–2

are thin films comprising monodisperse high anisotropy nanoparticles. Chemically
synthesized magnetic nanoparticles exhibit extremely narrow size distributions that also
encourage self-organized patterning, and could potentially support bit-per-particle densi-
ties from 1550 to 7750 Gbit cm–2 [41].

Equiatomically alloyed L10 phase CoPt and FePt are being considered for ultrahigh-den-
sity recording films because of their high magnetocrystalline anisotropy that provides
thermal stability for grains 3–4 nm in diameter [42, 43]. Researchers have used organic
stabilizers in nonaqueous solutions to synthesize arrays of monodisperse, 4 nm diameter
nanoparticles that form L10 FePt upon annealing [44, 45]. The resulting nanoparticle array
films have supported areal densities corresponding to 0.2 Gbit cm–2 [46], but are highly
vulnerable to sintering during the annealing process [47]. Sintering of the nanoparticles
not only increases the average grain size and widens the size distribution, but it also
destroys any self-organized patterning.

Recently, Mayes and co-workers have attempted to address the above considerations
through a novel biomimetic approach to the synthesis and fabrication of magnetic nano-
particle-based ultrahigh-density films in which monodisperse precursors of the L10 phase
of CoPt were prepared within the supramolecular cage of ferritin [35]. Significantly, ferri-
tin strictly regulates the diameter of the grains synthesized and moreover as a conse-
quence of its external uniformity, it decouples the formation of highly regular self-orga-
nized patterned films from perturbations in the particle size distribution associated
with the encapsulated nanoparticles. Most importantly, the 2 nm-thick protein coating dis-
courages sintering of nanoparticle grains at the temperatures required for the transforma-
tion to the L10 phase [48]. The initial results are extremely promising, with thin films
showing a moderate increase in areal density at 0.34 Gbit cm–2 [49]. On sufficiently
smooth substrates, ferritin is known to produce self-organized, large-area hexagonally
close-packed (HCP) arrays [50], indicating that an array of biomimetic ferritin CoPt nano-
particles could ultimately support bit-per-particle recording up to 1550 Gbit cm–2 – a goal
currently being pursued by NanoMagnetics Ltd., UK.

In the next section, we briefly describe the experimental protocol for the ferritin-
controlled synthesis of CoPt nanoparticles, followed by a summary of recent results.
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18.4
Methods

Dispersions of protein-encapsulated CoPt nanoparticles can be prepared by sequestration
of metal ions and complexes within the cavity of apoferritin, followed by chemical reduc-
tion. Apoferritin was prepared by demineralizing native ferritin (lyophilized horse spleen
ferritin; New Zealand Pharmaceuticals) using standard procedures of reductive dissolu-
tion (Figure 18.2a) [34]. Typically, 250 mL apoferritin (0.5 mg mL–1) were buffered to
pH 8.0 in deaerated HEPES (N-2-hydroxyethylpiperazine-N�-2-ethanesulfonic acid,
0.025 M; 99 %, Sigma), and the solution was stirred and maintained at a constant tem-
perature of 45 �C using a water bath. Ammonium tetrachloroplatinate solutions (0.1 M;
99.9 %, AlfaAesar) and cobalt acetate tetrahydrate (98+ %, Aldrich) were added slowly to
the buffered and stirred apoferritin in 1.8:1 Co:Pt ratios (0.18 mL Co; 0.10 mL Pt).
After 30 minutes, a stoichiometric amount of sodium borohydride (0.01 M; Aldrich)
was added over a period of 1 minute to reduce the metal ion precursors. This process
was repeated multiple times to increase the size of the encapsulated metallic nanoparti-
cles until a high yield of fully loaded protein molecules was obtained (Figure 18.2b).
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Figure 18.2 Schematic showing cross-
section of a ferritin molecule and use in
the production of biomimetic ferritin
nanomagnets. (a) Reduction and dis-
solution of native ferrihydrite core to
form apoferritin; (b) reconstitution of
apoferritin with Co(II) and [PtCl4]

2–, and
chemical reduction to form a metal
alloy core; (c) annealing of CoPt core to
produce the L10 CoPt phase encased in
a carbonized matrix.



The resulting dispersion was washed with water using a filtration unit to remove buffer
and salts, and then immediately used for thin film production.

Films of CoPt nanoparticles were prepared on washed glass disk substrates (65 mm dia-
meter; O’Hara). While these substrates were not smooth enough to support ultrahigh-
quality self-organized arrays typically achieved using thermally oxidized Si substrates
[44, 45], an ink-jetted dispersion adhered strongly to the glass as a smooth and dense
layer. The films were then annealed at 500–650 �C for 60 minutes with a 19 kPa partial
pressure of H2 to form the ferromagnetic L10 phase (Figure 18.2c).

18.5
Results

Transmission electron microscopy (TEM) studies indicated that borohydride reduction of
Co(II) and [PtCl4]

2– resulted in discrete electron dense CoPt nanoparticles that were spe-
cifically located within the 8 nm-diameter cavity of apoferritin. Prior to annealing, both
electron and X-ray diffraction confirmed that these precursor nanoparticles were crystal-
line with a face-centered-cubic (fcc) CoPt structure. This was consistent with the corre-
sponding superparamagnetic behavior shown in room temperature magnetometer analy-
sis. Significantly, annealing of nanoparticle-containing films above 500 �C for 60 minutes
in the presence of H2 resulted in a phase change. Diffraction studies of the resulting films
showed a transition to the ferromagnetically ordered L10 CoPt structure. The films exhib-
ited a magnetic coercivity (Hc) of 9500 Oe consistent with the L10 phase, but the remnant
to saturation magnetization ratio (Mr/Ms) was 0.72 both perpendicular and parallel to the
plane of the film, This value is unexpected for a putative isotropic distribution of crystal-
line axes, and suggests that exchange interactions occur within the film. Indeed, exchange
interactions have recently been observed in organic stabilizer-derived FePt nanoparticle
films by monitoring dM curves at increasing annealing temperatures [47]. As the protein
coating in the biomimetic CoPt-containing ferritin is both thick (�2 nm) and dense, even
a moderate reduction in thickness due to the formation of a carbonized shell during
annealing should not lead to coupled exchange interactions. However, TEM images of
dispersions annealed at 550 �C showed that although the majority of the CoPt nano-
particles remained spatially separated (Figure 18.3, region ‘a’), some sintering occurred,
probably associated with indistinct material formed external to the protein (Figure 18.3,
region ‘b’).

Resolving the issue of sintering is essential if self-organized, patterned thin films are
to be viable at the densities proposed. Current studies indicate that sintering can be
addressed by more thoroughly cleaning of the dispersions to remove material not en-
capsulated within protein. With recent refinements, films consisting of ferritin-derived
CoPt nanoparticles have been produced that can support stable magnetization reversal
transitions at densities up to 1.24 Gbit cm–2 (unpublished data). Using densely-packed,
but disordered films which were �100 nm thick, a contact drag tester with a 0.384
mm-wide magneto-resistive head recorded transitions corresponding to linear densities
of 1190, 2381, 3571, and 4760 flux changes per millimeter (fc mm–1) (Figure 18.4, left
to right). These linear densities correspond to 0.31, 0.62, 0.93, and 1.24 Gbit cm–2, respec-
tively.
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The magnetic ferritin films currently prepared do not exhibit any preferential magneti-
zation direction, and could therefore gain signal amplitude through magnetic orientation.
Further, the films were not mechanically polished like conventional thin films, such that
asperities occasionally degraded the recorded transitions due to spacing loss. Many refine-
ments are therefore required to extend recording densities from 1.24 Gbit cm–2 to the
commercially relevant 30 Gbit cm–2 and beyond, but these are clearly within the scope
of current technological methodologies.
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Figure 18.3 TEM images of a dispersion of biomi-
metic ferritin CoPt nanoparticles on a Si3N4 window
prior to (1) and after (2) annealing at 550 �C for
60 minutes in H2. Particles that are obviously se-

parated by a protein coating prior to annealing re-
main discrete afterwards (a), but indistinct material
exhibits sintering (b).

Figure 18.4 Contact drag tester read-back signals from a continuous, biomimetic ferritin CoPt nano-
particle film. Dc-erased regions separate magnetization reversal transitions at linear densities corre-
sponding to 0.31, 0.62, 0.93, and 1.24 Gbit cm–2, respectively (left to right).



18.6
Outlook

In this chapter, we have described a novel biomimetic route to CoPt nanoparticles and
films with promising potential in ultrahigh-density data storage. Several milestones
have already been surpassed, and with more stringent regulation over the composition,
cleanliness and uniformity of the ferritin-derived nanomagnets, as well as control over
their magnetic orientation, competitive materials are likely to reach the market in the
near future.

The use of biomimetic ferritins for nanoparticle synthesis, assembly, and application
offers additional significant advantages compared with more conventional technologies.
Self-assembled ferritin cages are readily available and naturally monodisperse, providing
a reproducible system for exacting control over the synthesis of a wide range of nanopar-
ticles with uniform morphology and size. These features also facilitate self-organized pat-
terning and the assembly of higher-order structures over large areas. Moreover, for mate-
rials applications that require thermal processing of nanoparticle films or powders, the
protein coating helps to prevent interparticle sintering by carbon-shell formation. In addi-
tion, the inherent biocompatibility and conjugation properties of the external surface of
the protein cage make these bioinorganic magnetic ferritins ideal for pharmaceutical
and medical applications such as contrast agents, targeted drug delivery, and immuno-
magnetic labeling [51–54]. Biologically targeted semiconducting nanoparticles can also
be used for rapid protein or DNA sequencing.

Although initial applications of ferritin-derived nanoparticles are likely to exploit the in-
herent material characteristics of the inorganic component in conjunction with a subset of
potential benefits offered by the biomolecular properties, the wide range and availability of
bionanostructures indicate that the biomimetic strategy described in this chapter could
have generic application. The biological expression and replication of unique supramole-
cular morphologies with inherent self-organization, patterning and reactivity, in combina-
tion with the increasing demand for advanced small-scale materials and devices, offers an
exciting future for bio-inspired strategies in the emerging fields of nanoscience and nano-
technology.
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19
DNA–Gold-Nanoparticle Conjugates

C. Shad Thaxton and Chad A. Mirkin

19.1
Overview

19.1.1
Introduction

Genomics and proteomics are two fields of research that hold great promise for the
unraveling and subsequent understanding of complex biological processes. Although
the number of human genes is still debated, it is generally agreed that there are on the
order of tens-of-thousands. With the human genome sequence complete [1–3], relatively
easy access to sequence information and expressed sequence tags (ESTs), commercially
available cloned complementary DNA (cDNA) libraries, and a growing number of pro-
teins available in purified form, researchers are left with the great task of deciphering
the information contained within the human genome and its translated protein products
on a global scale. Further, in an age of bioterrorist threats and growing microbial antibiotic
resistance, the detection of microbial pathogens, with their own unique DNA and protein
fingerprints, is of utmost importance for the accurate identification and diagnosis of
infectious diseases and the subsequent delivery of timely treatment. Ultimately, the
in-depth study of complex biological processes for its own sake – as well as for the preven-
tion, diagnosis, and treatment of human disease – depends on one’s ability to detect sen-
sitively and selectively multiple DNA and protein targets of interest when present in com-
plex media. Therein, directed point-of-care testing and treatment, and therapy based on
genomic and proteomic information will ultimately offer more solutions and better
answers to medical problems.

Historically, the detection of DNA has been carried out using either radioactive or
organic fluorophore labels. Indeed, most commercial DNA detection assays still rely on
the use of organic fluorophores, and radioactive labels are still used for some DNA detec-
tion applications. In addition, protein detection is traditionally performed using an anti-
body specific for the target of interest in enzyme-linked immunosorbent assays (ELISAs)
or in a blotting format (e. g., Western blot). Such labeling techniques have allowed
researchers to compile a tremendous amount of DNA- and protein-specific information,
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and this has had a major impact on the field of medicine, forensics, and molecular biol-
ogy. However, there are inherent drawbacks to the use of both organic fluorophore and
radioactive labeling techniques, as will be discussed below. Therefore, the technology
for the detection of DNA and protein targets is also moving forward. Namely, advances
in nanotechnology and DNA-nanoparticle conjugate systems (including quantum dots
and metal nanoparticles) have emerged as novel and extremely powerful tools for DNA
and protein detection. They have numerous advantages over traditional methods and
could represent the next generation of biomarkers.

In 1996, it was shown that the distance-dependent optical properties of oligonucleotide
functionalized gold nanoparticles could be used in colorimetric assays for DNA detection
[4]. Further investigation of the properties of these novel nanostructured probes showed
that they exhibited unusually sharp melting transitions when hybridized to complemen-
tary DNA, and also displayed catalytic properties that could be used in a variety of high-
sensitivity and -selectivity assays for DNA [5–8]. Subsequently, numerous research groups
began taking advantage of DNA-nanoparticle conjugates for the labeling of DNA and
proteins such that the specific nanoparticle tag allowed for the detection of target mole-
cules based on the novel properties of the material or materials that made up the nano-
particle [9–13]. Specifically, metal nanoparticles with well-defined sizes, shapes, and com-
positions are currently being exploited by research groups for DNA and protein detection
[13–17]. The following is a review of the progress made in this area, the methods which
we employ in our laboratories, and future prospects with regard to this growing and
exciting field.

19.1.2
Nanoparticles

The first step in synthesizing DNA-nanoparticle conjugates is the identification of a suit-
able nanoparticle. In this regard, there are numerous nanoparticles from which to choose,
and one can do so from metal, semiconductor, magnetic, and polymer particle represen-
tatives (Table 19.1).

The size of such particles can be tailored from 1 nm to 1 �m in diameter with moderate
to excellent control over size dispersity, depending upon chosen composition. Interest-
ingly, nanoparticle size and size dispersity often dictates the physical properties of colloids
made from such materials. For example, by tuning the size, composition and shape of a
nanoparticle, one can tailor the wavelength of scattered light from such particles (Figure
19.1).

Colloidal gold nanoparticles (Au-NPs) ranging in size from 3 to 100 nm, have been the
focus of intense research. These particles are stable, environmentally benign, and their
chemical properties can be easily tailored by chemically modifying their surfaces. Gold na-
noparticles in the 1 to 100 nm range can be made in relatively monodisperse forms via a
variety of synthetic methods [18, 19]. Typically, they are charged particles that are very sen-
sitive to changes in solution dielectric. Indeed, for typical citrate stabilized particles, the
addition of NaCl shields the surface charge and leads to a concomitant decrease in inter-
particle distance and eventual particle aggregation. This property becomes important in
certain nanoparticle biomolecule detection schemes as discussed below.
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Table 19.1 Representative nanoparticle compositions and sizes

Particle composition Available particle size [nm]

Metals
Au 2–150
Ag 1–180
Pt 1–20
Cu 1–150

Semiconductors
CdX (X = S, Se, Te) 1–20
ZnX (X = S, Se, Te) 1–20
PbS 2–18
TiO2 3–50
ZnO 1–30
GaAs, InP 1–15
Ge 6–30

Magnetic
Fe3O4 6–40

Polymer
Many compositions 50–1000

Figure 19.1 Size- and shape-dependent light scattering by representative silver and gold nanoparticles
with corresponding transmission electron microscopic (TEM) images of the particles.



19.1.3
DNA-functionalized Gold Nanoparticles

The novel properties of Au-NPs can be taken advantage of for the detection of DNA and
proteins. Gold nanoparticles have long been conjugated with antibodies and other pro-
teins (e. g., streptavidin) for use in protein and DNA detection assays, and such chemistry
has resulted in the commercial development of some systems, primarily for proteins (see
reference and references therein) [14]. However, as demonstrated in all of the detection
assays described below, the direct functionalization of the Au-NP surface with DNA
“probe” strands (DNA–Au-NP) that recognize cDNA targets of interest can be used in
highly sensitive and selective DNA and protein detection assays with direct DNA and pro-
tein target labeling. This is accomplished by functionalizing citrate stabilized Au-NPs with
mercaptoalkyloligonucleotides, as discussed in the methods section. The probe strand is
designed to be complementary to a target of interest and is attached to the Au-NP through
chemisorption of the thiol group onto the surface of the gold nanoparticle.

The surface plasmon resonance (SPR) of Au-NPs is responsible for their intense colors
and this can be taken advantage of in biodetection assays. In solution, monodisperse Au-
NPs appear red and exhibit a relatively narrow surface plasmon absorption band centered
at 520 nm in the UV-Visible spectrum (Figure 19.2). In contrast, a solution containing ag-
gregated Au-NPs appears purple in color, corresponding to a characteristic red shift in the
surface plasmon resonance of the particles from 520 to 574 nm (Figure 19.2). Using a
DNA or protein target as a linking molecule to aggregate Au-NPs allows one to take ad-
vantage of the novel optical properties of disperse versus aggregated gold particles for use
in DNA and protein detection assays. The SPR of protein- and DNA-functionalized Au-
NPs has also been taken advantage of in surface-based DNA and protein detection assays
due to the Au-NPs’ ability to amplify changes in the SPR of a noble metal surface-film
when the two are brought in close proximity after the binding of a targeted analyte
[20–24]. Using Au-NPs in such a way enabled researchers to increase the sensitivity of
SPR-based biomolecule sensing techniques used extensively for studying biomolecular
interactions [25–27].
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Figure 19.2 Optical properties of
monodisperse versus aggregated gold
nanoparticles. Two probe species
(a and b) are linked by a complemen-
tary DNA target strand (a�b�). Thermal
denaturation profiles of DNA-nanopar-
ticles exhibit substantially sharper
melting transitions when compared
to unmodified DNA.



Further, Au-NPs promote the catalytic reduction of silver ions to silver metal in the pres-
ence of a reducing agent such as hydroquinone. The process of silver staining Au-NP con-
jugates has been taken advantage for antibody–, protein–, and DNA–nanoparticle conju-
gates [17, 28–30]. This property is used to increase the sensitivity of chip-based DNA
and protein detection assays where silver development acts to amplify the signal provided
by the gold nanoparticle labels bound to complementary target molecules.

Since metal nanoparticles also conduct electricity, they can be used in chip-based assays
with electrical readout schemes. Such schemes are attractive since they lend themselves
well to miniaturization and assay multiplexing. In addition, they are ideal prospects for
point-of-care detection schemes [6, 31, 32].

Finally, size and shape-dependent light-scattering properties of nanoparticles allow one
to prepare multi-color labeling schemes based upon them [5, 13].

It should be pointed out here that throughout this chapter, “probe” strand will refer to
the DNA-Au-NP “probe,” the target will be the DNA or protein for detection, and DNA
oligomers immobilized on a chip surface will be referred to as “capture” strands. This
is in contrast to some texts which reserve the term “probe” for the DNA immobilized
to the chip surface.

19.1.4
Nanoparticle Based DNA and RNA Detection Assays

19.1.4.1 Homogeneous DNA Detection
In 1996, Mirkin and co-workers reported the use of mercaptoalkyloligonucleotide-modi-
fied gold nanoparticle probes (DNA–Au-NP probes) for the colorimetric detection of
cDNA target sequences [4, 10]. Assays were conducted in which single-stranded oligonu-
cleotide targets were detected using DNA–Au-NP probes. Two species of probes were pres-
ent such that each was functionalized with a DNA–oligonucleotide complementary to one
half of a given target oligonucleotide (Figure 19.2). Mixing the two DNA–Au-NP probes
with the target resulted in the formation of a polymeric network of DNA–Au-NPs with
a concomitant red-to-purple color change. This hybridization signal is governed by the op-
tical properties of the nanoparticles as discussed previously. Importantly, melting analyses
of the polymeric structures revealed extraordinarily sharp melting transitions [ full width
at half maximum (FWHM) as low as 1 �C] such that imperfect targets could be readily
differentiated from complementary targets on the basis of color and temperature (Figure
19.3, see p. 294). The basis for the sharp melting transition is believed to be due to a
cooperative mechanism that results from the presence of multiple DNA target strands
between each pair of DNA–Au-NPs and a decrease in the aggregate melting temperature
as DNA strands melt due to the concomitant reduction in local salt concentration [33].
Transfer of the hybridization mixture to a reverse-phase silica plate resulted in a perma-
nent and easily readable record of the hybridization state at any given temperature (Figure
19.3, see p. 294). Subsequent research demonstrated that one could selectively detect tar-
get DNA sequences with single base imperfections, regardless of position, using DNA–
Au-NP probes oriented in a tail-to-tail arrangement [7]. These initial studies were impor-
tant because they identified the chemistry required to stabilize nanoparticles to the point
where they could be used under assay-relevant conditions. Moreover, these studies iden-
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tified novel and unanticipated properties of the nanoparticle conjugates that point to
major advantages in detection.

19.1.4.2 Chip-based (Heterogeneous) DNA Detection Assays

Scanometric DNA detection

Chip-based quantitative DNA assays, otherwise known as “gene-chips” or “DNA-micro-
arrays,” are having a major impact in genomic studies. Developed by Brown and co-work-
ers in 1995, this technology has been commercialized and now is widely used in many
research laboratories [34]. With such arrays, DNA labeling is typically carried out with or-
ganic fluorophore labels. As will be pointed out later in this chapter, fluorophore labeling
carries with it several drawbacks, many of which can be avoided by using DNA–nanopar-
ticle conjugate labels.

Numerous research groups have taken advantage of Au-NP probes for chip-based detec-
tion schemes. As mentioned previously, Keating and co-workers used Au-NP probes to
amplify changes in the SPR of gold films during DNA hybridization to capture strands
[21]. In addition, Genicon offers a commercially available DNA chip-based assay in
which Au-NPs functionalized with anti-biotin IgG are used to label biotinylated DNA tar-
gets of interest in chip-based format whereupon the light-scattering properties of Au-NPs
with different sizes and shapes are used as the readout [13, 35]. Further, Mirkin and co-
workers demonstrated the direct labeling of DNA target strands using DNA–Au-NP
probes. In their work, a sandwich assay was devised such that DNA “capture” strands,
replacing the probe strands from their homogeneous solution-based experiments, were
covalently attached to the surface of a glass slide in microarray fashion. Subsequently, a
mixture of DNA target strands and cDNA–Au-NP probes were added to the chip surface
for hybridization (Figure 19.4). Since the Au-NPs promote the reduction of silver ions to
silver metal, a silver-developing solution was added to the chip surface in order to amplify
probe signal and visualize the surface bound capture–target–probe complex. Results visi-
ble to the naked eye could be recorded with a conventional flatbed scanner. As discussed
below, light scattering can also be used as a readout mechanism, in some cases obviating
the need for silver enhancement of surface immobilized DNA–Au-NP probes [5, 13].
Using stringency washes of increasing temperature, it was demonstrated that single-
base imperfections could be detected with increased selectivity (factor of 4) and sensitivity
(10 000 times), respectively, when compared to fluorophore labeling methods [6, 8, 28].

Two-color labeling of oligonucleotide arrays using Au-NP size-dependent light scattering

Combinatorial microarrays are constructed in order to both detect the presence of a DNA/
RNA target of interest and also to compare the relative abundance of a target in two or
more samples. In chip-based analyses in which a single chip is used to determine the
relative abundance of a DNA or RNA target, multiple “colors,” – typically organic fluoro-
phore labels – are needed to distinguish between or among target samples and their
selective hybridization to complementary strands immobilized on a chip surface.

As pointed out previously, Au-NP probes of different size and shape scatter light at dif-
ferent wavelengths. Therefore, instead of using two different organic fluorophore labels,
one can use Au-NPs with different size dimensions to achieve multi-color capabilities.
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A commercial system based upon this concept utilizes gold probes functionalized with
anti-biotin IgG which subsequently label biotinylated DNA targets of interest [13].
DNA–Au-NP probes of differing dimensions allow for the direct labeling of DNA targets
of interest in multi-color fashion.

We have demonstrated that two-color labeling can be accomplished using the size-
dependent light-scattering properties of two different sizes of gold nanoparticles. Impor-
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Figure 19.3 Homogeneous single-nucleotide poly-
morphism (SNP) discrimination using DNA–nano-
particle probes. The sharp thermal denaturation
profiles for gold nanoparticle probes allows for SNP

detection. The Northwestern spot test is shown in
which samples of the aggregate mixture are spotted
to a reverse-phase silica plate at a given tempera-
ture permanently recording the hybridization status.
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Figure 19.4 Scanometric chip-based DNA detec-
tion sandwich assay using silver amplification of the
detection signal. The scanometric DNA detection
scheme is depicted on the left. A direct SNP de-
tection/discrimination comparison of DNA-nano-

particles versus organic fluorophore labeling probes
is shown on the right. The DNA-nanoparticle sys-
tem is shown here to have a selective advantage of
approximately 4 :1.



tantly, as these assays are based upon the same types of nanoparticles that exhibit the
sharp melting transitions when hybridized to cDNA, they show the high selectivity of
the other assays based upon them [7, 28]. The light-scattering method is more sensitive
than the analogous fluorescence-based assay by a couple of orders of magnitude, but it
is difficult to calibrate due to the background and complexity of the scattering response.
Indeed, the signal from nanoparticles and assemblies of nanoparticles on the detection
surface are often overlapping and must be deconvoluted in any assay based upon such
structures (Figure 19.5) [5].

Electrical detection of DNA with Au-NP probes in a chip-based assay

The detection of DNA targets in a chip-based assay with an electrical readout scheme allows
for many potential advantages over conventional readout and detection methods. First,
massive multiplexing is possible where on-chip electronic circuitry can be fabricated
such that an individual circuit corresponds to an individual DNA target of interest. Changes
in the electrical behavior of such a circuit, monitored as a change in the resistance or con-
ductance, can be used as an extremely convenient and straightforward detection readout
method. In addition, the sensitivity of such a system can be extraordinarily high depending
on the design of the assay (e. g., circuit dimensions and number of hybridization events
necessary for signal generation). One, in principle, also can obtain a sense of the relative
number of target molecules present by the strength of the readout signal. In light of
such advantages, much progress has been made on the development of such an assay.
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Figure 19.5 Two-color DNA sandwich assay using
light scattering from different diameter gold nano-
particle probes (a and b) specific for a given target
(a�c� and b�d�, respectively). When the target se-
quence is present and hybridizes with the appro-

priate chip-immobilized capture strand (c and d),
the nanoparticle probes are bound to the surface.
Evanescent illumination of the chip surface and
dark-field visualization allows for the detection of
specific hybridization events.



Mirkin and co-workers developed the following detection assay based on the ability of sur-
face-bound DNA–Au-NPs to conduct electricity, especially when exposed to silver-develop-
ing solution. Chips with microelectrode gaps were fabricated such that DNA capture
strands were situated in the gap. In sandwich array format, capture–target–probe com-
plexes were hybridized in the gap and subsequently exposed to silver-developing solution.
When a target complementary to the capture and probe strand was present, silver develop-
ing resulted in a decrease in the resistance of the gap, an increased conductivity, and sub-
sequent electrical readout (Figure 19.6). As with the previous assays, it was shown that the
DNA–Au-NP probes had the ability to distinguish perfectly complementary targets from
ones with base mismatches. Importantly, it was also shown that thermal stringency wash-
ing was not the only method available to remove mismatched targets. Stringency washes at
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room temperature, but with different buffered salt concentrations, were used such that the
ability to remove mismatched targets was enhanced when compared to thermal stringency
washes with the same buffered salt concentration (Figure 19.7). Further, the electrical de-
tection assay was shown to have an unoptimized sensitivity of approximately 500 fM. In
principle, that number can be dramatically decreased through miniaturization of the elec-
trode gap and the number of nanoparticles required to close it [6].

Willner and co-workers developed a surface-based DNA assay where Faradaic impe-
dance spectroscopy or microgravimetric measurements using Au-electrodes and Au-
quartz crystals were used for target hybridization and detection. Importantly, DNA-func-
tionalized liposomes and biotinylated liposomes were shown to dendritically amplify
the detection signal such that target concentrations as low as 1 � 10–12 M were detected
and single-base mismatches were identified [31, 36].

Nanoparticles with Raman spectroscopic fingerprints for DNA and RNA detection

in chip-based format

As discussed in the section regarding multi-color labeling of DNA targets using size-
dependent light scattering by DNA–Au-NP probes, multiplexing and ratioing are two
key aspects with respect to the successful use of microarray technology for several appli-
cations (e. g., SNP detection, gene expression). Indeed, the reliable use of such powerful
technology depends on the use of sensitive and specific labels for DNA targets, as well as
the ability to use multiple types of labels with addressable and individual labeling infor-
mation. Quantum dot biolabels display decreased photobleaching rates, and more narrow
emission spectra when compared to organic fluorophores [9, 37, 38]. In addition, size and
composition control allow for the production of multi-colored labels. Therefore, some of
the problems inherent to the use of organic fluorophore labels will be remedied by using
quantum dots (see Chapter 22). However, the increased stability, sensitivity and selectivity
of DNA–Au-NP probes, combined with the fact that they are environmentally benign,
make them good candidates for use in bioassays where combinatorial labeling is needed.
Size-dependent light scattering of Au-NPs is one way to accomplish this, but as described
above it is limited in large part due to overlapping signals and the complexity of the scat-
tering elements (probes, probe orientation, probe aggregation).

An extremely powerful new method for carrying out multiplexed detection in a chip-
based microarray format takes advantage of Raman spectroscopy and the ability of
Au-NPs to promote the reduction of silver in the presence of Raman-active spectroscopic
labels (Figure 19.8). In this type of assay, a large number of probes can be designed and
synthesized by functionalizing the nanoparticles with Raman dyes, each with a unique
Raman spectrum. In a typical assay, a microarray spotted with different capture strands
is used to capture one or more DNA target strands in a solution. If the target strand is
captured, particles with unique signatures are hybridized to the appropriate spots. Silver
development followed by Raman analysis allows one to quickly analyze which strands
were present in the sample in a sensitive and highly selective manner (Figure 19.9).
Further, one can correlate the intensity of the Raman spectrum with the relative amount
of target present when comparing two different samples. In proof-of-concept experiments,
this detection scheme was shown to be effective for simultaneously detecting six specific
targets and ratioing RNA strands with single-base mismatches [8].
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There are numerous advantages that this system offers when compared to conventional
fluorophore labeling of microarrays. Some of these advantages have already been dis-
cussed with respect to the DNA–Au-NP’s increased sensitivity (this assay has an unopti-
mized detection limit of �2 fM) and selectivity (easily able to distinguish single-base mis-
matched targets using either thermal or salt stringency washes). In addition, the number
of labels one can prepare using this SERS approach is, in principle, much greater than
can be prepared with organic fluorophores, due to the relatively narrow line widths in
Raman spectroscopy. Furthermore, detecting and ratioing Raman label spectroscopic in-
tensities can be carried out with single-source laser excitation; likewise, photobleaching
is not a significant problem with the nanoparticle materials, but can be with fluorophore
labels [8].
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Figure 19.8 Scheme for surface-enhanced Raman
spectroscopic (SERS) detection of DNA targets of
interest. In a sandwich assay similar to those above,
DNA-nanoparticles encoded with Raman-active
dyes (e. g., Cy3) are hybridized to the surface

-immobilized capture/target hybrid and silver en-
hancement is performed. Upon single wavelength
laser excitation, the particles emit a strong and re-
producible Raman spectrum specific to the Raman-
active dye chosen.



19.1.5
DNA-Nanoparticle Detection of Proteins : Biobarcodes

The previous sections focused on the use of DNA-nanoparticle conjugates used for DNA/
RNA detection. However, one can also take advantage of DNA–Au-NPs for the detection of
proteins. This is similar to Au-NP–protein conjugates which, as discussed previously, are
commercially available for both DNA and protein detection. However, there are inherent
differences as pointed out below when using DNA–Au-NPs.

Like DNA, proteins have “complementary” counterparts. Protein–protein and protein–
small molecule interactions regulate the homeostatic balance of entire organisms. For in-
stance, the human immune system is built upon the ability of immunoglobulins to recog-
nize foreign proteins so that invading organisms can be recognized and destroyed. Ana-
logous to using a DNA target sequence as a linker, protein targets can also be used to link
Au-NP probes for their subsequent detection. An ideal detection scheme should enable
one to detect numerous protein targets without substantial sample processing.

We have designed an assay which takes advantage of the DNA–Au-NP probes and a
“biobarcode” specific to a protein of interest. A “biobarcode” is a synthetic DNA sequence
of choice with a unique base sequence corresponding to a protein target of interest. Thus,
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Figure 19.9 Raman-encoded DNA-nanoparticle de-
tection of multiple DNA targets of interest where
each Raman spectrum, or “color” corresponds to a
specific target of interest. Here, eight targets were
chosen and each assigned a Raman-encoded dye.
Note that after silver staining, all of the spots

appear black and it is impossible to discern which
spot corresponds to which target. However, by
using SERS, one is able to scan the spots with a
single wavelength excitation laser and observe
dye- (and thus, target) specific Raman spectra.



by changing the DNA sequence, one effectively changes the biobarcode and its corre-
sponding protein target. Therefore, for protein detection, one takes advantage of DNA
as decoding agents and proteins as recognition agents. The identification of the protein
target is made using the DNA biobarcode. DNA–Au-NP probes are fabricated such that
half of the biobarcode sequence is complementary to the DNA–Au-NP probe sequence.
The other half of the biobarcode complement is present on a DNA oligomer terminally
functionalized with the target protein’s counterpart. In this case, the target protein was
a monoclonal antibody specific for either biotin or dinitrophenol (DNP). Therefore, in so-
lution, and in the presence of the DNA–Au-NP probes, the specific biobarcode, a DNA-oli-
gomer terminated with biotin or DNP, and the anti-biotin or anti-DNP antibody detection
target, aggregation of Au-NPs takes place due to the polymeric network structure which
results (Figure 19.10, see p. 302). As with the homogeneous DNA target detection scheme
detailed above, a melting analysis can be performed on the aggregate structures such that
specific melting temperatures, pre-chosen specifically for each biobarcode/protein, corre-
spond to the presence of specific protein targets in solution. One limitation of this ap-
proach is that, while an infinite number of protein specific biobarcodes are available,
their melting temperatures must be chosen such that one can discriminate individual
biobarcode melting profiles in the presence of numerous others during the DNA melting
analysis. Therefore, in practical terms this method is limited to five to seven analytes.

As an alternative approach, and in order to increase both the number of analytes pos-
sible and the sensitivity of the system, biobarcode–protein target aggregates can be centri-
fuged such that the aggregates are collected as a pellet. The supernatant containing un-
reacted biobarcodes is removed and the particles are resuspended in water such that
the hybridization between the complementary strands is lost. Filtering this mixture allows
for the isolation of single-stranded biobarcodes which can then be sensitively detected in
chip-based format using appropriate DNA–Au-NPs and capture strands with subsequent
silver enhancement [39]. The use of the target-specific biobarcodes is important as pro-
teins are largely dependent on their three-dimensional (3D) structure for function. As
3D protein structure is easily disrupted, one depends on the protein target only for target
recognition and aggregate formation. The more stable DNA biobarcode then becomes re-
sponsible for the identification of the protein either through a melting analysis or in a
chip-based assay. Furthermore, as the number of biobarcode DNA sequences is almost
limitless, one can detect large numbers of proteins in solution simultaneously using
the chip-based assay. Finally, the detection of a target protein can be made as sensitive
as the hybridization of DNA–Au-NPs to biobarcode sequences in a chip-based format,
with subsequent silver signal amplification.

19.1.6
Conclusion

The preceding sections provide an overview of the investigations carried out with respect
to DNA-nanoparticle conjugates and their use as DNA and protein detection materials.
The use of such novel materials in genomic and proteomic research, as well as for the
prevention, diagnosis, and treatment of human disease is imminent. Using such materi-
als allows one to realize that such endeavors will be carried out with increased sensitivity
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and selectivity such that answers to difficult and complex queries can be made more
timely and with greater certainty, as can the direction of treatment. The following is a
discussion of essential methods and protocols.

19.2
The Essentials : Methods and Protocols

19.2.1
Nanoparticle Synthesis

Gold nanoparticles (13 nm diameter) are prepared by the citrate reduction of HAuCl4 gold
precursor salt [30]. Briefly, all glassware used in the synthesis of Au-NPs should be cleaned
with aqua regia (3 parts HCl, 1 part HNO3), rinsed with 18.1 M� nano-pure water (NP-
H2O), and oven-dried prior to use. An aqueous solution of HAuCl4 (1 mM, 500 mL) is
brought to reflux while stirring, and then 50 mL of 38.8 mM trisodium citrate solution
is rapidly added such that the solution quickly changes color from pale yellow to deep
red. After waiting 15 minutes, the mixture is allowed to cool to room temperature and
subsequently filtered through a 0.45 �m filter. The colloid is characterized using UV-
Visible spectroscopy where the characteristic surface plasmon resonance band of mono-
disperse particles is located at 518–520 nm. Particles with more uniform size distributions
have narrower absorption bands. Note that aggregated 13 nm colloid, as discussed above,
displays a flattened and red-shifted absorption peak at approximately 570 nm. The pre-
paration of Au-NPs of different sizes is accomplished using different ratios of gold precur-
sor to reducing agent as dictated by the growth versus nucleation properties of nanopar-
ticle synthesis [30]. In general, the higher the ratio, the larger the particles as more gold
precursor allows for increased colloid growth around fewer nucleation centers due to the
relatively low concentration of reducing agent. Accordingly, the increased colloid nuclea-
tion that takes place when relatively more reducing agent is present results in smaller par-
ticle diameters. Transmission electron microscopy (TEM) is the best means for confirm-
ing particle size and monodispersity.

19.2.2
DNA-functionalized Au-NP Probe Synthesis

The fabrication of DNA–Au-NP probes is the single most important process in either
homogeneous or chip-based detection assays, and it starts with the synthesis of gold col-
loid as described above. The next step is the DNA-functionalization of the appropriately
sized Au-NP colloid as described in two key publications [7, 40]. Usually, 13 nm colloid
is used and has been shown to be quite stable, but Au-NPs as large as 100 nm in diameter
can be functionalized with DNA [40]. In short, DNA probe strands are typically 12- to 15-
mers (can be longer) that are complementary to a DNA target of interest. As a general
rule, stringency washes are more efficient at removing mismatched labels with shorter
oligonucleotide lengths. Often, a poly-adenine (poly-A) stabilization strand of 10–20
bases is added on the Au-NP side of the DNA probe strand as this has been shown to in-
crease hybridization efficiency [41]. Probe strands are synthesized using solid-state DNA
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synthetic methods taking advantage of standard phosphoramidite chemistry. Importantly,
synthesized DNA probe strands are functionalized at either the 3�- or 5�-end with terminal
sulfur-containing groups either in the form of a mono-thiol, cyclic disulfide, or trithiol.
Probe strands are linked to the Au-NP by taking advantage of the strong coordination
chemistry that exists between gold and sulfur. It was found that DNA–Au-NPs functiona-
lized with probe strands terminated in a trihexylthiol group were stable at higher tempera-
tures and in the presence of reducing agents such as dithiothreitol (DTT) and mercap-
toethanol for longer periods of time when compared to mono- or cyclic dithiane species
[40]. In addition, DNA–Au-NPs made with a trithiol linker had higher DNA-probe surface
coverages (approximately 129 versus 84 for mono-thiol) than those made with either the
mono-thiol or cyclic dithiane species [40, 41]. This is thought to be due to the increased
binding affinity of the trithiane to the gold surface when compared to the cyclic dithiane
or monothiol species. Finally, either the cyclic di-thiane or the trithiol is necessary to sta-
bilize Au-NPs larger than 30 nm in diameter [40]. Indeed, in general the smaller particles
(5–13 nm) can be stabilized better than the larger particles (	 30 nm).
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Figure 19.10 Biobarcode protein detection. (A)
Preparation of hapten-modified DNA–Au-NP probes
and (B) protein detection using protein binding.
Note that there are nine G,C pairs in sequence A,

and only two in sequence B; this allows for a large
difference in the melting temperature signature that
is unique for each protein analyte present.



The salt stabilization of DNA–Au-NPs is extremely important and is usually an indicator
of whether or not a given DNA–Au-NP probe is DNA-functionalized and stable. In a typi-
cal synthesis, thiol-modified DNA-probe oligomers are added to gold colloid (usually in a
ratio of 0.5–1 OD DNA to 1 mL Au-NP colloid which is at a concentration of �15 nM),
covered in tin foil and placed on a shaker for 16 hours. This solution is then brought to a
phosphate buffer (PB) concentration of 0.01 M (pH = 7.0) and a sodium chloride (NaCl)
concentration of 0.05 M. The solution is then re-covered with tin foil and allowed to shake
for another 40 hours during which time the salt concentration is increased gradually from
0.05 M to 0.3 M NaCl by adding concentrated (2 M) NaCl. The 2 M NaCl is added drop-
wise, shaking the solution gently between drops, and increasing by 0.05 M every 8 hours
(i. e., 0.05 to 0.1 to 0.15, etc. with 8 hours between additions to 0.3 M NaCl). Usually,
DNA–Au-NP probes are then stored at room temperature in the final phosphate-buffered
saline (PBS) concentration of 0.3 M NaCl, 0.01 M PB. Sodium azide (NaN3) is added to a
concentration of 0.01–0.05 % if one plans to use and store the DNA–Au-NP probe over a
length of time. The DNA–Au-NP probes should be monitored at all stages of DNA-func-
tionalization and salt addition for aggregation using UV-Visible spectroscopy such that
monodisperse probes absorb at a wavelength of 520 nm, while aggregated or “crashed”
probes demonstrate a flattening and red-shift of the absorbance peak to 574 nm. Aggre-
gated DNA–Au-NP probes are the result of either self-dimerization between the DNA
probe strands or the failure to functionalize the Au-NPs with DNA either due to faulty
synthesis (no terminal thiol) or rapid increases in salt concentration. Probes that are ag-
gregated due to self-dimerization can be heated to effect their dispersion. Probe strands
with increased G–C content are more likely to show this behavior due to their increased
degree of hydrogen bonding. In order to remove unreacted DNA and Au-NP colloid from
salt-stabilized DNA–Au-NP probes, centrifugation at 13 000 g for 25–30 minutes must be
carried out to pellet the DNA–Au-NP probes. The supernatant containing unreacted DNA
and gold colloid is subsequently removed. DNA–Au-NP probes are then re-dispersed in
0.3 M PBS, 0.01 M PB (pH = 7.0) 
 0.01–0.05 % NaN3. Probe stability at assay-specific
salt concentrations and temperature must be checked using UV-Visible spectroscopy in
a typical melting experiment, monitoring the spectra at 520 nm for particle aggregation.

19.2.3
Chip Functionalization with DNA Target “Capture” Strands

For chip-based “microarray” or “gene chip” assays, glass slides must be modified with the
appropriate DNA “capture“ strands for hybridization and detection. As noted previously,
it is more convenient to describe the DNA–Au-NP “probes” as such in our detection
schemes; however, the immobilized DNA strand on the chip surface is often referred
to as the “probe” strand in microarray terminology. As this chapter is not a review of either
microarray technology or the fabrication of the chips used in such arrays, readers are
referred to the following sources. Excellent reviews of this subject can be found in recent
supplements to Nature Genetics [42]. Further, Cold Spring Harbor recently published,
DNA Microarrays, which is a comprehensive manual with a copious discussion of the fab-
rication techniques and applications of microarrays [43]. In addition, Chrisey et al. have
published an extremely useful report describing the fabrication and use of chips functio-
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nalized with heterobifunctional crosslinker molecules for covalent DNA attachment to
glass slides that we often employ [44]. Note that crosslinking molecules are often light-
sensitive, and so correct synthesis and storage methods should be adhered to in order
to maintain functional chips.

19.2.4
Typical Assay Design

As described above, homogeneous detection assays are essentially preformed as detailed
by Storhoff et al. [45], while chip-based assays are performed as detailed by Taton et al.
[28], Park et al. [6], and Cao et al. [8]. All assays are carried out in appropriate strength
biological buffer systems, typically PBS. Chip-based hybridizations are carried out in a
humidity chamber at the appropriate temperature, either under coverslips or in Grace
BioLabs on-chip hybridization vessels (GraceBio, OR, USA). For homogeneous assays,
both the probes and the target are mixed together, frozen in liquid nitrogen or dry ice
to expedite hybridization, left to thaw at room temperature, after which a melting analysis
is performed. For chip-based assays, a mixture of the DNA–Au-NP probe and target strand
is usually prehybridized at the appropriate temperature and then added to the chip surface
to effect hybridization. Silver developing and enhancement is carried out with commercial
silver-developing solutions after the chip has been rinsed with appropriate strength phos-
phate-buffered sodium nitrate (NaNO3) in order to remove excess chloride ions. Scano-
metric array readout is performed using a conventional flatbed scanner, while Raman de-
tection assays require a Raman spectrometer, as detailed in Cao et al. [8]. Overall, success-
ful assays depend on the careful selection of DNA probe(s) and capture strand sequences,
appropriate reaction conditions based on calculated and empirically determined melting
information, and appropriate strength buffer solutions and temperatures for hybridization
and washes.

19.3
Outlook

19.3.1
Challenges Ahead

DNA–nanoparticle conjugate systems for research and diagnostic purposes are currently
the cutting edge in DNA and protein labeling technology. That said, there are numerous
steps that must be taken from the demonstrated proof-of-concept experiments detailed
above to their common place use in the clinical and diagnostic arenas. Most importantly,
research demonstrating that DNA–Au-NP probes are useful for labeling numerous types
of nucleic acid targets (e. g., PCR products, RNA, genomic DNA, etc.) in practical detec-
tion assays is imperative. Testing DNA–Au-NPs on biological samples (e. g., urine, saliva,
blood), whether for the diagnosis of an infectious agent in a blood sample or for the iden-
tification of a single nucleotide mutation in growing cancer cells, must be carried out so
that the question of how the sample should be handled to ensure probe stability and func-
tionality in complex environments can be answered. Further, direct comparisons with cur-
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rent biomolecule detection technologies (e. g., ELISA immunoassays, organic fluorophore
probes) must be made to ensure that the superior selectivity, sensitivity, and stability of
DNA–Au-NP probes demonstrated in the discussed proof-of-concept experiments holds
true for real samples.

Further, convenient high-throughput chip-reading instrumentation is necessary
(Raman, electric, light scattering, or Scanometric) so that meaningful data can be derived
from chip-based detection or diagnostic assays based on DNA–Au-NP probes. The ability
to ratio and compare nanoparticle generated hybridization signals will ultimately require
computer software and instrumentation capable of rapid analysis and distribution of data
specific to the nanoparticle probe technology being used. In addition, nanoparticle probe
technology itself will no doubt move forward with novel chemistries formulated for the
synthesis of more highly uniform nanoparticles with desirable physical properties and
for the surface ligands imparting chemical functionality. Researchers are currently work-
ing both in academia and industry to address these challenges [46].

19.3.2
Academic and Commercial Applications

Commercial applications for protein– and DNA–Au-nanoparticle conjugate systems are al-
ready being realized. Numerous companies are taking advantage of gold nanoparticle con-
jugates and the novel characteristics that they display to commercialize high sensitivity
and selectivity assays for a wide range of analytes. Specific to DNA–Au-NPs, Nanosphere
– a company which is based on much of the research and technology reported in this
chapter – aims to perfect and commercialize DNA–Au-NP conjugate biomolecule sensing
systems, along with the appropriate readout technology, for basic science research as well
as for the clinical diagnosis of human disease [46]. In addition, Genicon, also referred to
in this chapter, offers gold nanoparticle conjugates used for a wide range of biomolecule
sensing applications [13]. Genicon uses protein–Au-NP probes for molecular sensing
which have been commercialized by numerous companies, notably Nanoprobes, which
offers Au-NP probes with a wide range of surface ligands [47]. For a more thorough review
of protein–NP conjugates, please see the appropriate chapters in this volume.

Currently, nanotechnology is a field that is rapidly advancing and having a major impact
on the research conducted both in academic settings and in industry. There is no doubt
that fundamentally new information will result from the research conducted, methods
for the synthesis and characterization of highly uniform nanoparticles will be improved
and, ultimately, the future of numerous industries will be dictated by the successes
enjoyed in the exciting and growing field of nanotechnology.
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20
DNA Nanostructures for Mechanics and Computing:
Nonlinear Thinking with Life’s Central Molecule

Nadrian C. Seeman

20.1
Overview

The chemistry of DNA is not restricted to use in biological systems. The generalization of
the biological process of reciprocal exchange leads to stable branched motifs that can be
used for the construction of DNA-based geometrical and topological objects, arrays, and
nanomechanical devices. In addition, it is possible to use these systems for algorithmic
assembly, both to compute logical quantities and to define complex parameters for the
shapes and sizes of nanotechnological systems. The information in DNA is the basis of
life, but it can also be used to control the physical states of a variety of systems, leading
ultimately to nanorobotics. We expect ultimately to be able to use the dynamic informa-
tion-based architectural properties of nucleic acids as a basis for advanced materials
with applications from nanoelectronics to biomedical devices on the nanometer scale.

20.2
Introduction

DNA is the genetic material of all living organisms; it serves as the repository for all of the
information needed for the organism to grow, to replicate, to respond to its environment,
and (for eukaryotes) to develop from a zygote to an adult organism. The molecular proper-
ties of DNA that allow it serve so well in this role also can be exploited for chemical ends
on the nanometer scale. The DNA molecule is inherently a nanoscale species: the dia-
meter of the double helix is about 2 nm and its helical repeat is about 3.5 nm. However,
such dimensions could easily describe a variety of proteins. Hence, the question remains
– what is so special about DNA?

The key feature of DNA that makes it useful as a nanoscale building block is its speci-
ficity and programmability in intermolecular interactions. We are all familiar with the
notion of hydrogen bond-mediated Watson–Crick base pairing, wherein adenine (A)
pairs specifically with thymine (T) and guanine (G) pairs specifically with cytosine (C)
[1]. These interactions are responsible for the cohesion of the two strands of the double
helix. However, it is also possible to make two different double helices cohere by having
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short overhangs at the ends of the strand [2]; these overhangs are called “sticky ends”, and
the way that they bring helices together is illustrated in Figure 20.1a. The upper drawing
in Figure 20.1a shows two double helices with four-residue sticky ends that are comple-
mentary to each other. The middle drawing shows that these two molecules can cohere
by hydrogen bonding to form a single molecular complex. The bottom drawing illustrates
that it is possible to ligate these molecules so that they consist of one double helical com-
plex.

The predictable specificity of sticky-ended affinity is only one half of the story of sticky
ends. The other part is structure. It is known that sticky ends cohere to form the conven-
tional structure of DNA, known as B-DNA [3]. To understand the importance of this fact,
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Figure 20.1 Components of Structural DNA Nano-
technology. (a) Sticky ended cohesion. Two linear
double helical molecules of DNA are shown at the
top of panel (a). The antiparallel backbones are in-
dicated by the black lines terminating in half-arrows.
The half-arrows indicate the 5� � 3� directions of
the backbones. The right end of the left molecule
and the left end of the right molecule have single-
stranded extensions (“sticky ends”) that are com-
plementary to each other. The middle portion shows
that, under the correct conditions, these bind to
each other specifically by hydrogen bonding. The
bottom of panel (a) shows that they can be ligated
to covalency by the proper enzymes and cofactors.
(b) Reciprocal exchange of DNA backbones. Two
strands are shown on the left, one filled, and one
unfilled. Following reciprocal exchange, one strand
is filled-unfilled, and the other strand is unfilled-
filled. (c) Key motifs in structural DNA nanotech-
nology. On the left is a Holliday junction (HJ),
a four-arm junction that results from a single

reciprocal exchange between double helices. To its
right is a double crossover (DX) molecule, resulting
from a double exchange. To the right of the DX is a
triple crossover (TX) molecule, that results from
two successive double reciprocal exchanges. The
HJ, the DX and the TX molecules all contain ex-
changes between strands of opposite polarity. To the
right of the TX molecule is a paranemic crossover
(PX) molecule, where two double helices exchange
strands at every possible point where the helices
come into proximity. To the right of the PX molecule
is a JX2 molecule that lacks two of the crossovers of
the PX molecule. The exchanges in the PX and JX2

molecule are between strands of the same polarity.
(d) The combination of branched motifs and sticky
ends. At the left is a four-arm branched junction
with sticky ends. On the right, four such molecules
are combined to produce a quadrilateral. The sticky
ends on the outside of the quadrilateral are avail-
able so that the structure can be extended to form a
2D lattice.



let us consider another system from which specific affinity could also be derived, say, an
antigen–antibody complex. Although the structures of antibodies are well known, the geo-
metrical relationship between the components of any given antigen–antibody pair would
have to be determined individually, perhaps by a crystal structure. By contrast, the struc-
ture of sticky-ended DNA complexes is well defined, at least locally. Given that the persis-
tence length of DNA is about 50 nm [4], the local structure in the vicinity of a combining
site is well defined. Thus, sticky ends can be used to join DNA molecules together. One
might think of an analogy to Velcro, but Velcro is floppy. The strongly coherent pieces of a
jigsaw puzzle or, perhaps of Lego blocks, are a better analogy. Recently, other types of
cohesive nucleic acid interactions have been described, so-called Tecto-RNA [5], which is
cohesion through loops, and PX cohesion [6], which joins topologically closed double he-
lices. However, the pertinent three-dimensional (3D) structures of these cohesive systems
have yet to be determined.

So far, of course, I have described the ways to assemble linear DNA molecules. It is not
terribly interesting to join linear DNA molecules for nanotechnological purposes, because
they cannot produce precise complex systems in two or three dimensions. To do that, it is
necessary to work with branched DNA molecules, rather than linear DNA molecules. For-
tunately, branching is a concept familiar in nucleic acid chemistry. Ephemeral branch
points are found as Holliday junction [7] intermediates in the process of genetic recombi-
nation. In general, branching can occur when exchange occurs between two DNA strands,
as illustrated in Figure 20.1b [8]. Two strands are shown, one outlined, and one filled.
When reciprocal exchange occurs between such molecules, new species are generated;
in Figure 20.1b, the products are a filled-outlined molecule, and an outlined-filled mole-
cule.

This simple protocol can lead to a variety of branched species, some of which are illus-
trated in Figure 20.1c. A single reciprocal exchange event can produce a Holliday junction-
like molecule (HJ), shown at the left of Figure 20.1c. This is a four-arm branch, which is
stabilized by ensuring that there is no two-fold symmetry around its branch point; mini-
mizing sequence symmetry is key to the design of all unusual DNA motifs [9, 10]. In ad-
dition to four-arm junctions [11], three-arm junctions [12] and five-arm and six-arm junc-
tions have been reported [13]. A double exchange between DNA double helices produces
double crossover (DX) molecules [14], and double exchanges between three successive he-
lices produces triple crossover (TX) molecules [15]. These molecules are all shown in Fig-
ure 20.1c to have undergone reciprocal exchange between strands of opposite polarity.
Strands with the same polarity can also undergo reciprocal exchange. An example of
this, shown with exchange events at every possible position is the paranemic crossover
(PX) molecule [8]. A PX molecule lacking two exchanges, called JX2, is shown next to
the PX molecule. These last two motifs are used in a nanomechanical device described
below.

Figure 20.1d illustrates the combination of unusual motifs with sticky-ended associa-
tion. A four-arm junction, shown in a cruciform arrangement of arms has its arms tailed
in sticky ends, X and its complement X�, and Y and its complement Y�. The panel on the
right illustrates four of these molecules arranged parallel to each other to form a quadri-
lateral. It is important to realize that in this arrangement all of the sticky ends are not
satisfied. Those on the outside of the quadrilateral can participate in further interactions
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so that a two-dimensional (2D) periodic array can be formed. A variety of 2D DNA arrays
have been produced, and they are described below. The helical nature of the DNA mole-
cule means that constructs are not restricted to two dimensions. In principle, motifs can
be rotated out of the plane to produce 3D designed periodic arrangements, although this
goal has yet to be achieved in the laboratory. Nevertheless, a number of objects have been
generated that are certainly incompatible with a planar graph. These include trefoil and
figure-8 knots [16, 17], Borromean rings [18], and polyhedral catenanes whose helix
axes have the connectivities of a cube [19] and of a truncated octahedron [20].

20.3
DNA Arrays

Being able to produce a series of topological targets, such as the knots, Borromean rings,
and polyhedral catenanes is of little value unless functionality can be included in the sys-
tem. The essence of nanotechnological goals is to place specific functional species at par-
ticular loci, using the architectural properties of DNA. Functionality includes the use of
periodic DNA arrays to scaffold molecular arrangements in other species, algorithmic as-
semblies that perform computations, and the development of DNA-based nanomechanical
devices. In addition to the intermolecular specificity described above, the key architectural
property that is needed to build and demonstrate these arrays and devices is high struc-
tural integrity in the components; even if their associations are precise, the assembly from
marshmallow-like components will not produce well-structured materials. It turns out
that single-branched junctions, such as the HJ structure in Figure 20.1c are relatively flex-
ible [12, 21]. Fortunately, the DX molecule is considerably more rigid, possibly stiffer than
even double helical DNA [22], and the TX and PX molecules appear to share this rigidity
[15, 23]. Consequently, it has been possible to use these molecules as the building blocks
of both arrays and devices. Arrays are useful both as the basis of DNA computation by self-
assembly and as frameworks to mount DNA nanomechanical devices.

Figure 20.2 illustrates the 2D arrangements that entail the use of DX molecules to pro-
duce periodic patterns. Figure 20.2a illustrates a two-component array that can tile the
plane. One tile is a DX molecule labeled A, and the second is a DX molecule labeled
B*. B* contains another DNA domain that projects out of the plane of the helix axes.
This other domain can serve as a topographic marker for the atomic force microscope
when the AB* array is deposited onto the surface of mica. The dimensions of the two
DX tiles in Figure 20.2a are about 4 nm tall � 16 nm wide � 2 nm thick. Thus, the
B* markers in the 2D array shown should appear as stripe-like features separated by
�32 nm, which has been confirmed experimentally. Figure 20.2b shows a four-tile ar-
rangement that should produce stripes separated by �64 nm, also confirmed by experi-
ment [24]. Thus, it is possible to design and produce patterns using DNA components;
these patterns contain predictable features, based on the sticky-ended cohesion of indivi-
dual motifs. In addition to forming arrays from DX molecules, it is also possible to pro-
duce periodic arrays from TX molecules [14]. A variety of DNA parallelograms have also
been used to produce arrays [25–27], these motifs being produced by combining four HJ-
like branched junctions. Unlike the DX, TX, and PX molecules, the two domains of the
HJ molecule are not parallel to each other. As a function of the sequence and backbone
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connections at the crossover point, they adopt angles of �60� [25], �–70� [26], or �40�
[27, 28], thus producing a diversity of parallelogram angles.

Programmed arrays bear on several aspects of DNA nanotechnology. First, they appear
to be appropriate for the scaffolding of other molecules. One suggestion is that periodic
arrays could be used to arrange biological macromolecules into crystalline arrangements
[9] (Figure 20.3a). A second suggestion is that they could be used to arrange the compo-
nents of nanocircuitry [29] (Figure 20.3b). Similarly, arrays may be used as a supporting
surface to organize nanomechanical switches and devices. In addition to periodic arrays,
one can also organize algorithmically-ordered DNA arrays. These will be discussed below
in the section of DNA-based computation.
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Figure 20.2 Tiling the plane with DX molecules. (a)
A two-tile pattern. The two helices of the DX mole-
cule are represented schematically as rectangular
shapes that terminate in a variety of shapes. The
terminal shapes are a geometrical representation of
sticky ends. The individual tiles are shown at the
top of the drawing; the way tiles fit together using
complementary sticky ends to tile the plane is
shown at the bottom. The molecule labeled A is a
conventional DX molecule, but the molecule labeled

B* contains a short helical domain that protrudes
from the plane of the helix axes; this protrusion is
shown as a black dot. The black dots form a stripe-
like feature in the array. The dimensions of the tiles
are 4 � 16 nm in this projection. Thus, the stripe-
like features should be about 32 nm apart. (b) A
four-tile pattern. The same conventions apply as in
(a). The four tiles form an array in which the stripes
should be separated by about 64 nm, as confirmed
by atomic force microscopy (AFM).



20.4
DNA Nanomechanical Devices

Nanomechanical action is a central target of nanotechnology. The first DNA-based devices
were predicated on structural transitions of DNA driven by small molecules. The first
deliberate DNA device entailed the extrusion of a DNA cruciform structure from a cyclic
molecule [30]. The position of the branch point was controlled by the addition or removal
of an intercalating dye to the solution. This system was not very convenient to operate,
and the large size of the DNA circle made it unwieldy to handle. Nevertheless, it demon-
strated that DNA could form the basis of a two-state system.
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Figure 20.3 Applications of DNA peri-
odic arrays. (a) Biological macromole-
cules organized into a crystalline array.
A cube-like box motif is shown, with
sticky ends protruding from each ver-
tex. Attached to the vertical edges are
biological macromolecules that have
been aligned to form a crystalline ar-
rangement. The idea is that the boxes
are to be organized into a host lattice
by sticky ends, thereby arranging the
macromolecular guests into a crystal-
line array, amenable to diffraction anal-
ysis. (b) Nanoelectronic circuit compo-
nents organized by DNA. Two DNA
branched junctions are shown, with
complementary sticky ends. Pendent
from the DNA are molecules that can
act like molecular wires. The architec-
tural properties of the DNA are seen to
organize the wire-like molecules, with
the help of a cation, which forms a
molecular synapse.
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Figure 20.4 DNA-based nanomechani-
cal devices. (a) A device predicated on
the B-Z transition. The molecule con-
sists of two DX molecules, connected
by a segment containing proto-Z-DNA.
The molecule consists of three cyclic
strands, two on the ends drawn with a
thin line, and one in the middle, drawn
with a thick line. The molecule contains
a pair of fluorescent dyes to report their
separation by FRET. One is drawn as a
filled circle, and the other as an empty
circle. In the upper molecule, the proto-
Z segment is in the B conformation,
and the dyes are on the same side of
the central double helix. In the lower
molecule, the proto-Z segment is in the
Z conformation, and the dyes are on
opposite sides of the central double
helix. The length of the proto-Z-DNA
and its conformation are indicated at
top and bottom by the two vertical lines
flanking the conformation descriptor.
(b) A sequence-dependent device.
This device uses two motifs, PX and JX2.
The labels A, B, C, and D on both show
that there is a 180 �C difference between
the wrappings of the two molecules.
There are two strands drawn as thick
lines at the center of the PX motif, and
two strands drawn with thin lines at the
center of the JX2 motif; in addition to
the parts pairing to the larger motifs,
each has an unpaired segment. These
strands can be removed and inserted
by the addition of their total comple-
ments (including the segments un-
paired in the larger motifs) to the so-
lution; these complements are shown
in processes I and III as strands with
black dots (representing biotins) on
their ends. The biotins can be bound to
magnetic streptavidin beads so that
these species can be removed from
solution. Starting with the PX, one can
add the complement strands (process
I), to produce an unstructured inter-
mediate. Adding the set strands in
process II leads to the JX2 structure.
Removing them (III) and adding the PX
set strands (IV) completes the machine
cycle. Many different devices could be
made by changing the sequences to
which the set strands bind.



The second DNA-based device (Figure 20.4a) was a marked advance. It was relatively
small, and included two rigid components, DX molecules like those used to make the ar-
rays of Figure 20.2. It, too, relied on the addition or removal of a small molecule. The basis
of the device was the transition between right-handed (conventional) B-DNA and left-
handed Z-DNA. There are two requirements for the formation of Z-DNA, a “�proto-Z” se-
quence capable of forming Z-DNA readily (typically a (CG)n sequence), and conditions
(typically high salt or molecules like Co(NH3)6

3+ that emulate the presence of high salt)
to promote the transition [31]. The sequence requirement enables us to control the transi-
tion in space, and the requirement for special conditions allows us to control the transi-
tion, and hence the device, in time. As shown in Figure 20.4a, the device consists of two
DX molecules connected by a shaft containing a proto-Z sequence that consists of (CG)10.
In B-promoting conditions, both of the DX helices not collinear with the shaft are on the
same side of the shaft. In Z-promoting conditions, one of these helices winds up on the
other side of the shaft. This difference is the result of converting a portion of the shaft to
Z-DNA, which rotates one DX motif relative to the other by 3.5 turns. The motion is
demonstrated by fluorescence resonance energy transfer (FRET) measurements that
monitor the difference between dye separations on the DX motifs [32].

The problem with the B-Z device is that it is activated by an unspecific molecule,
Co(NH3)6

3+. Thus, a number of such devices, embedded in an array, would all respond
similarly, at least within the limits of a small amount of chemical nuance [17]. Thus, N
two-state devices would result in essentially two structural states; clearly it would be of
much greater value to have N distinct 2-state devices capable of producing 2N structural
states. It is evident that a sequence-dependent device would be an appropriate vehicle
for the goal of achieving multiple states. The method for devising sequence-dependent
devices was worked out by Yurke and his colleagues [33]. It entails setting the state of a
device by the addition of a “set” strand that contains an unpaired tail. When the full com-
plement to the set strand is added, the set strand is removed, and a different set strand
may be added. This system has been adapted to the PX and JX2 motifs (see Figure
20.1) [23]. Figure 20.4b shows how these two states can be interconverted by the removal
of one pair of set strands (processes I and III) and the addition of the opposite pair (pro-
cesses II and IV). The tops and bottoms of the two states differ by a half-rotation, as seen
by comparing the A and B labels at the tops of the molecules, and the C and D labels at
the bottoms of the molecules. A variety of devices can be produced by changing the
sequences of the regions where the set strands bind.

20.5
DNA-based Computation

Experimental DNA-based computation was founded by Leonard Adleman in 1994 [34].
His approach is different from the use of DNA to scaffold nanoelectronic component
assembly, as suggested in Figure 20.3b. Instead, Adleman combined the information in
DNA molecules themselves, using standard biotechnological operations (ligation, PCR,
gel electrophoresis, and sequence-specific binding) to solve a Hamiltonian path problem.
The idea is that there exist certain classes of computational problems for which the
parallelism of molecular assembly overcomes the slow speed of the required macroscopic
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manipulations. Many varieties of DNA-based computation have been proposed, and a
number of them have been executed experimentally for relatively small cases. Limited
space within this chapter does not permit discussion of all of them.

However, there is one approach to DNA-based computation that is relevant to our dis-
cussion of structural DNA nanotechnology. This was a method suggested by Winfree, who
noticed that the system described above, branched junctions with sticky ends, could be a
way to implement computation by “Wang tiles” on the molecular scale [35]. This is a sys-
tem of tiles whose edges may contain one or more different markings; the tiles self-assem-
ble into a mosaic according to the local rule that all edges in the mosaic are flanked by the
same color. Such a form of assembly can be shown to emulate the operation of a Turing
machine, a general-purpose computer [36]. The relationship between the sticky ends of a
branched junction and the markings on a Wang tile is shown in Figure 20.5a.

This form of DNA-based computation has been prototyped successfully in a 4-bit cumu-
lative XOR calculation [37]. The XOR calculation yields a 1 if the two inputs are different,
and a 0 if they are the same. Figure 20.5b shows the components of this calculation. Each
component is a TX molecule, schematized as three rectangles with geometrical shapes on
their ends to represent complementarity. The input bits are ‘x’ tiles (upper left), and the
output bits are ‘y’ tiles (bottom), and there are two initiator tiles, C1 and C2, as well (upper
right). The upper left corner of Figure 20.5c shows the strand structure of the TX tiles;
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Figure 20.5 DNA-based computation.
(a) The relationship between Wang tiles
and branched junctions. The shadings
are the same in both the tile and the
sticky ends of the junction, indicating
that the sticky ends on a branched
junction can emulate a Wang tile.
(b) The components of a cumulative
XOR calculation. TX tiles are shown as
rectangles ending in sticky ends repre-
sented geometrically. The input x tiles
are shown at the upper left; and the
value of the tile is shown in the central
domain. Initiator tiles C1 and C2 are
shown in the upper right and the four
possible y tiles are shown in the bottom
row. The inputs of the y tiles is shown
on their bottom domains. (c) The self-
assembled tiles. The strand structure of
the TX tiles is illustrated on the upper
left, with the reporter strand drawn with
a thicker line. The assembly of tiles in a
prototype calculation is shown, using
the components illustrated in (b). The
input 1, 1, 1, 0 produces an output of 1,
0, 1, 1 by successive binding of y tiles
into the double sites created as the
array assembles.



each strand contains a “reporter strand” (drawn with a thicker line); the value of x and y
tiles is set to 0 or 1 depending whether it contains a PvuII or EcoRV restriction site, respec-
tively. The yi tiles perform the gating function; there are four of them, corresponding to
the four possible combinations of 0 and 1 inputs. The input involves the bottom domain
(Figure 20.5b). The assembly of periodic arrays discussed above entails competition
between correct and incorrect tiles for particular positions; by contrast, the competition
here is between correct and partially correct tiles. For example, the yi–1 = 0 sticky end
on the leftmost tile is the same as the yi–1 sticky end on the rightmost tile. In the cumu-
lative XOR calculation, yi = XOR (xi,yi–1). The implementation of this formula is shown in
Figure 20.5c. The xi tiles and the initiators are given longer sticky ends than the yi tiles, so
they assemble a template first when the tiles are cooled. This creates a double site where
the y1 tile can bind. This binding creates the double site where the y2 tile can bind, and so
on. When the assembly is complete, the reporter strands are ligated together, creating a
long strand that connects the input to the output through the initiator tiles. Partial restric-
tion analysis of the resulting strand reveals that the correct answer is obtained almost
exclusively.

20.6
Summary and Outlook

This chapter has discussed the current state of structural DNA nanotechnology, emphasiz-
ing the individual components, their assembly into periodic and algorithmic arrays, and
their manipulation as nanomechanical devices. Where is this area going? The achieve-
ment of several key near-term goals will move structural DNA nanotechnology from an
elegant structural curiosity to a system with practical capabilities. First among these
goals is the extension of array-making capabilities from two to three dimensions, particu-
larly with high order. Likewise, heterologous molecules must be incorporated into DNA
arrays, so that the goals both of orienting biological macromolecules for diffraction pur-
poses and of organizing nanoelectronic circuits may be met. A DNA nanorobotics awaits
the incorporation of the PX-JX2 device into arrays. Algorithmic assembly in three dimen-
sions will lead ultimately to very smart materials, particularly if combined with nanode-
vices. The development of self-replicating systems using branched DNA appears today
to be somewhat oblique [38, 39], but it nevertheless represents an exciting challenge
that will significantly economize on the preparation of these systems. Currently, structural
DNA nanotechnology is a biokleptic pursuit, stealing genetic molecules from biological
systems; ultimately, it must advance from biokleptic to biomimetic, not just using the
central molecules of life, but improving on them, without losing their inherent power
as central elements of self-assembled systems.
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21
Nanoparticles as Non-Viral Transfection Agents

M. N. V. Ravi Kumar, Udo Bakowsky, and Claus-Michael Lehr

21.1
Introduction to Gene Delivery

Direct injection of naked DNA plasmids is possible, but relatively few cells take up the
DNA (1–3 %), leading to a small production of the encoded protein. The most important
use of naked DNA plasmids is in vaccine development, as the small amount of protein
produced can elicit a protective immune response. However, in most of the cases, it is
also well established that naked DNA is not suitable for in-vivo transport of genetic ma-
terial into selected cell body types due to its degradation by serum nucleases; hence, the
use of a carrier system is suggested. Unfortunately, there is no single system universally
applicable in vivo. An ideal system should be biocompatible, nonimmunogenic, and stable
in the bloodstream, protect DNA during transport, avoid entrapment by components of
the reticuloendothelial system (RES), be small enough to extravagate, and should be
cell- or tissue-specific to reach selected cells in the body. The delivery system is expected

319

Figure 21.1 Schematic representation
of biological barriers that need to be
overcome by the gene transfer vector.



to enter the cell via endocytosis, thereby avoiding its interaction with lysosomal enzymes,
and to facilitate endosomal escape, resulting in DNA delivery to the nucleus, as shown in
Figure 21.1. Thus, it is quite obvious that a successful gene delivery system must contain a
variety of structural elements responsible for the specific behavior.

In gene therapy, plasmid DNA is introduced into cells of patients to express the thera-
peutic proteins. On the other hand, an oligonucleotide is used to suppress the expression
of a disease-causing gene in antisense therapy. The clinical application of these new types
of gene-drugs is severely hindered by their instability in biological fluids and the low cel-
lular uptake efficiency due to the high molecular weight and polyanionic nature of the
nucleic acids. Thus, it is necessary to develop an efficient delivery system that can transfer
the gene/DNA in to the target site. So far, two major approaches have been tried and are
in use for gene delivery: these are viral vectors and nonviral vectors.

In spite of their relatively high efficacy, several major problems are associated with the
use of viral delivery systems in clinical treatment, particularly in relation to the risk of an
immune response against viral particles, and also to the risk of random integration
mediated by viruses or their recombination with wild-type viruses [1]. In an efficient
gene therapy, plasmid DNA is introduced into target cells, transcribed and the genetic in-
formation ultimately translated into the corresponding protein (see Figure 21.1).

Successful/efficient transfection is hampered by: (i) targeting the delivery systems to
the target cell; (ii) transport through the cell membrane; (iii) uptake and degradation in
endolysomes; and (iv) intracellular trafficking of plasmid DNA to the nucleus. Although,
viral vectors yield high transfection efficiency over a wide range of cell targets [2, 3], they
present major drawbacks, such as virally induced inflammatory responses and oncogenic
effects [4].

There is need for the development of safer and more effective gene delivery vehicles.
These should offer freedom to manipulate the complex stoichiometry, surface charge den-
sity, and hydrophobicity needed for interaction with the cellular lipid components. Catio-
nic phospholipids and cationic polymers are the two major types of nonviral gene delivery
vectors currently being investigated. Due to their permanent cationic charge, both types
interact electrostatically with negatively charged DNA and form complexes (lipo- or poly-
plexes). Despite the ease of fabrication of the lipoplexes, their low transfection efficiency
and toxicity has limited its success. However, polyplexes involving cationic polymers, on
the other hand are more stable than cationic lipids [5], although the transfection is rela-
tively low when compared to viral vectors. Cationic polymers have been used to condense
and deliver DNA both in vitro and in vivo. Several cationic polymers have been investi-
gated that lead to higher transfection efficiencies when compared to the other nonviral
vectors in use [5, 6]. They form polyelectrolyte complexes with plasmid DNA, in which
the DNA becomes better protected against nuclease degradation [7]. They also show struc-
tural variability and versatility, including the possibility of linking the targeting moieties
for gene expression mediated through specific receptors [5].
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21.2
Nanoparticles for Drug and Gene Targeting

Pharmaceutical nanoparticles were first developed by Speiser and co-workers [8] during
the 1970s, and are defined as solid colloidal particles, less then 1 mm in size, that consist
of macromolecular compounds. Since then, a considerable amount of work has been car-
ried out on nanoparticles worldwide in the field of drug/gene delivery. Nanoparticles were
initially devised as carriers for vaccines and anticancer drugs [9], but their use for ophthal-
mic and oral delivery has also been investigated [10]. Drugs or other biologically active mo-
lecules are dissolved, entrapped or encapsulated in the nanoparticles, or are chemically
attached to the polymers or adsorbed to their surface. The selection of an appropriate
method for preparing drug-loaded nanoparticles depends on the physico-chemical proper-
ties of the polymer and the drug. On the other hand, the procedure and the formulation
conditions will determine the inner structure of these polymeric colloidal systems. Two
types of systems with different inner structures are possible :

� A matrix-type system composed of an entanglement of oligomer or polymer units, de-
fined here as a nanoparticle or nanosphere.

� A reservoir type system, consisting of an oily core surrounded by a polymer wall, defined
here as a nanocapsule.

Various colloidal nanoparticulate systems in use for drug/gene delivery are shown in Fig-
ure 21.2. In this chapter, we will discuss various nanoparticulate systems which are used
as gene carriers. Great care has been taken in compiling the literature; however, any omis-
sion in the references is purely inadvertent and is highly regretted.

21.3
Nonviral Nanomaterials in Development and Testing

21.3.1
Chitosan

Chitin is the most abundant natural aminopolysaccharide, and its annual production is
estimated to be almost as much as that of cellulose (Figure 21.3). Chitin has become of
major interest not only as an underutilized resource, but also as a new functional material
of high potential in various fields, and recent progress in chitin chemistry is quite note-
worthy. Chitosan is an aminopolysaccharide obtained by the alkaline deacetylation of
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Figure 21.2 Structures of various nanoparticles in use for pharma-
ceutical applications.



chitin, a cellulose-like polymer which is present in fungal cell walls and the exoskeletons
of arthropods such as insects, crabs, shrimps, lobsters, and other vertebrates [11]. Chito-
san is a nontoxic, biocompatible polymer that has found a number of applications in drug
delivery [12], and recently has emerged as an alternative nonviral gene delivery system
[13]. Borchard [14] recently described chitosans as efficient gene delivery systems in his
review.

MacLaughlin et al. [15] studied chitosan and depolymerized chitosan oligomers as con-
densing carriers for in-vivo plasmid delivery. For forming the complexes with plasmid,
each chitosan oligomer or polymer (2 %, w/v) was dissolved in acetic acid by sonication
and the final concentration of the solution was brought to 0.4 % (w/v) by adding water;
the solution was sterile-filtered to remove particles above 200 nm. This chitosan solution
is then added to aqueous suspension containing 25–400 mg of plasmid in a total volume
of 1 mL by gentle pipetting to form nanocomplexes of a selected charge ratio [14]. The
solution was vortexed rapidly for 3–5 minutes and left for 30 minutes at room tempera-
ture to ensure complete complexation [15]. The in-vitro transfection was tested in Cos-1
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Figure 21.3 Structural similarities between cellulose, chitin, and chitosan.



cells, and in-vivo expression in intestinal tissues. In vivo, higher levels of expression were
measured with plasmid/chitosan/GM225.1 formulation over naked plasmid in the upper
small intestine, the overall expression levels achieved using the DOTMA :DOPE based for-
mulation were lower than those achieved with plasmid/chitosan/GM225.1 complexes, and
there were a lower number of tissue extracts showing positive chloramphenicol acetyl-
transferase (CAT) gene expression (Table 21.1). It was interesting however to note that
the in-vitro results were the reverse of these findings. The parameters which influenced
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Table 21.1 CAT gene expression in tissue extracts of rabbits dosed in the upper small intestine or colon
with plasmid/chitosan complexes

Formulation Region Rabbit number CAT expression*

#1 #2 #3 #4 [pg mg–1]

Dosed in upper small intestine PP1 0 0 0 0 0 
 0
PP2 0 0 0 0 0 
 0

Plasmid/CT/GM225.1 PP3 6.12 5.01 0 5.83 4.24 
 2.87
(n = 4) ENT1 1.45 0 8.10 6.62 4.04 
 3.92

ENT2 0 4.50 0 9.60 3.52 
 4.57
ENT3 6.16 0 11.41 4.32 5.47 
 4.72
Col 0 0 0 0 –
MLN 0 0 3.68 10.96 3.66 
 5.17

Plasmid in 10 % lactose PP3 0 0 – – 0 
 0
(n = 2) ENT1 0 0 – – 0 
 0

MLN 0 0 – – 0 
 0

Plasmid/DOTMA :DOPE PP1 0 0 0 6.75 1.69 
 3.37
(n = 4) PP2 0 0 0 0 0 
 0

PP3 0 8.85 0 6.83 3.9 
 2.46
ENT1 0 0 0 10.13 2.53 
 5.07
ENT2 0 0 0 0 0 
 0
ENT3 0 0 0 0 0 
 0
Col 0 0 0 4.74 1.19 
 2.37
MLN 0 0 0 4.60 1.15 
 2.30

Dosed in the colon
Plasmid/CT/GM225.1 Col1 0 0 0 6.30 1.58 
 3.20
(n = 4) Col2 0 0 7.47 6.30 3.57 
 4.13

Col3 0 0 0 0 0 
 0
MLN 5.97 10.11 12.14 0.00 7.06 
 5.36

Plasmid in 10 % lactose PP3 0 0 – – 0 
 0
(n = 2) ENT1 0 0 – – 0 
 0

MLN 0 0 – – 0 
 0

Plasmid/DOTMA :DOPE Col1 0 0 0 0 0 
 0
(n = 4) Col2 0 0 0 0 0 
 0

Col3 0 0 0 0 0 
 0
MLN 0 0 0 0 0 
 0

*Values ae mean 
 SD.



particle size and stability included chitosan molecular weight, plasmid concentration, and
the charge ratio. Plasmid/chitosan complexes made of higher molecular-weight chitosan
were more stable to salt and serum challenge. Complexes of a 1 :2 (–/+) charge ratio were
shown to be most stable. In vitro, the highest level of expression in the absence of serum
was obtained using a 1 :2 (–/+) complex made with 102 kDa chitosan, and was approxi-
mately 250-fold lower than that observed with a positive control Lipofectamine�. Surpris-
ingly, particle size was found not to influence the expression, but inclusion of the pH-
sensitive endoosomolytic peptide GM227.3 in the formulation enhanced the levels of ex-
pression with the 1 :2 :0.25 (–/+/–) complex (200 mg mL–1), though expression levels were
very low (100-fold less) when compared to that of Lipofectamine.

Detailed investigations on chitosans as efficient gene transfection agents in vitro and in
vivo by Leong and co-workers [16–20] resulted in a series of papers describing various
modifications. They investigated the important parameters for the preparation of nanopar-
ticles and characterized the physico-chemical properties of the system. The protection for
encapsulated DNA by chitosan particles was confirmed [19]. These authors have also in-
vestigated the effects of co-encapsulating a lysoosomolytic agent chloroquine, on the trans-
fection efficiency [19]. They have also proposed plausible schemes (Figure 21.4) for trans-
ferrin and KNOB protein conjugation in an attempt to improve the surface property re-
sulting in improved transfection efficiency [19]. Furthermore, the chitosan-DNA particles
were PEGylated (Figure 21.5) to improve their storage stability and to yield a formulation
that could be lyophilized without loss of the transfection ability [19]. Tissue distribution of
the chitosan-DNA nanoparticles and PEGylated nanoparticles following intravenous ad-
ministration was investigated [19], and clearance of the PEGylated nanoparticles was
found to be slower than that of the unmodified particles at 15 minutes, but with higher
deposition in the kidney and liver, though no difference was seen at the 1-hour time point
[19]. It was noted that the transfection efficiency was cell type-dependent, with three to
four orders of magnitude (in relative light units) higher than background level in
HEK293 cells, and two- to ten-fold lower than that achieved by Lipofectamine [19]. Moha-
patra and co-workers [20] used these chitosan nanoparticles [19] to demonstrate the pro-
tection factor of the particles towards acute respiratory syncytial virus infection in
BALB/c mice following intranasal gene transfer.

Hoggard et al. [21] used chitosan nanoparticles particles made from different molecular
weight chitosans (Table 21.2) for intratracheal administration in mice, and compared the
results obtained with those reported for polyethyleimine (PEI) in vitro. Following intratra-
cheal administration, both polyplexes were seen to be distributed to the mid-airways,
where transgene expression was observed in virtually every epithelial cell, using a sensi-
tive pLacZ reported containing a translational enhancer element [21]. However, a similar
kind of result as others was observed, where PEI polyplexes induced more rapid onset of
gene expression than that of chitosans [21].

Sato and co-workers [22], in their studies, optimized the transfection conditions for chit-
osan-mediated gene delivery. The transfection studies were carried out using a tumor cell
line (Human-lung Carcinoma A549 cells, HeLa cells and B16 melanoma cells; 1 � 105

cells/well). The transfection efficiency of the chitosan complexes was seen to depend
on the pH of the culture medium, the stoichiometry of pGL3 :chitosan, serum and the
molecular mass of chitosan [22]. Transfection efficiency at pH 6.9 was higher than that
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at pH 7.6, and the optimum charge ratio of the pGL3 :chitosan was 1 :5. Chitosan poly-
mers of 15 and 52 kDa largely promoted luciferase activities. Transfection efficiency
mediated by chitosan of 	100 kDa was less than that by chitosan of 15 and 52 kDa [22].

Kim et al. [23] reported self-aggregates of deoxycholic acid-modified chitosan as being
DNA carriers. In order to control the size of the self-aggregates, chitosan was depolymer-
ized with various amounts of sodium nitrite, and hydrophobically modified with deoxy-
cholic acid to form self-aggregates in aqueous media (Figure 21.6). These authors observ-
ed that the size of the self-aggregates varied in the range of 130 to 300 nm in diameter,
where the chitosan molecular mass has influence on the sizes.
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Figure 21.4 (a) Conjugation of
transferrin through periodate oxida-
tion; (b) conjugation of transferrin
through a reversible disulfide linkage.
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Table 21.2 Transfection efficiency in 292 cells and particle size of different chitosan/pDNA complexes at
their optimal charge ratios

Chitosan Charge ratio Gene expression Particle size
[–][ –1][] [+/–] [pg mg–1 protein] [nm]

C(1;31) 3.6 :1 6.0 
 2.8 131 
 9
C(1;170) 3.6 :1 5.0 
 2.0 174 
 23
C(15;190) 3.0 :1 7.2 
 1.5 144 
 12
C(35;170) 3.0 :1 0.2 
 0.04 195 
 15
C(49;98) 3.6 :1 0.1 
 0.04 229 
 2

Charge ratios covering the range 0.6 :1–4.2 :1 (+/–) were investigated.
Cells were analyzed for CAT gene expression 48 hours after transfection. Data are expressed as mean values 


SD from one representative experiment (n = 4) of three performed.
Chitosan represented by previously published nomenclature in which C is followed by two numbers : the first is
the degree of deacetylation (in %); the second is the molecular weight in kDa.

Figure 21.5 PEGylation of chitosan–DNA nanoparticles and conjugation of transferrin through a PEG
spacer.



Thanou et al. [24] reported quaternized chitosan oligomers as novel gene delivery vec-
tors in epithelial cell lines. They synthesized trimethylated chitosan (TMO) using oligo-
meric chitosan (�20 monomer units), and observed spontaneous complex formation of
TMOs with RSV-a3 luciferase plasmid DNA with a size ranging from 200 to 500 nm
[24]. They also found the transfection efficiencies of chitoplexes to be lower than that of
DOTAP (N-[1-(2, 3-dioleoyloxy)propyl]-N,N,N-trimethylammonium sulfate)-DNA lipo-
plexes, when tested in Cos-1, whereas, both these complexes showed lower transfection
in Caco2 cells, with TMOs taking lead over DOTAP [24].

21.3.2
Liposomes and Solid Lipids

Felgner and co-workers [25] were the first to use cationic lipids dioleyltrimethylammo-
nium chloride (DOTMA) in a 1 :1 molar ratio with the neutral lipid dioleoylphosphati-
dyl-ethanolamine (DOPE) to condense and transfect DNA. Since then, a variety of cationic
lipids have been synthesized and evaluated for gene transfection. Because of their amphi-
philic nature, they easily form vesicular structures termed liposomes, when suspended in
water; given their cationic charge, these liposomes readily and efficiently interact with
DNA, thus forming so-called “lipoplexes”. Cationic liposomes are prepared by evaporation
of the organic solvent in which the cationic lipid (mixture) is dissolved, followed by hydra-
tion of the lipid film in aqueous buffer, and subsequent vortexing, which results in the
formation of multilamellar vesicles (MLVs). Small unilamellar vesicles are generated by
sonication or extrusion of the MLVs. Addition of DNA to performed cationic liposomes
triggers significant structural changes in both the liposomes and the DNA, whereby the
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Figure 21.7 Structures of some
cationic lipids commonly used in gene
therapy.



initial liposomal structure is lost and new structural organization, the lipoplex, is adopted
[26, 27]. The structures of some cationic lipids commonly used in gene therapy are shown
in Figure 21.7. Pedroso de Lima et al. [28] recently reviewed cationic lipid–DNA complexes
in gene delivery, where they discussed various aspects starting from biophysics to biologi-
cal applications.

Ochiya et al. [29] evaluated gene transfection in pregnant animals by testing several ca-
tionic liposomes conjugated with plasmid DNA carrying the b-galactosidase gene through
intravenous injection. These authors identified DMRIE-C reagent, which was a liposome
formulation of the cationic lipid DMRIE (1, 2-dimyristyloxypropyl-3-dimethyl-hydroxy
ethyl ammonium bromide) and cholesterol, as being suitable for their purpose. When
plasmid DNA/DMRIE-C complexes were administered intravenously to pregnant mice
at day 11.5 post coitus (p. c.), transferred genes were observed in several organs in
dams and were expressed (Table 21.3). Furthermore, gene expression was observed in
the progeny, although the copy numbers transferred into embryos were low [29].

Ishiwata et al. [30] developed a novel liposome formulation for gene transfection, con-
sisting of O,O�-ditetradecanoyl-N-(a-trimethyl ammonioacetyl) diethanolamine chloride
(DC-6-14) as a cationic lipid (Figure 21.8), phospholipid and cholesterol in a molar
ratio of 4 :3 :3. The DC-6-14 liposome–DNA complexes were usually thought to have an
overall positive surface charge, but it was found to be DNA ratio-dependent, and the dia-
meter of the complex was also dependent on DNA concentration. The complexes had a
maximum diameter when the surface charge was neutral. These formulations showed ef-
fective gene transfection activity in cultured cells with serum and, when administered in-
traperitoneally to mice, the positively charged particles showed immediate accumulation
in lung tissues. By contrast, the negatively charged particles did not show any accumula-
tion [30]. The authors therefore concluded that surface modification of the liposome
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Table 21.3 Distribution of the transfected gene in vivo

Organ Number of Plasmid form
copies/cell
Open circle Linear Supercoil

Brain 0 – – –
Heart 2–5 – + –
Lung 20–50 + + +
Liver 10–40 + + +
Kidney 2–10 – + –
Spleen 2–5 – + –
Pancreas 2–10 – + –
Stomach 1–2 – + –
Colon 0–2 – + –
Small intestine 0–2 – + –
Testis 0 – – –
Ovary 0 – – –

Note : Seven-week-old ICR male and female mice (n = 12) were injected i. v. with 100 mg pCMVb. SPORT bgal
plasmid DNA conjugated with 500 mg DMRIE-C reagent. Two days later, several organs were obtained, and the
genomic DNAs from them were subjected to Southern blot analysis for the presence of transferred gene.



would improve the biodistribution and hence the targetability of their DNA complexes
[30].

No single system thus far seems to transfect DNA efficiently into the nucleus, and at-
tempts are ongoing to achieve this. Oku et al. [31] reported a novel nonviral gene delivery
system which they named as the polycation liposome system (PCL). Basically, this ap-
proach was to combine the favorable properties of liposomes with the polycation, PEI.
The interesting point about PCL was that it did not require phosphatidylethanolamine
or cholesterol as a component, unlike most conventional liposomes [31]. Egg yolk phos-
phatidylcholine- and dipalmitoylphosphatidylcholine-based PCLs were found to be as ef-
fective as dioleoylphosphatidylethanolamine-based PCL for gene transfer [31]. These
authors examined the effect of molecular weight of the PEI on PCL-mediated gene trans-
fer and found that PEIs with molecular weights of 600 and 1800 Da to be quite effective,
whereas PEI of 25 000 Da was much less effective. Furthermore, they demonstrated an
increased transfection efficacy in the presence of serum, with effective gene transfer
being observed in all eight malignant and two normal cell lines tested, as well as in
Cos-1 cells [31]. Interestingly, the same authors also demonstrated gene transfer in
vivo : GFP and luciferase genes were expressed in mouse lung when the animals were
given tail vein injections, whereas gene expression occurred in the liver after portal
vein injection [31].

Huang and co-workers made very significant contributions to the liposomal approach in
gene delivery [32–40]. Li and Huang [41] have recently reviewed their developments in
nonviral delivery systems, with a major focus on cationic liposome entrapped, polyca-
tion-condensed DNA, which they termed LPD1. The original complex was composed of
poly-L-lysine (PLL), DNA, and cationic liposomes, which resulted in a high interaction be-
tween PLL and DNA, while liposomes led to the formation of a lipid shell on the surface
of the particles [33]. A recent review also highlighted the developments of LPD1, systemic
gene delivery, and mechanisms involved in cationic mediated gene delivery [41].

The other leading group in liposome research for nonviral gene delivery is that of Szoka
and co-workers [42–52]. These authors have contributed extensively to the fascinating area
of liposome research, and have applied cationic liposomes for targeting drugs to various
lesions as well as the delivery of genes. They suggested that intravenously administered
lipoplexes might serve as a depot for the extracellular release of naked DNA, and initially
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considered that the naked DNA mediated gene delivery in the lung [49]. They introduced a
lung inflation-fixation protocol to examine the distribution and gene transfer efficiency of
fluorescently tagged lipoplexes using confocal microscopy within thick lung tissue sec-
tions [52]. Infusion of plasmid DNA at a rate of 80 mg min–1 into the tail vein of a
mouse resulted in a DNA serum concentration of 800 mg mL–1. In spite of this high
level of transcriptionally active DNA, there was no significant gene expression in the
lung or any other organ tested [49]. In addition, when lipoplex containing a reporter
gene was injected, followed by an infusion of noncoding plasmid DNA as a potential com-
peting molecule for DNA released from the lipoplex, there was no effect on gene expres-
sion. Thus, it was concluded that the cationic lipid component of the lipoplex functions in
an active capacity beyond that of a simple passive matrix for plasmid DNA [49]. Baraldo et
al. [53] recently reported sphingosine-based liposomes as DNA vectors for intramuscular
gene delivery; these liposomes were formulated in a range of solutions with phosphatidyl-
choline, and then complexed with DNA. The physico-chemical characteristics of the
sphingosine/EPC liposomes and sphingosine/EPC/DNA lipoplexes were determined. It
was found that, by increasing the charge ratios, colloidally stable sphingosine/DNA parti-
cles with a 170 nm average diameter and a positive zeta potential were obtained [53].
These authors concluded that the cationic sphingosine/EPC/DNA complexes formed a
weakly compacted structure which potentially was labile in vivo and which might be use-
ful for in-vivo gene transfer [53].

Oberle et al. [54] showed that, under equilibrium conditions, lipoplex formation involves
a three-step mechanism, the interaction between plasmid and cationic liposomes being
investigated using atomic force microscopy (AFM) [54]. In the first step, the plasmids –
when interacting with the monolayer – display a strong tendency for orientational order-
ing. Subsequently, individual plasmids enwrap themselves with amphiphile molecules in
a multilamellar fashion. The size of the complex formed is determined by the supercoiled
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Figure 21.9 Lipoplex (d = 300 nm)
composed of SAINT 2/DOPE 50/50
pCMVb plasmid.



size of the plasmid, and calculations reveal that the plasmid can be surrounded by three to
five bilayers of the amphiphile. The eventual size of the transfecting complex is finally
governed by fusion events between individually wrapped amphiphile/DNA complexes.
The AFM images of the liposome complexes are as shown in Figure 21.9.

Müller and co-workers [55–58] carried out extensive research on solid lipid nanoparti-
cles for drug targeting as well as gene delivery. Müller et al. [59] have discussed the
state of art of solid lipid nanoparticles for pharmaceutical applications, and in recent in-
vestigations found that cationic solid-lipid nanoparticles (SLNs) could bind efficiently and
transfect plasmid DNA [60]. They produced highly cationic charged SLNs with a zeta po-
tential of up to +40 mV at pH 7.4 and 100 nm size, by using a hot homogenization tech-
nique. They also characterized the SLN–DNA complexes using AFM, and suggested fu-
sion of the SLNs after binding to the DNA, resulting in near-spherical lipid–DNA particles
with sizes between 300 and 800 nm (Figure 21.10). These investigations also demon-
strated that efficient transfection occurs in Cos-1 cells [60].

21.3.3
Poly-L-Lysine and Polyethylenimines

Poly-l-lysine (PLL) – one of the first polymers to be used in nonviral gene delivery [61, 62]
– is biodegradable but has a high toxicity which prevents its use in vivo. Initial reports
stated that, if prepared with PLL of suitable molecular weight and N/P ratio, 100 nm-
sized complexes are formed which are easily taken up by the cells, although the transfec-
tion remained lower [61]. The lack of amino groups was thought to prevent PLL com-
plexes from undergoing endoosomolysis, leading to low levels of transgene expression
[63]. Nevertheless, inclusion of targeting moieties or co-application of endoosomolytic
agents such as chloroquine [64] or fusogenic peptides [61] might improve reporter gene
expression.

Parker et al. [65] recently discussed methods for monitoring nanoparticle formation by
self-assembly of DNA with PLL. They compared three different methods viz., light scatter-
ing, inhibition of ethidium bromide fluorescence, and modified electrophoretic mobility
of DNA. Results obtained with the first two methods indicated that stable nanoparticles
form over the lysine/phosphate ratio range 0.6 to 1.0 [65], though no transfection studies
were reported.
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Figure 21.10 Solid lipid nanoparticles (SLNs) (d �100 nm) composed
of compritol ATO, Tween 80, Span 85, and distearoylethyl dimethyl
ammonium chloride form discrete, submicron particles with plasmid
DNA (upper half). Coalescence of the individual SLNs following inter-
action with DNA stabilize the complex. A single SLN can be seen in the
lower half of the image.



In an attempt to improve transfection efficiency and reduce cytotoxicity, Lee et al. [66]
utilized PEG grafted polylysine with fusogenic peptide. The method is initiated by com-
plexing the PEG-grafted PLL with DNA, and subsequently coating the positively charged
fusogenic peptide by ionic interaction onto the surface. This results in a net positively
charged complex [66]. The authors showed that the use of PEG-grafted PLL for peptide
coating significantly suppressed aggregation of the complexes via peptide mediated inter-
particulate crosslinking, and also enhanced transfection [66]. Hence, both PEG and pep-
tides play key roles in reducing cytotoxicity and improving transfection [74].

Gonzalez Ferreiro et al. [67] described the use of alginate/PLL particles for antisense oli-
gonucleotides wherein they utilized the gel-forming abilities of the alginate in the pres-
ence of calcium ions and further crosslinked it with PLL. Particle formation was found
to occur when the alginate concentration was 0.04–0.08 % (w/v) of the total formulation;
moreover, the particle size increased from nm to mm when the alginate concentration was
0.055 % (w/v) [67]. These authors found that with increasing PLL content, both the size
and encapsulation efficiency of the particle increased, but the release rate was decreased
[67].

Polyethylenimines (PEIs) were the first synthetic transfection agents to be discovered,
and have been widely studied, although the toxicity of PEI is a major drawback. Kircheis
et al. [68] reviewed the design and gene delivery of modified PEIs, and emphasized the
synthesis of modified PEIs, DNA condensation, particle size, cellular uptake of the parti-
cles, endosomal release, in-vivo gene delivery and many other features.

Sagara and Kim [69] more recently reported galactose-polyethylene glycol-PEI (Gal-PEG-
PEI) for gene delivery to hepatocytes. They found that transfection efficiency with 1 % Gal-
PEG-PEI in human hepatocyte-derived cell lines (HepG2) – a model of parenchymal cells
in the liver – was superior to PEI at corresponding optimal ratios of polymer to plasmid
DNA [69]. In HepGe cells, luciferase activity with 1 % Gal-PEG-PEI at an N/P ratio of 20
was 2.1-fold higher than that of PEI at an N/P ratio of 5. However, in mouse fibroblasts
(NIH-3T3) that had no asialoglycoprotein (ASGP) receptor, the transfection efficiency with
1 % Gal-PEG-PEI fell drastically to one-fortieth of that with PEI. These studies suggest
that Gal-PEG-PEI is more suited for targeting specific genes to the liver [69].

Rudolph et al. [70] reported modified PEIs for gene transfer to the lungs via either direct
intratracheal instillation or nebulization. In this study, PEG-coated PEI polyplexes were
investigated for their stability and interaction with human plasma and bronchoalveolar la-
vage fluid (BALF); their potential for gene delivery to the mouse lungs in vivo was also
examined. Gene transfer efficiency of the PEG-coated PEI polyplexes decreased as com-
pared with uncoated PEI polyplexes when administered intratracheally to the lung. The
higher the molecular weight of the copolymerized PEG, the stronger was the observed
gene transfer reduction. These authors speculated that the gene transfer was decreased
due to a reduced interaction of the coated gene vectors with the cell surface. To circumvent
this problem, transferrin was combined with PEI/DNA polyplexes for specific binding to
the cell surface, but this resulted in a decrease in gene transfer efficiency. Gene transfer of
the copolymer-protected and transferrin-modified gene vectors increased as compared
with the copolymer-protected gene vectors alone, but did not reach the level of uncoated
gene vectors. These data show that copolymers could be used effectively to shield poly-
plexes from interaction with components of the airway surface liquid. The increase in
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gene expression upon transferrin modification of the coated PEI polyplexes still suggests a
targeting effect [70].

21.3.4
Poly(lactide-co-glycolide)

Various biodegradable polymers are being investigated for the formulations of nanoparti-
cles aimed at drug and gene delivery applications [71]. Poly(d,l lactide-co-glycolide)
(PLGA) and poly(lactic acid) (PLA) – both of which are FDA-approved biocompatible poly-
mers – have been the most extensively studied [72, 73]. Recently, Jain [72] reviewed the
PLGA nanoparticle preparation techniques, and reported an emulsion-solvent evaporation
technique to be the most widely used method to formulate PLA and PLGA nanoparticles,
while poly(vinyl alcohol) (PVA) is the most commonly used stabilizer.

Labhasetwar and co-workers [74–77] made several reports on aspects of PLGA nanopar-
ticles for gene delivery, viz., characterization of nanoparticle uptake by endothelial cells
[74], size dependency of nanoparticle-mediated gene transfection [75], effects on nanopar-
ticle properties and their cellular uptake associated with the residual PVA [76], and rapid
endolysosomal escape of the PLGA nanoparticles [77]. They followed the standard emul-
sion-solvent evaporation technique, which resulted in particles with a heterogeneous size
distribution. Moreover, they investigated the relative transfectivity of the smaller and the
larger-sized particles in cell cultures [75]. Those particles which passed through a mem-
brane of pore size 100 nm (mean diameter = 70 
 2 nm) were designated as smaller par-
ticles, whereas those retained on the membrane were deemed to be larger-sized nanopar-
ticles (202 
 9 nm). The smaller-sized nanoparticles showed a 27-fold higher transfection
than the larger-sized nanoparticles in a Cos-7 cell line, and a 4-fold higher transfection in
an HEK-293 cell line [75]. The surface charge, cellular uptake, and DNA release were si-
milar for the two fractions of nanoparticles, and suggests that other unknown factor(s)
might be responsible for the observed differences in transfection levels [75].

The same authors also studied the effects of residual PVA associated with PLGA nano-
particles on cellular uptake [76]. PVA removal during nanoparticle preparation is difficult
by water washing, and small amounts are inevitably associated with the particles. This oc-
curs despite repeated washings as PVA forms an interconnected network with the poly-
mer at the interface. The amount of residual PVA was found to depend on the initial
PVA concentration and type of organic solvent used in the emulsion, and affected particle
size, zeta potential, polydispersity index, and surface hydrophobicity of the nanoparticle
surface [76]. Particles with more residual PVA, despite their lower size, were seen to
have the lowest cellular uptake, but this may be due to the higher hydrophilicity of the
nanoparticle surface [76]. These authors also studied endolysosomal escape of the
PLGA nanoparticles [77], and showed the mechanism to be by selective reversal of the sur-
face charge of NPs (from anionic to cationic) in the acidic endolysosomal compartment,
which in turn causes the NPs to interact with the endolysosomal membrane and escape
into cytosol [77].

334 21 Nanoparticles as Non-Viral Transfection Agents



21.3.5
Silica

A major limitation of the polymers is the difficulty of including additional bioactive mo-
lecules (in order to enhance or modify the DNA activity) during the self-assembly process,
unless these are covalently linked to the polymer backbone. Recently, it was shown in the
present author’s laboratory that the colloidal silica particles with cationic surface modifi-
cations interact with plasmid DNA and transfect in vitro [78, 79]. Surface-modified silica
nanoparticles were synthesized by modification of commercially available silica particles
(IPAST; Nissan Chemical Industries, Tokyo, Japan) with various aminoalkylsilanes, viz.,
N-(2-aminoethyl)-3-aminopropyltrimethoxysilane (AEAPS) and N-(6-aminohexyl)-amino-
propyltrimethoxysilane (AHAPS). The resulting particles have a hydrodynamic diameter
of 26 nm and a zeta potential up to +31 mV [78, 79]. The scheme for modification of
the silica particles is shown in Figure 21.11. In analogy to the terms lipoplex and polyplex,
we propose that be the nanoparticle–DNA complexes be described by the term “nanoplex”.
Transfection was strongly increased in the presence of 100 mM chloroquine in the incuba-
tion medium, and reached approximately 30 % of the efficiency of a 60-kDa PEI. In con-
trast to PEI, no toxicity was observed at the concentrations required. AFM of Si26H–DNA
complexes revealed a spaghetti-meatball-like structure (Figure 21.12).
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Figure 21.11 (A) Hydrolysis and condensation of unmodified particles. (B) Alkylaminoalkanes. (C)
Modification scheme.



We also investigated the stability of freeze-drying for the conservation of zwitterionic na-
noparticles and usefulness of different lyoprotective agents (LPAs) for the minimization of
particle aggregation [80]. The activity of the nanoparticles was measured as DNA-binding
capacity and transfection efficiency in Cos-1 cells before and after lyophilization. Massive
aggregation was found to occur in the absence of any LPA. Of the various LPAs screened
in the present investigations, trehalose and glycerol were found to provide exceptional
conservation of cationically modified silica nanoparticles with simultaneous preservation
of their DNA-binding and transfection activity in Cos-1 cells [80].

21.3.6
Block Copolymers

Block copolymers composed of the cationic segment and hydrophilic segments are ex-
pected spontaneously to associate with polyanionic DNA to form block copolymer mi-
celles. Kataoka and co-workers [81–85] pioneered this area of research, and recently pro-
vided an excellent review of block copolymer micelles for gene delivery and related com-
pounds [86]. They discussed various aspects of the synthesis of cationic block and graft
copolymers, the physico-chemical properties and the biological aspects including cellular
uptake and lysosomal escape [86]. Kataoka’s group is actively involved in block copolymers
of poly(ethylene glycol)-block-poly(l-lysine) (PEG-b-PLL) [82, 83], poly(ethylene glycol)-
block-poly(ethylenimine) (PEG-b-PEI) [87], and poly(ethylene glycol)-block-poly(dimethyla-
minoethyl methacrylate) (PEG-b-PPAMA) [84], all of which are synthesized from their re-
spective monomers using PEG with terminal functional groups as a macroinitiator (Fig-
ure 21.13).

The other active group involved in block copolymers is that of Kabanov et al. [88–92],
who carried out extensive investigations on Pluronic� block copolymers as depots for
drugs as well as genes. In a recent review, these authors described Pluronic block copoly-
mers as novel functional molecules for gene therapy, with special focus on gene delivery
to skeletal muscle [93].
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Figure 21.12 Cationic silica particles (d �300 nm) self-associate with
plasmid DNA into submicron complexes that protect, release, and
transfect the DNA in vitro.
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21.4
Setbacks and Strategies to Improve Specific Cell Uptake of Nonviral Systems

Nonviral gene delivery has been used to express various genes in animal tissues, includ-
ing muscle, lung, skin, the central nervous system, and liver. For in-vivo gene delivery,
nonviral systems have the advantage of being more similar to pharmaceutical drugs in
terms of safety, uniformity, and administration. However, the transduction frequency of
the target cells is often barely adequate, and the persistence of cells expressing the trans-
duced gene in vivo is poor. Further development of nonviral gene delivery technology will
expand its application and provide a viable alternative to the use of viral vectors.

For in-vivo therapy it is necessary to address gene delivery vehicles to specific cell types
in order to avoid unwanted effects in nontarget cells. Targeting is achieved actively by in-
corporating structures, which facilitate exclusive uptake of the vector in certain tissues of
cell types. However, in some cases this can be achieved passively by taking advantage of
particular physiological conditions of the target tissue; for example, irregular endothelial
fenestration in tumors in conjugation with certain complex properties. To achieve an effi-
cient active targeting in vivo, the vector must fulfill two main requirements : (i) unspecific
interactions must be reduced by shielding net positive surface charges of the complexes by
using rather low nitrogen to phosphate content; and (ii) the targeting moiety which en-
ables uptake into a specific cell type needs to be incorporated. Various ligands are in
use depending upon the target structure, and these include folate, transferrin, lactose, ga-
lactose, mannose, low-density lipoprotein (LDL), fibroblast growth factor (FGF), endothe-
lial growth factor (EGF), and several antibodies. An early review of the strategies was pro-
vided by Nettelbeck et al. [94], and more recently by Merdan et al. [95].

21.5
Prospects for Nonviral Nanomaterials

Currently, gene therapy researchers are attempting to improve each vector, as well as to
match vector characteristics with diseases that they will target most successfully. It is likely
that, in the future, there will be many specialized vectors rather than one universal vector.
Some vectors may be required in situations where doctors require short term expression,
for example in the expression of a toxic gene product in cancer cells. However, in situa-
tions where long-term expression is required (e. g., for most genetic diseases), vectors
that deliver large and medium-sized sections of DNA would be required.

Gene insertion is not the only problem encountered, however, as the process is not auto-
matic and the vector must contain a mechanism to activate the therapeutic gene. Hence,
the vector must include a timing and regulatory “device” which allows the gene to be
turned on and off and change levels of the therapeutic protein over time. Such devices
are termed the gene’s “promoters”; they are complex and sometimes quite large, and pla-
cing them into a therapeutic vector is difficult.

It is clear from the foregoing sections that polymers display striking advantages as vec-
tors for gene delivery. They can be specifically tailored for a proposed application by choos-
ing an appropriate molecular weight, by coupling the cell- or tissue-specific targeting moi-
eties, and/or performing other modifications that confer certain physiological or physico-
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chemical properties. After identifying a suitable polymer structure, a scale-up to the pro-
duction of large quantities is somewhat more straightforward. It is understood that all
these modifications/manipulations are possible only by using nonviral vectors.

The bottom line in any type of biomedical research is its relevance. Despite the excite-
ment that gene therapy might cause, the field is still in its infancy. Several clinical trials of
gene therapy have been completed or are under way, and all have provided information
that cannot be derived from tests conducted in animals. Although in theory this treatment
is good in principle, its efficacy has proved difficult to demonstrate in practice, and suc-
cess rates in clinical trials have been relatively low. Poor results may reduce the enthu-
siasm for genetic approaches, but the field is still new and the pace and surprises of
new discoveries continue to amaze.

Although in this chapter we have attempted to outline the most significant contribu-
tions on nonviral nanoparticulate gene delivery systems, it is very difficult to discuss
each and every reported system within the confines of the text. Nonetheless, an attempt
has been made to provide updated information on nonviral nanoparticulate gene delivery
systems, and in consideration of the reader’s interest we have included bibliographic in-
formation of those reports not discussed in the text [96–125].
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Luminescent Quantum Dots for Biological Labeling

Xiaohu Gao and Shuming Nie

22.1
Overview

The integration of nanotechnology with biology and medicine is expected to produce
major advances in medical diagnostics, therapeutics, molecular biology, and bioengineer-
ing [1, 2]. Recent advances have led to the development of functional nanoparticles (elec-
tronic, optical, magnetic, or structural) that are covalently linked to biological molecules
such as peptides, proteins, and nucleic acids [3–14]. Due to their size-dependent proper-
ties and dimensional similarities to biomacromolecules, these bioconjugates are well sui-
ted as contrast agents for in-vivo magnetic resonance imaging (MRI) [15–17], as nanoscale
carriers for drug delivery, and as nanostructured coatings and scaffolds for medical im-
plants and tissue engineering [18, 19].

In this chapter, we discuss semiconductor quantum dots (QDs) and their applications
in biological labeling. In comparison with organic dyes and fluorescent proteins, semi-
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Figure 22.1 Ten distinguishable emission colors of ZnS-capped CdSe quantum dots excited with a near-
UV lamp. From left to right (blue to red), the emission maxima are located at 443, 473, 481, 500, 518, 543,
565, 587, 610, and 655 nm.



conductor QDs represent a new class of fluorescent labels with unique advantages
and applications. For example, the fluorescence emission spectra of QDs can be continu-
ously tuned by changing the particle size, and a single wavelength can be used for si-
multaneous excitation of all different-sized QDs (Figure 22.1, see p. 343). Surface-passi-
vated QDs are highly stable against photobleaching and have narrow, symmetric emission
peaks (25–30 nm full width at half maximum). It has been estimated that CdSe quantum
dots are about 20 times brighter and 100 times more stable than single rhodamine 6G
molecules [5].

Semiconductor QDs (e. g., CdSe, CdTe, CdS, ZnSe, InP, and InAs) are most often com-
posed of atoms from groups I–VII, II–VI, or III–V elements. Earlier attempts to synthe-
size QDs were conducted in aqueous environments with stabilizing agents such as thio-
glycerol and polyphosphate. However, the resulting QDs showed poor quantum yields
(�10 %) and broad size distributions (relative standard deviation RSD 	15 %). In 1993,
Bawendi and coworkers reported a high-temperature organometallic procedure for QD
synthesis [20]. This method was later improved by three independent research groups
[21–23], yielding near-perfect nanocrystals with quantum yields as high as 50 % at
room temperature, and a particle size distribution as narrow as 5 %.

To prepare type II–VI QDs, a metal precursor (such as dimethyl cadmium) and a chal-
cogenide compound (such as selenium) are first dissolved in tri-n-butylphosphine (TBP)
or tri-n-octylphosphine (TOP), and are then injected into a hot coordinating solvent such
as tri-n-octylphosphine oxide (TOPO) at 340–360 �C. Recent studies conducted by Peng
and coworkers have shown that high-quality nanocrystals could also be prepared by
using CdO as an inexpensive starting material [24, 25]. The nanocrystal size can be
tuned by heating QDs in TOPO at 300 �C for an extended period of time (ranging from
seconds to days, depending on the desired particle size), in which the QDs grow by Ost-
wald ripening. In this process, smaller nanocrystals are broken down, and the dissolved
atoms are transferred to larger nanocrystals. The rate of growth is dependent upon tem-
perature and the amount of limiting reagents [26, 27]. Alternately, continuous injection
of organometal/chalcogenide precursors at 300 �C can be used to increase the size of
QDs [28].

For improved optical properties, the QDs are often coated and passivated by a thin layer
of a higher bandgap material. For example, the fluorescence quantum yields of CdSe QDs
increase from 5 % to 50 % with one to two monolayers of ZnS capping [21–23]. At present,
ZnS and CdS are most commonly used to cap CdSe QDs. The bandgap energy of bulk
CdS is about 0.9 eV higher than that of CdSe, while the ZnS and CdSe bond lengths
are similar; these conditions lead to the epitaxial growth of a smooth ZnS layer on the sur-
face of CdSe core particles. Similar procedures have been used to synthesize group III–V
nanocrystals such as InP and InAs [29–32].

Semiconductor QDs absorb photons when the energy of excitation exceeds the bandgap
energy. During this process, electrons are promoted from the valence band to the conduc-
tion band. Measurements of UV-Visible spectra reveal a large number of energy states in
QDs. The lowest excited energy state is shown by the first observable peak (also known as
the quantum-confinement peak), at a shorter wavelength than the fluorescence emission
peak. Excitation at shorter wavelengths is possible because multiple electronic states are
present at higher energy levels. In fact, the molar extinction coefficient gradually increases
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toward shorter wavelengths (Figure 22.2). This is an important feature for biological ap-
plications because it allows simultaneous excitation of multicolor QDs with a single
light source.

Light emission arises from the recombination of mobile or trapped charge carriers. The
emission from mobile carriers is called “excitonic fluorescence”, and is observed as a
sharp peak. The emission spectra of single ZnS-capped CdSe QDs are as narrow as
13 nm (full width at half maximum or FWHM) at room temperature [5]. Defect states
in the crystal interior or on its surface can trap the mobile charge carriers (electrons or
holes), leading to a broad emission peak that is red-shifted from the excitonic peak. Na-
nocrystals with a large number of trap states generally have low quantum yields, but sur-
face capping or passivation can remove these defect sites and improve the fluorescence
quantum yields.

The excitonic fluorescence is dependent on the nanocrystal size. Research conducted by
several groups has demonstrated an approximately linear relationship between the parti-
cle size and the bandgap energy [21, 33]. This quantum–size effect is similar to that ob-
served for a “particle in a box.” Outside of the box, the potential energy is considered to be
infinitely high. Thus, mobile carriers (similar to the particle) are confined within the di-

34522.1 Overview

Figure 22.2 Comparison of the excita-
tion (top) and emission (bottom) profiles
between rhodamine 6G and CdSe quan-
tum dots.



mensions of the nanocrystal (similar to the box) with discrete wavefunctions and energy
levels. As the physical dimensions of the box become smaller, the bandgap energy be-
comes higher. For CdSe nanocrystals, the sizes of 2.5 nm and 5.5 nm correspond to fluor-
escence emission at 500 nm and 620 nm, respectively. In addition to size, the emission
wavelength can be varied by changing the semiconductor material. For example, InP
and InAs QDs usually emit in the far-red and near-infrared [29–32], while CdS and
ZnSe dots often emit in the blue or near-UV [34]. It is also interesting to note that elon-
gated QDs (called quantum rods) show linearly polarized emission [35], whereas the fluor-
escence emission from spherical CdSe dots is either circularly polarized or not polarized
[36, 37].

In comparison to organic dyes such as rhodamine 6G and fluorescein, CdSe nanocrys-
tals show similar or slightly lower quantum yields at room temperature. The lower quan-
tum yields of nanocrystals are compensated by their larger absorption cross-sections and
much reduced photobleaching rates. Bawendi and coworkers estimated that the molar ex-
tinction coefficients of CdSe QDs are about 105 to 106 M–1 cm–1, depending on the particle
size and the excitation wavelength [20, 21]. These values are 10- to 100-fold larger than
those of organic dyes, but are similar to the absorption cross-sections of phycoerytherin,
a multi-chromophore fluorescent protein. Chan and Nie have estimated that single ZnS-
capped CdSe QDs are �20 times brighter than single rhodamine 6G molecules [5]. Simi-
larly, phycoerytherin is estimated to be 20 times brighter than fluorescein [38].

Another attractive feature of using QDs as biological labels is their high photostability.
Gerion et al. examined the photobleaching rate of silica-coated ZnS-capped CdSe QDs
against that of rhodamine 6G [39]. The QD emission stayed constant for 4 hours, while
rhodamine 6G was photobleached after only 10 minutes. It has been suggested that
capped CdSe nanocrystals are 100- to 200-fold more stable than organic dyes and fluores-
cent proteins [5]. Under intense UV excitation, single phycoerytherin molecules are found
to photobleach after 70 seconds, while the fluorescence emission of quantum dots remain
unchanged after 600 seconds [28]. The photobleaching of QDs is believed to arise from a
slow process of photo-induced chemical decomposition. Henglein and coworkers specu-
lated that CdS decomposition is initiated by the formation of S or SH radicals upon optical
excitation [40, 41]. These radicals can react with O2 from the air to form a SO2 complex,
resulting in slow particle degradation.

Single QDs have been shown to emit photons in an intermittent on-off fashion [42, 43],
similar to a “blinking” behavior reported for single fluorescent dye molecules, proteins,
polymers, and metal nanoparticles. The fluorescence of single QDs turns on and off at
a rate that is dependent on the excitation power. This phenomenon has been suggested
to arise from a light-induced process involving photoionization and slow charge neutrali-
zation of the nanocrystals [42]. When two or more electron-hole pairs are generated in a
single nanocrystal, the energy released from the combination of one pair could be trans-
ferred to the remaining carriers, one of which is preferentially ejected into the surround-
ing matrix. Subsequent photogenerated electron-hole pairs transfer their energy to the re-
sident, unpaired carrier, leading to nonradiative decay and dark periods. The lumines-
cence is restored only when the ejected carrier returns to neutralize the particle. Banin
et al. believe that thermal trapping of electrons and holes is also a contributing factor be-
cause they observed a dependence of the blinking rate on temperature [44]. A further find-
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Figure 22.3 Schematic illustration of surface modification methods for linking quantum dots to bio-
molecules.

Figure 22.4 Fluorescence micrograph of a mixture of CdSe/ZnS QD-tagged beads emitting single-color
signals at 484, 508, 547, 575, and 611 nm. The beads were spread and immobilized on a polylysine-coated
glass slide, which caused a slight clustering effect. (Reproduced with permission from Ref. [51].)



ing is that single dots exhibit random fluctuations in the emission wavelength (spectral
wandering) over time [7, 45]. This effect is attributed to interactions between excitons
with optically induced surface changes.

22.2
Methods

In order to exploit the novel optical properties of QDs for biological applications, a num-
ber of methods have been reported for converting hydrophobic QDs to water-soluble and
biocompatible nanocrystals (Figure 22.3, see p. 347). In one approach, mercaptopropyl tri-
methoxysilane (MPS) adsorbs onto the QD surface, and displaces the surface-bound
TOPO molecules [4]. A silica-shell is formed on the surface by introduction of a base
and then hydrolysis of the MPS silanol groups. The polymerized silanol groups help sta-
bilize nanocrystals against flocculation, and render the QDs soluble in intermediate polar
solvents such as methanol and dimethylsulfoxide. Further reaction of bifunctional meth-
oxy molecules, such as aminopropyltrimethoxysilane and trimethoxysilyl propyl urea,
makes the QDs more polar and soluble in aqueous solution.

In another method, bifunctional molecules such as mercaptoacetic acid and dithiothrei-
tol are directly adsorbed onto the QD surface [5]. Mercapto compounds and organic bases
are added to TOPO-QDs dissolved in organic solvents. The base deprotonates the mer-
capto functional group and carboxylic acid (in the case of mercaptoacetic acid), which
leads to a favorable electrostatic binding between negatively charged thiols and the posi-
tively charged metal atoms. The QDs precipitate out of solution and can be redissolved in
aqueous solution (pH 	5). The presence of highly polar functional groups, such as –
COOH, –OH, or –SO3Na (from bifunctional mercapto molecules) makes the nanocrystals
soluble in water.

A third approach for linking biomolecules onto the particle’s surface is to use an ex-
change reaction, in which mercapto-coated QDs are mixed with thiolated biomolecules
(such as oligonucleotides and proteins). After overnight incubation at room temperature,
a chemical equilibrium is reached between the thiolated molecules in solution and on the
QD surface. This method has been used to adsorb oligonucleotides and biotinylated pro-
teins onto the surface of QDs [7, 46].

Recent research has further improved the surface chemistry using a synthetic bio-
polymer coating. For example, the water-soluble QDs can be stabilized with a posi-
tively charged polymer or a layer of chemically denatured bovine serum albumin
(BSA) [47, 48]. A key finding is that the polymer coating restores the optical properties
of QDs nearly to that of the original QDs in chloroform. The polymer layer also provides
functional groups (amines and carboxylic acids) for covalent conjugation with a variety
of biological molecules. A similar approach has recently been used by Mattoussi and
coworkers in which engineered proteins with a linear positively-charged peptide are
directly adsorbed onto negatively charge nanocrystals through electrostatic interactions
[6].

Most recently, Wu and coworkers used an amine-modified polyacrylic acid polymer to
coat the surface of QDs [49]. The modified polymer was no longer soluble in water,
and strongly adsorbed onto TOPO-capped QDs via hydrophobic interactions in chloro-
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form. An important feature of this procedure is that QDs are solubilized without remov-
ing the surface ligands (TOPO), which maintains the optical properties of QDs in an
aqueous environment. Similarly, Bubertret et al. encapsulated hydrophobic QDs in
small micelles and demonstrated their use in in-vivo cellular imaging [50].

QDs have been used for multiplexed optical encoding and high-throughput analysis of
genes and proteins, as reported by Nie and co-workers [51]. Polystyrene beads are em-
bedded with multicolor CdSe QDs at various color and intensity combinations (Figure
22.4, see p. 347). The use of six colors and ten intensity levels can theoretically encode
one million protein or nucleic acid sequences. Specific capturing molecules such as pep-
tides, proteins, and oligonucleotides are covalently linked to the beads and are encoded by
the bead’s spectroscopic signature. A single light source is sufficient for reading all the
QD-encoded beads. To determine whether an unknown analyte is captured or not, conven-
tional assay methodologies (similar to direct or sandwich immunoassay) can be applied.
This so-called “bar-coding technology” can be used for gene profiling and high-throughput
drug and disease screening. Based on entirely different principles, Natan and coworkers
reported a metallic nanobarcoding technology for multiplexed bioassays [52]. Together
with QD-encoded beads, these “barcoding” technologies offer significant advantages
over planar chip devices (e. g., improved binding kinetics and dynamic range), and are
likely to find use in various biotechnological applications.

22.3
Outlook

A number of biological labeling applications have been demonstrated for QDs, including
DNA hybridization, immunoassays, and receptor-mediated endocytosis. In particular,
multicolor quantum dots are well-suited for the simultaneous labeling of multiple anti-
gens on the surface of normal and diseased cells (Figure 22.5). The high photostability
of QDs allows not only real-time monitoring or tracking of intracellular processes over
long periods of time, but also quantitative measurements of fluorescent intensity. In
fact, the QD labels are so bright that they allow target detection at the single-copy level,
and are able to provide detailed structure information of biological specimens. Figure
22.6 shows a true-color fluorescent image of BT-474 cells labeled with Her-2/neo antibody
(green color).

Far-red and near-infrared QDs are well-suited for applications in in-vivo molecular imag-
ing and ultrasensitive biomarker detection. Visible light has been used for cellular imag-
ing and tissue diagnosis, but optical imaging of deeper tissues (millimeters) requires the
use of far-red or near-infrared light in the spectral range of 650–900 nm. This wavelength
range provides a “clear” window for in-vivo optical imaging because it is separated from
the major absorption peaks of blood and water. Under photon-limited in-vivo conditions
(where light intensities are severely attenuated by scattering and absorption), the large ab-
sorption coefficients of QDs (on the order of 106 cm–1 M–1, ca. 10–100 times larger than
those of common organic dyes) will be essential for efficient probe excitation. Unlike cur-
rent single-color molecular imaging, multi-wavelength optical imaging with QDs will
allow intensity ratioing, spatial colocalization, and quantitative target measurements at
single metastasized tumor sites and for single anatomical structures.
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Figure 22.5 Schematic illustration of cell staining using biomolecules attached with multicolor QDs.
Small color particles represent bioconjugated quantum dots.

Figure 22.6 Immunofluorescence images of
human breast tumor cells (BT-474) stained with
organic dye (fluoroscein isothiocyanate; FITC) and
green quantum dots. Within only 20 seconds of il-

lumination, the organic dye was almost completely
photobleached (top panel), while the QD fluores-
cence image was stable



With an inert layer of surface coating, the nanocrystals are less toxic than organic dyes,
similar to magnetic iron oxide nanoparticles. In preliminary studies, we have conjugated
luminescent QDs to transferrin (an iron-transport protein), to antibodies that recognize
cancer biomarkers, and to folic acid (a small vitamin molecule which is recognized by
many cancer cells). In each case, we found that receptor-mediated endocytosis occurred
and the nanocrystals were transported into the cell. Single QDs as well as clusters of
dots trapped in vesicles were clearly visible inside living cells.

In conclusion, semiconductor QDs have been developed as a new class of biological
labels with unique advantages and applications that are not possible with organic dyes
or fluorescent proteins. When conjugated with fully functional biomolecules such as pep-
tides, protein, and oligonucleotides, this class of fluorescent tags is well-suited for ultra-
sensitive imaging and detection. We envision that the design and construction of multi-
functional QDs will allow molecular imaging and diagnostics of single diseased cells.
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Nanoparticle Molecular Labels

James F. Hainfeld, Richard D. Powell, and Gerhard W. Hacker

23.1
Introduction

Nanotechnology means many things to many people, from Fantastic Voyage miniature
submarines traveling through a person’s arteries, to a ribosome that is a cellular “factory”
which synthesizes proteins, while material scientists believe that it means making better
materials from molecular building blocks.

The common theme seems to be “Nano” – that is, small – in the nanometer size range.
In a sense, nanotechnology has been around a long time, as both chemistry and biochem-
istry rely on molecules and complexes in this size range or smaller. For example, nylon
was first made in 1935 as a silk substitute, and was patterned after silk by making an
amide-bonded polymer, similar to silk, but with a slightly different repeating unit [1]. Na-
noparticles have also been around for a long time; presumably, the first nanoparticle was
recognized in 1570 with aurum potable (potable gold) and luna potable (potable silver)
which alchemists used as elixirs. Unfortunately, they did not make the consumer live for-
ever, as evidenced by the high incidence (100 %) of dead alchemists. As early as 1595, gold
colloids were incorporated into glass to make various colors, such as red, purple, violet,
brown, or black. Faraday was the first to recognize that the colors were related to particle
sizes [2].

This chapter deals with the biological application of metal nanoparticles to label
biomolecules. A number of uses benefit from this combination : the metal nanoparticles
make detection possible, easier or more sensitive. Colloidal gold particles, when adsorbed
to antibodies [3] or to other targeting agents such as proteins [4] or peptides [5–7], are
widely used as labels for the detection or microscopic localization of molecular and macro-
molecular targets. One popular pregnancy test kit develops a pink line which is in fact a
40-nm gold particle adsorbed to an antibody, anti-human chorionic gonadotropin (hCG).
This “pregnancy hormone” keeps the corpus luteum producing progesterone after con-
ception occurs. The urine sample flows over a capture stripe where anti-hCG has been
previously adsorbed to nitrocellulose; if hCG is present, it is bound, or “captured”.
The gold with anti-hCG then flows over, and if hCG is bound, the gold-antibody binds,
leaving a pink color on the stripe. The very high extinction coefficient of the 40-nm
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gold, �2 � 109 M–1 cm–1 compared with that of a fluorescent molecule (fluorescein :
�7 � 104), increases detection sensitivity by a factor of about 30 000. The gold nanopar-
ticle gives sufficient sensitivity to be perceived with the unaided eye, thereby producing an
inexpensive assay [8].

Nanobiotechnology implies both some degree of supramolecular organization or coop-
eration, and the incorporation of a desirable function, ability or property into a supramo-
lecular construct. The entry of metal particle bioconjugates as players in nanobiotechnol-
ogy has been facilitated by the development of molecular control over the site, nature and
formation of the link between the biological molecule and metal particle. This enables
both the conjugation of metal particles to molecules with potential applications in nano-
technology, and the selective attachment of metal nanoparticles to specific sites within bio-
logical structures where the properties of the metal particles impart potentially useful
functionality to the construct. This chapter will focus on the covalently linkable metal clus-
ter labels, principally Nanogold [9, 10] and undecagold [11–13], which have been used for
a number of such applications. Other types of particles, including unstabilized gold [14–
16], clusters of other metals, and larger gold particles with controlled chemical reactivity
[17], have also been utilized. In this chapter, both the use of metal particle labels to detect
and localize biological targets will be discussed, together with the preparation and poten-
tial applications of metal cluster bioconjugates with novel properties and functionality.

23.2
Immunogold-Silver Staining: A History

For more than 30 years, nanometer-sized gold particles (mostly colloidal gold, with dia-
meters ranging from 1 to 40 nm) have been the label of choice to demonstrate proteins
and peptides (and other substances against which specific antibodies can be made) by
transmission electron microscopy (TEM) [3]. Not only for TEM, but also for light micro-
scopy (LM) and for scanning electron microscopy (SEM), immunogold-staining (IGS)
methods show various advantages over other, nonparticulate immunostaining techniques,
including enhanced visibility and increased detection efficiency and sensitivity. Accumu-
lations of colloidal gold can be made visible with LM by the application of autometallogra-
phy (AMG) [18–28], a group of techniques whereby silver or gold ions are reduced in situ
to metal atoms and precipitated onto the surface of the gold particle nuclei. In the electron
microscope, it can be shown that gold particles thereby grow considerably in size, until
they conglomerate [29–31]. Combination of this reaction with colloidal gold-labeled en-
zyme histochemistry [21] and immunohistochemistry (IHC) [32, 33], both in 1983, led
to the introduction of immunogold-silver staining (IGSS), and this was a major break-
through in sensitivity and detection efficiency in the early 1980s. Initial attempts to
apply Holgate’s original IGSS method with a broader spectrum of antibodies used in gen-
eral immunohistopathology often resulted in very high levels of unwanted background
staining, and often the overall appearance of the stained section was “dirty”. Successful
attempts to modify IGSS to facilitate the highly sensitive demonstration of various
kinds of substances in routine paraffin sections were published by a number of research
teams. With the years, the methodology became increasingly sophisticated, and a variety
of protocols were used [34–46]. Modifications included the use of gold particle sizes smal-

354 23 Nanoparticle Molecular Labels



ler than the ones originally used (1–5 nm in diameter), the use of fish gelatin, a number
of new AMG developers, the use of gold-labeled protein-A [47–50], utilization of the strep-
tavidin–biotin complex (S-ABC) principle [51, 52], and the introduction of antigen retrieval
techniques. For review and update see Ref. [53].

The introduction of covalently linked gold cluster labels rather than colloidal gold
marked another major advance in the methodology, giving researchers the ability to direct
the attachment of metal nanoparticles to biological molecules with submolecular preci-
sion. The undecagold [12] and Nanogold [9, 10] labels have been conjugated to many dif-
ferent molecules that cannot be labeled with colloidal gold, including proteins, peptides,
oligonucleotides, lipids, and small molecules, many of which have potential nanotechnol-
ogy applications, which are discussed in more detail below. Conjugation reactions are
shown in Figure 23.1. Antibody and protein conjugates give improved performance
over colloidal gold probes, including increased cellular penetration, labeling density,
and access to hindered antigens [54, 55].

For silver or gold amplification, numerous protocols had been described and are being
marketed by a number of companies. Danscher’s original protocols relied on the use of
silver lactate [18–20], and had to be applied in a darkened room or under red light to
give background-free preparations. Hacker et al. described a less light-sensitive modifica-
tion using silver acetate as the silver ion source [27], thereby introducing the possibility to
amplify gold-labeled LM preparations in normal laboratory daylight. It became possible
now to optimize staining under microscopic control. Comparisons of different silver
salts were reported and showed marked differences [46]. Most recently, AMG based on
gold ions has been introduced commercially (GoldEnhance, Nanoprobes, Inc.), a new tech-
nique that further improved the spatial staining resolution and signal-to-noise ratio [56–
59].
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Figure 23.1 Schematic showing reactions of Mono-Maleimido-Nanogold and Mono-Sulfo-NHS-Nano-
gold.



23.3
Combined Fluorescent and Gold Probes

Antibodies, or even antibody fragments, are sufficiently large that both gold clusters and
fluorescent labels may be attached, spaced sufficiently far apart that quenching by Förster
energy transfer [60] is minimal, fluorescence is largely maintained, and the probes are ef-
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Figure 23.2 Demonstration of caveolin-1a (CAV-1a)
localization with FluoroNanogold (FNG) using
correlative immunofluorescence and immunoelec-
tron microscopy on the same ultrathin cryosection.
(A) Immunofluorescence localization of CAV-1a in a
portion of a capillary endothelial cell from a term-
inal villus of the placenta; individual punctate
structures can be observed (arrow). (B) Electron
micrograph of the same region. This section has
been subjected to silver enhancement so that the
FNG could be visualized. Silver-enhanced gold la-
beling can be detected in the same structures ob-
served by fluorescence microscopy (A) (see arrow).
It should be noted that where individual caveolae
are spaced very closely together, the fluorescence
and silver-enhanced FNG signals appear to be
“fused together” (arrowheads). The nucleus (n)

of the endothelial cell is evident. A portion of the
electron opaque grid bar is seen (*). Scale bar =
1 mm; (A) and (B) at the same magnification. (C)
Enlargement of the region of panel (A) indicated
with the white arrow. Two fluorescent structures are
indicated (arrows). (D) Electron micrograph show-
ing enlargement of the region of panel (B) indicated
with the black arrow. The same structures shown by
fluorescence microscopy in (C) (1 and 2) are heavily
labeled with silver-enhanced gold particles. The
characteristic omega-shaped morphology of caveo-
lae is evident in structure 2. A portion of the nu-
cleus (n) is evident. Scale bar = 100 nm; (C) and
(D) at the same magnification. (Figure courtesy of T.
Takizawa, Ohio State University, Columbus, OH)
[69].)



fective for both immunofluorescence and immunogold labeling [61]. Initially, secondary
Fab� antibody probes labeled with both Nanogold and fluorescein were prepared by the
sequential conjugation of Monomaleimido Nanogold and fluorescein N-hydroxysuccini-
mide ester. These were used to label the SC35 pre-mRNA splicing factor in HeLa cells
[62, 63]. The same probe was also used to label human lymphocytes, and labeling was vi-
sualized using fluorescence microscopy, different modalities of LM, and TEM [64]. Proof
of principle was subsequently demonstrated using correlative light and electron micro-
scopy of specimens with features localized on indexed grids [65]. Combined Cy3 and Na-
nogold probes have also been developed, and demonstrate high specificity and sensitivity
both for immunocytochemistry and for in-situ hybridization [66, 67]; using Tyramide Sig-
nal Amplification (TSA) followed by combined Cy3/Nanogold-labeled streptavidin, the
fluorescence signal was sufficiently bright that staining was observed for HPV 16/18 in
SiHa cells, known to contain only one or two copies of the target. More recently, combined
Alexa Fluor 488 and 594 and Nanogold probes have been prepared and found to give
higher brightness and improved pH compatibility for fluorescent staining [68]. An exam-
ple of correlative fluorescence and electron microscopic localization of caveolin is shown
in Figure 23.2 [69]. It has also been reported that fluorescence is maintained even after a
brief period of silver enhancement, enabling observation by epifluorescence microscopy
[65]; preliminary results have also suggested that fluorescence may be sufficiently pre-
served to allow the preparation of dual-function antibody probes in which fluorescent la-
bels are combined with larger platinum clusters [70].

23.4
Methodology

23.4.1
Choice of Gold and AMG Type

Originally, colloidal gold particles were mainly applied adsorbed to second layer antibodies
and used in an indirect, two-step IHC method [32–35]. Later on, it was found that the use
of covalently bound Nanogold–antibody and streptavidin conjugates, instead of colloidal
gold electrochemically adsorbed to antibodies, gave a further boost in signal-to-noise
ratio [9, 10]. A three-step S-ABC Nanogold technique was born that could be successfully
applied in IHC, and also for in-situ hybridization (ISH) [38, 57]. Conglomerations of clus-
tered gold particles amplified by silver- or gold-salt-based AMG now appeared as jet-black
precipitates with a distinctly sharper appearance than the reaction products of most en-
zyme-labeled preparations. Also, when compared to the “classical” indirect and silver-en-
hanced colloidal gold techniques, the staining results were often much clearer than those
achieved before (Figure 23.3). The new GoldEnhance technology (Nanoprobes, Inc.),
based on the catalytic deposition of gold rather than silver [58, 59], allows for a more
“metallic” appearance seen with LM – that is, the edges of staining appear clear-cut
and the staining itself is completely black, provided that the amount of the substance
to be detected is high enough and that the antigen–antibody reaction is adequate. A simi-
lar result is also most often obtained in ISH (Figure 23.4).

35723.4 Methodology



358 23 Nanoparticle Molecular Labels

Figure 23.3 (A) S-100 immunos-
tained Schwann cell sheets in cross-
sectioned nerve bundles of human
skin, embedded in connective tissue
and muscle fibers. Jet-black specific
staining of very high resolution is
obtained with Nanogold-IGSS (stain-
ing with 1.4 nm-Nanogold–streptavi-
din). (B) High-power photomicro-
graph (objective magnification �100)
of cerebellum, immunostained for
neurofilament protein triplet. Indirect
IGSS with conventional colloidal gold
(5 nm diameter) shows basket cell
nerve fibers within the molecular and
the white layers, partly surrounding
large unstained Purkinje cells. (A, B) :
HE counterstained, formalin-fixed
5 mm-thick paraffin sections. Both
preparations were silver-amplified
with silver acetate autometallography.

Figure 23.4 High-power (objective
magnification �100) photomicro-
graph of condyloma accuminatum,
stained with a simple and straight-
forward non-tyramide Nanogold-silver
in-situ hybridization protocol. A bio-
tinylated cDNA-probe (Enzo, NY) re-
cognizing human papillomavirus
(HPV) subtypes 6/11 was used, fol-
lowed by only one step with strepta-
vidin–Nanogold and GoldEnhance�
autometallography. Metallic-black la-

beling within infected nuclei is obtained. Most nuclei are stained as a whole, and some of them are more
spotty. The latter usually contain fewer copies of HPV-DNA, or concentrations of HPV-DNA within certain
nuclear areas. HE counterstained, formalin-fixed 5 mm-thick paraffin section.



23.4.2
Iodinization

One important fact also should be re-addressed here : it had previously been reported by
the original authors of IGSS [32, 33] that pre-treating the sections with Lugol’s iodine is
essential for obtaining a high detection efficiency and sensitivity. Since then, most authors
have confirmed this finding, although the exact process yet still seems not clearly under-
stood. It had been suggested that the weak oxidizing activity of the halogen is responsible
for the fact that many or most antigens can only be demonstrated if this step is used. Al-
though some authors also suggested protocols without the Lugol’s iodine steps, we highly
recommend using it, for IHC as well as for ISH; in our experience, staining sensitivity
and signal-to-noise ratio is far better in most experiments. The effect sometimes, however,
appears to be less significant or even diverse in cryostat or in resin sections. Most proto-
cols referenced above do rely on the use of iodinization.

23.4.3
Sensitivity

In comparison to most other IHC techniques, IGSS methods are extremely sensitive and
detection efficient. Often, antigens can be detected with IGSS where other methods failed
or gave equivocal reactions [35]. Although in IGSS, colloidal gold most often produced sur-
prisingly good results, it was noted that often it could not clearly demonstrate intranuclear
structures such as steroid receptors, proliferation markers (e. g., Ki-67), or certain tumor
suppressor gene proteins (e. g., p53). For such applications, the use of streptavidin–Nano-
gold appears to be a very practical solution. Most likely due to its nonionizing character-
istics at near-neutral pH values, and in contrast to the isoelectric point of colloidal gold
(�8.4), Nanogold appears to produce much better labeling of proteins localized near
DNA [37, 71].

23.5
Applications for the Microscopical Detection of Antigens

Immunocytochemistry or histochemistry using gold particles as the label can be recom-
mended for many applications in routine and scientific detection experiments, especially
those where a high sensitivity is needed, or when there is a need for spectacular photomi-
crographs to be produced. One of the major advantages of the resulting black stain is that
conventional hematoxylin and eosin (HE) counterstaining is possible, thereby also enlar-
ging the diagnostic potential of routine pathology [35, 72]. Multiple immunostaining reac-
tions can be achieved which are of outstanding visual impact (e. g. [36]; Hacker in Refs.
[41, 73, 74]). The combination of Nanogold with a fluorescent label in one-and-the-
same preparation provides the fascinating new possibility of subsequently using fluores-
cence microscopy and transmitted light microscopy [61–64, 75]. Very recent experiments
(D. Schwertner and G. W. Hacker, unpublished results) have shown fascinating new pos-
sibilities when applying gold-silver techniques for three-dimensional full-color computer
light microscopy; for example, when using desmin-antibodies, the hexamer structure
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can be readily experienced at the LM level. For uses at the EM level (not within the scope
of this chapter), the reader is referred to a few key articles in the literature (see Refs. [53,
54, 72, 75–81]).

Nanogold-silver staining has been used with conventional enzyme IHC for double-
staining experiments. In one study, m4R and ChAT or -opiate receptors were localized
for EM with silver-enhanced Nanogold-labeled secondary antibodies and peroxidase-
DAB respectively in rat brain sections [82]; in another example, cytokeratin-19 and g-tubu-
lin were “simultaneously” localized at the EM level in CACO-2 cells. Both primary anti-
bodies (mAb anti-CK19 and rabbit anti-g-tubulin) were added together. To avoid interac-
tions between the peroxidase and the silver enhancer of Nanogold, the Nanogold-silver en-
hancement procedure was completed first; the cells were then incubated with Fab anti-
rabbit IgG-peroxidase followed by diaminobenzidine development [83].

23.6
Detection of Nucleic Acid Sequences

A number of protocols using colloidal gold with silver enhancement for nucleic acid se-
quence detection were described during the 1980s [84-87] but have not been widely
adopted. ISH staining results at that time were often better when a peroxidase-based sys-
tem was used, but with the introduction of gold cluster labels this situation has slowly
changed. The nearly pH-neutral behavior of Nanogold also allowed a greatly improved ap-
plicability to the detection of gene sequences by ISH : Nucleic acid sequences present only
in minute amounts could be readily demonstrated using a simple, two-step indirect ISH
technique (Figure 23.5) [88].
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Figure 23.5 Single spots of human
papillomavirus (HPV) 16/18 in cervical
carcinoma cell nuclei. Tyramide signal-
amplified streptavidin–Nanogold in-
situ hybridization, intensified with
GoldEnhance�. It is very likely that the
black intranuclear spots are single co-
pies of HPV-16/18-DNA. SiHa cell
culture sections, stained in parallel,
known for their content of only one to
two copies of HPV-16-DNA per nuclei,
showed comparable staining. Undif-
ferentiated cervical squamous cell
carcinomas usually contain only very
few or only one HPV-DNA-copy inte-

grated in the host cell genome. Other staining methods performed on serial sections of the one shown
here, including peroxidase-based or colloidal-gold-based in-situ hybridization, did not give reproducible
positive results on this particular paraffin block, whereas the use of biotinylated tyramides (TSA, tyramide
signal-amplification; PerkinElmer; CSA, catalyzed signal amplification; DakoCytomation) in combination
with streptavidin–Nanogold yielded reproducible and distinctly recognizable staining in nearly all
epithelial carcinoma cells of this case. High-power photomicrograph (objective magnification �100), HE
counterstained, formalin-fixed 5 mm-thick paraffin section.



Applications of gold and silver for in-situ polymerase chain reaction (IS-PCR) have also
been described [89–91], and in this still-emerging field numerous advantages of this
highly sensitive detection method are clear [88, 92–94]. Due not only to the occasionally
relatively low reproducibility and major specificity problems encountered with IS-PCR,
but also to the relatively higher costs, the authors have during more recent years placed
higher emphasis of label amplification techniques, rather than target (DNA/RNA) ampli-
fication. Another application of gold-silver for super-sensitive RNA-detection which is still
awaiting broader investigation is that of in-situ self-sustained sequence replication-based
amplification (3SR) [95].

The introduction of catalyzed reporter deposition (CARD), now commercially termed
“tyramide-signal-amplification” (TSA; PerkinElmer Life Sciences) or “catalyzed signal
amplification” (CSA; DakoCytomation, Glostrup, Denmark, and Carpinteria, CA, USA)
[96, 97], for the first time allowed the detection of single molecules of gene sequences
in the light microscope by using a relatively straightforward ISH and applying the Nano-
gold technique [56, 57, 98–104]. Today, the TSA protocol can be carried out fully automa-
tically [105, 106]. A bright-field (LM) method, GOLDFISH (gold-facilitated in-situ hybridi-
zation) has been developed for the detection of Her-2/neu gene amplification in paraffin-
embedded sections of invasive ductal carcinoma [107], and showed both high reproduci-
bility and excellent concordance with fluorescence in-situ hybridization (FISH) methods
[108] (Figure 23.6).

23.7
Applications for Microscopical Detection of Nucleic Acids

For ISH, a large spectrum of uses is applicable. The in-situ detection of specific DNA- or
RNA-sequences with molecular sensitivity gives rise to the bulk of routine uses for diag-
nostic pathology, for example, in the detection of tumor-associated viruses or of tumor
suppressor genes. Gold-silver-based ISH is also a very elegant way to demonstrate cancer
gene amplification by LM, with numerous advantages when compared to FISH, for exam-
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Figure 23.6 (A) Final configuration for GOLDFISH
in-situ hybridization assay. (B) A non-neoplastic
duct displaying normal endogenous (nonamplified)
HER-2/neu gene copy (left) is surrounded by infil-

trating duct carcinoma demonstrating HER-2/neu
gene amplification (right). GOLDFISH with nuclear
fast red counterstains; original magnification,
�400. (From Ref. [107].)



ple, the direct applicability of automated computer-based image analysis in permanent
preparations without the need for special equipment. The GOLDFISH method yields a
dense, punctate staining pattern, which readily allows visualization of the underlying ul-
trastructure; this is important for a complete diagnosis. It also allows the use of other
stains. In transmission LM, conventional histochemical counterstains can be used (e. g.,
HE); although counterstains such as pontamine sky blue may also be used with FISH,
they do not provide as useful an interpretation as HE or Nuclear Fast Red counterstains.
In LM or transmission EM, Nanogold-silver/gold ISH or ICC may be combined with a
chromogenic second specific target stain, such as peroxidase-DAB-H2O2, to detect anti-
gens or other nucleic acid sequences on the same section; this is most effective if the en-
zymatic chromogen is sufficiently different in color. With LM, in addition, a light nuclear
counterstain such as hematoxylin may be applied, whilst with the TEM a light conven-
tional contrasting stain should be used. This is more convenient for the practicing pathol-
ogist as it uses the standard bright-field light microscope rather than requiring expensive
or less-accessible fluorescence optics. Furthermore, the interpretation is simpler because it
is based on the overall pattern rather than requiring spot counting [107].

23.8
Technical Guidelines and Laboratory Protocols

Most recently, a book was published which was dedicated solely to gold and silver staining
techniques [53] wherein a state-of-the-art review and exact technical guidelines on the
most promising molecular morphological technologies related to gold labels and autome-
tallography is provided. Constantly updated staining protocols are available on the inter-
net, under the web address http ://www.frontierquestions.com/labprotocols.htm

23.9
Gold Derivatives of Other Biomolecules

As gold nanoparticles can be covalently attached to antibodies, it is likely that they could
also be attached to other biomolecules such as proteins, peptides, drugs, viruses, carbohy-
drates, lipids, and nucleic acids. The introduction of chemically selective reactivity has en-
abled conjugation of metal particle labels to almost any biological molecule containing an
appropriate reactive group, in a similar manner to the conjugation of fluorescent labels. In
practice, the relatively larger size of the gold particle compared with many biomolecules of
interest means that conjugation should be approached with consideration of how the
properties and biological activity of the conjugate might be modified by the attached
gold particle. This is particularly appropriate with small molecules in which the gold
can perturb binding. For example, while undecagold-conjugated phalloidin can be used
to map the topography of actin filaments [109], a phalloidin conjugate prepared with
the larger Nanogold was reported not to show comparable activity [110].
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23.9.1
Protein Labeling

Because gold cluster labeling proceeds through specific chemical reactions, it is selective
towards specific groups in the conjugated biomolecule. If the gold particle reacts with a
unique group in the biomolecule, the reaction is site-specific, and can be chosen so
that it does not interfere with biological function. As the reaction is no longer dependent
on the charge properties of the conjugate protein, many proteins that are not amenable to
conventional colloidal gold labeling may be conjugated with gold clusters.

This site-specificity implies higher resolution when the bound probe is microscopically
localized. This in turn enables a higher level of resolution in EM studies; while colloidal
gold labeling might typically localize targets within tissues, site-specific Nanogold labeling
can be used to localize specific functional elements at the macromolecular level, enabling
the localization or differentiation of different binding sites within multi-subunit protein
complexes, structures, or organelles. Examples include the determination of the quatern-
ary structure of the insulin-insulin receptor by cryoelectron microscopy using insulin la-
beled with Mono-Sulfo-NHS-Nanogold [111, 112], and the use of Nanogold to localize the
two dimers of L7/L12 within the structure of the 70S ribosome. Protein L7/L12 was re-
duced with 1 % mercaptoethanol and labeled with Monomaleimido Nanogold; two recon-
stitution approaches, together with cryoelectron microscopy and single particle recon-
struction, were used to determine the structure [113].

Subtle changes in binding can be differentiated by gold labeling and modifications in
the complex assembly and binding procedures. In a recent example, undecagold was
used to localize the site of microtubule-associated protein 2 (MAP2) and tau protein bind-
ing on the surface of pre-assembled microtubule protofilaments; Cryo-EM and helical
image analysis showed that both the IR and MAP2 elements lie along the exterior ridges
of microtubules [114]. In a subsequent study, tau protein, labeled with Nanogold at a re-
peat motif in the microtubule-binding domain, was used to study tau binding during mi-
crotubule assembly. Three-dimensional electron cryomicroscopy indicated that a repeat
motif occupies a similar site to taxol on the inner surface of the microtubules, supporting
the conclusion that one of the tau repeat loops is the natural substrate that occupies the
taxol-binding pocket in beta-tubulin [115]. The reactivity of the gold labeling reagent may
be used to localize a target chemical group. Monomaleimido Nanogold has been used to
localize and quantitate interprotamine disulfide bonds during spermiogenesis : the disap-
pearance of Nanogold labeling was an indicator of the formation of disulfide bonds by cy-
steine residues [116]. Nanogold may be prepared in a positively or negatively ionizing
form by incorporation of synthetically modified ligands, bearing aliphatic amines or car-
boxyls respectively, into its surface; the resulting charge can provide a method for labeling.
Prescianotto-Baschong and co-workers have used positively charged Nanogold to label
elements of the yeast endocytic pathway [117, 118]. Negatively charged Nanogold was
used to map the distribution of electrical charges over the surface of Plasmodium falci-
parum merozoites and erythrocytes. Atomic force microscopy with surface potential spec-
troscopy were used to map the surface charge directly; this was followed up by incubation
with negatively charged Nanogold, silver enhancement and gold toning, localized with
TEM [119].
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The extreme insolubility of the aberrantly folded isoform (PrPSc) of the prion protein
(PrP) responsible for Creutzfeldt–Jakob disease (CJD), bovine spongiform encephalopathy
(BSE) and other spongiform encephalopathies has prevented structural determination by
X-ray diffraction or nuclear magnetic resonance (NMR) imaging. However, 2-D electron
crystallography and Nanogold labeling of two truncated but still infectious variants, N-
terminally truncated PrPSc (PrP 27-30) and a miniprion (PrPSc106), yielded sufficient
structural information to construct models for the PrPSc structure. N-linked sugars
were oxidized with periodate, then selectively labeled using Monoamino Nanogold. Nega-
tive-stain EM and image processing allowed the extraction of limited structural informa-
tion to 7 Å resolution. The dimensions of the monomer and the locations of the deleted
segment and sugars, used as constraints in the construction of models for PrPSc, were
satisfied only by structures featuring parallel beta-helices as the key element – a signifi-
cant finding that will help derive an understanding of prion propagation and the process
of neurodegeneration associated with these prion diseases [120].

23.9.2
Gold Cluster-labeled Peptides

Conjugation of gold cluster labels to peptides has been described by a number of research-
ers, and these findings have been reviewed previously [10]. Two groups have used Nano-
gold to label antibody Fv fragments, thus generating a probe smaller than a Fab� fragment
that, as the gold particle is linked at a site where it does not affect binding, retains the
immunoreactivity of the native antibody [121, 122]. Segond von Banchet has conjugated
Nanogold to the undecapeptide Substance P [123], and the tetradecapeptide somatostatin
[124] – the same peptide earlier conjugated with colloidal gold [5–7] – and used the labeled
peptides to localize substance P binding sites and somatostatin receptors in the rat spinal
cord. The larger peptide calmodulin, a 17 kDa protein that regulates the calcium release
channel (ryanodine receptor) in the sarcoplasmic reticulum of skeletal and cardiac mus-
cle, has been labeled with Nanogold at a cysteine residue (Cys27) and used as a high-re-
solution probe to directly visualize the binding and control site of calmodulin on isolated
single molecules of the calcium release channel cryoembedded in amorphous ice [125].
More recently, Nanogold-labeled calmodulins have been used, exchanged for delta, to
enable the localization of the delta subunit within the bridged, bilobal phosphorylase b
kinase holoenzyme complex by scanning TEM [126].

23.9.3
Gold Cluster Conjugates of Other Small Molecules

Even small molecules, appropriately functionalized, may be labeled with gold clusters.
The use of undecagold-conjugated phalloidin to map the topography of actin filaments
by STEM has been mentioned previously; the phalloidin was synthetically modified to in-
corporate an aliphatic amino-group, which was then reacted with bis-(4-nitrophenyl) adi-
pate followed by amino- undecagold [109]. In addition, a snake venom toxin, toxin-a from
Naja nigricollis, has been derivatized with maleimido-undecagold to produce a small probe
with a high affinity for the cholinergic binding site of the Torpedo marmorata nicotinic re-
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ceptor [127]; the use of small molecule probes such as these may enable further improve-
ments in the resolution achievable in EM labeling.

23.9.4
Gold–Lipids : Metallosomes

Fatty acids or phospholipids that bear an appropriate chemical group may also be conju-
gated with gold nanoparticles. Two such Nanogold conjugates, palmitoyl Nanogold and
diphosphatidyl ethanolamino- (DPPE) Nanogold, are shown in Figure 23.7. Lipids in
aqueous solutions form emulsions similar to mayonnaise. These possess the ability to
self-organize to give a wide variety of nanoscale structures and morphologies with poten-
tially useful applications : upon sonication, lipids form micelles, hollow liposome vesicles,
multilayer liposomes, sheets and tubes depending on the phase state.

Lipid–gold conjugates have applications both as probes for the microscopic localization
and tracking of liposomes, and as components for the templated assembly of supramole-
cular arrays of gold particles with a rich variety of morphologies. Liposomes are used to
encapsulate drugs : they both keep the drug separate from metabolic activity, and deliver
it to the target cells. These gold–lipid conjugates have been incorporated into antifungal
drug liposomes to aid in visualization of the delivery process [128], and also to demon-
strate the targeting of cationic liposomes to endothelial cells in tumors and chronic in-
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Figure 23.7 Gold-lipid diagram show-
ing the chemical structures of two
major lipid classes covalently bound to
gold clusters. The top diagram shows
the C15 palmitoyl fatty acid–gold con-
jugate; the bottom diagram shows the
phospholipid dipalmitoyl phosphatidy-
lethanolamine–gold conjugate.

Figure 23.8 Metallosomes. These liposomes composed of 100 % gold-
conjugated phospholipids (as shown in Figure 23.7) were formed by
dissolving the gold-lipid in chloroform :methanol, evaporating the sol-
vent, adding water, and sonicating. They were then placed on a carbon-
coated grid and observed by STEM. Full width 90 nm. (From Ref. [131].)



flammation [129]. Sonication of gold–lipids in aqueous solution leads to formation of
gold–liposomes, which have been named “metallosomes” [130, 131] (Figure 23.8). Inter-
estingly, each lipid molecule has one 1.4-nm Nanogold cluster attached, such that a single
lipid molecule is then visualized. Lipids also form a monolayer when placed at an air–
water interface, and this can be picked up on an electron microscope grid and viewed
by EM (Figure 23.9).

23.10
Larger Covalent Particle Labels

Research is also being directed towards the bioconjugate chemistry of larger gold particles,
functionalized in a similar manner to Nanogold, by synthetic modification of small or-
ganic molecules coordinated to the gold surface. A preliminary report has described the
preparation and use of a covalent 10 nm gold–Fab� conjugate for blotting and immunoe-
lectron microscopy (Figure 23.10) [17]. Fundamental changes are observed in the chemical
and electronic properties of gold particles from the small gold clusters such as undecagold
and Nanogold to even slightly larger gold nanoparticles 3 and 5 nm in diameter, and this
has important implications for the roles that these particles might serve in nanobiotech-
nology applications. Gold particles with controlled cross-linking functionality, in a range
of precisely defined sizes with a variety of properties, would be a valuable component
of this developing field.
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Figure 23.9 Gold–lipid monolayer. DPPE-Nanogold was dissolved in
chloroform :methanol and applied to a water surface. After the volatile
solvent had evaporated, a monolayer of lipid–gold particles formed,
which was picked up on a carbon-coated electron microscope grid.
Imaging was performed in the Brookhaven high-resolution STEM.
Bright dots are the 1.4 nm-diameter Nanogold clusters. Full width
65 nm. (From Ref. [131].)

Figure 23.10 Electron micrographs
of G. americanus spores incubated
with monoclonal anti-PTP 43 GA
primary antibody with (A) 12 nm
colloidal gold anti-mouse secondary
(Jackson), and (B) 10 nm covalent
gold-Fab� anti-mouse. Polar tube la-
beling shown by arrows (scale bar =
0.5 mm). (C) Immunoblot of 10 nm
colloidal gold-IgG (left) and 10 nm
covalent gold-Fab� (right) anti-mouse
conjugate against serial dilutions of
mouse IgG spotted onto nitrocellu-
lose membrane, with key showing
the amounts of mouse IgG in each
spot for the corresponding divisions
of the blots [17].



23.11
Gold Targeted to His Tags

A popular molecular biology technique is to transfect a cell so that an engineered DNA is
incorporated and the new protein expressed. Frequently, overexpression is an objective, so
that the new protein can be produced in quantity. Purification of the protein from the
other cell materials is then a challenge. It was discovered that histidine residues have
an affinity for metals, and by coding a sequence of six histidines (usually at the amino
or carboxyl end of the protein), the whole cell contents could be poured over a metal-func-
tionalized column, and only the his-tagged protein would bind. The bound protein can
then be eluted under more stringent conditions to yield highly purified bulk protein in
one step. Although other chelators and metals are sometimes used [132], the optimum
chromatography media was one derivatized with the nitrilotriacetic acid group (NTA)
[133] : this binds a hexacoordinate nickel(II) atom in a configuration that leaves two adja-
cent coordination sites unoccupied (Figure 23.11), creating a binding site with a strong,
selective affinity towards polyhistidine. Dissociation constants for NTA-Ni(II) binding to
polyhistidine are thought to be about 10–7 M [134, 135]. This rivals that of antibodies,
and means that NTA-Ni(II) functionalized gold nanoparticles may be used as probes to
localize polyhistidine-tagged targets. Because they are much smaller than antibody conju-
gates, NTA-Ni(II) derivatives may be better able to penetrate and access sterically hindered
targets, and form more closely spaced supramolecular structures such as nanowires.

For biomolecular labeling of His-tagged proteins (one containing the 6�His tag), the
Ni-NTA group was incorporated synthetically into the organic shell of a gold particle
[136] (Figure 23.12). The nickel(II)-charged derivative has been used to quantitatively
label the three 6�His-tagged subunits of the 64-kDa adenovirus A12 knob protein for
STEM observation [136, 137] (Figure 23.13), and also to label N-terminal 6�His-tagged
PsbH protein which was then located within the Photosystem II multisubunit complex
by EM and image analysis [138].
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Figure 23.11 Diagram showing the chemical details
of a nickel column. The nitrilotriacetic acid (NTA)
group is covalently bound to column beads and che-
lates a nickel atom. Two coordination sites are avail-
able for bonding with two protein histidine residues.



23.12
Enzyme Metallography

Enzymes play a variety of roles in the sequestration, transport, and metabolic activity of
metals within organisms. Some bacterial cells accumulate magnetic particles that allow
them to navigate without a global positioning system (GPS), and some cells perform
metal pumping and sequestration, for growth in toxic environments. In similar manner,
our bodies store iron in ferritin, which consists of a protein shell with portals whereby
about 5000 iron atoms can enter and be stored in an insoluble Fe(III) oxidation state.
An interesting recent discovery was that enzymes can be controlled to deposit metal in
the zero oxidation state [139]. The beauty of enzyme reactions is that the enzymes are cat-

368 23 Nanoparticle Molecular Labels

Figure 23.12 Schematic diagram of a gold clus-
ter, undecagold, covalently coupled to the nitrilo-
triacetic acid (NTA) group, which chelates one
nickel atom.

Figure 23.13 Knob protein from
adenovirus 12 cloned with 6�-His
tag, labeled with Ni-NTA-Nanogold,
column purified from excess gold,
and viewed in the Brookhaven STEM
unstained; 128 nm full width.



alysts, and can cycle a very large number of times. If such an enzyme is targeted to a gene
or antigen, it can then be used to locally deposit metal in the nanoscale range (Figure
23.14). If the enzyme is kept supplied with metal ion substrate, then macroscopic deposits
will result, making sensitive detection possible even when using all methods that might
be used to detect and localize metal deposits, including light scattering, reflectance, SERS,
absorption, density, and conductivity.

23.13
Gold Cluster Nanocrystals

Gold cluster compounds may be prepared with sufficient monodispersity that they can
deposit to form highly ordered 2-D arrays, or “nanocrystals”. The self-assembly of larger
colloidal gold particles has been documented [140], but we have observed similar behavior
in a gold cluster, similar to Nanogold but slightly larger, known as “Greengold” [141].
Greengold is a highly regular compound, thought to contain 73–75 gold atoms based
on MALDI mass spectroscopy data. Upon standing, it can form small microcrystals
(found by STEM to be usually 2-D planar sheets), but occasionally it may form thin 3-
D crystals. The center-to-center spacing between gold clusters is 2.6 nm, which is consis-
tent with a gold core about 1.4 nm in diameter and an organic ligand shell of 0.6 nm
thickness [142].

23.14
Gold Cluster–Oligonucleotide Conjugates : Nanotechnology Applications

The use of the supramolecular organizing properties of biomolecules to arrange metal na-
noparticles into extended arrays offers one of the most promising approaches to develop-
ing their nanotechnology applications. In this respect, nucleic acids occupy a unique place
in nanobiotechnology. The vast number of unique combinations available for their hybri-
dization allows the “programming” of many simultaneous, unique interactions, which
can be used to assemble complex structures, or even carry out complex processes such
as DNA computing. Combined with the variety of physical, optical and electronic proper-
ties imparted by metal nanoparticles, this promises to give rise to a highly diverse set of
nanotechnological applications for metal nanoparticle–nucleic acid conjugates.
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Figure 23.14 Enzyme metallography
diagram showing the reduction of
silver ions in solution by the biologi-
cal enzyme horseradish peroxidase
(HRP), producing a local deposit of
silver metal.



23.14.1
DNA Nanowires

DNA has some interesting properties for use in wiring nanocircuitry. It is tiny in width
(2 nm), flexible, and may be easily synthesized in well-defined lengths. With other poly-
mers, the lengths are difficult to control, whereas with DNA each base is programmed so
that exact lengths can be mass-produced. The ends may be synthesized with unique nu-
cleotide sequences that will bind to (hybridize) with a complementary sequence target.
This means that the ends of such a DNA nanowire will self-assemble and connect to com-
plementary target pads, even in three dimensions (Figure 23.15). Current computers rely
on lithography and use wiring that is �0.3 mm, so DNA would be a factor of 150 times
smaller. Packing density in two dimensions could then be increased by 1502 = 22 500,
or in three dimensions by 3 375 000. While this is optimistic, even several orders of mag-
nitude improvement would be significant.

A number of methods are available for attaching metal nanoparticles to DNA, including
covalent attachment to specific bases [143, 144], photoreaction, intercalation, and charge
binding. One method we have used is shown in Figure 23.15, which shows a positively
charged Nanogold cluster bound to the negatively charged DNA [145]. The average spac-
ing of gold quantum dots is �2 nm. Although conduction can occur through tunneling or
electron hopping, the dots may be processed by autometallography, using them as nuclei
to deposit additional metal, growing them to confluence if desired to make a continuous
wire.

23.14.2
3-D Nanostructured Mineralized Biomaterials

The assembly of complementary oligonucleotides with multiple hybridization sites into
complex, 3-D structures with multiple unique sites and potential functionalities was
first pursued by Mirkin, who used thiolated oligonucleotides coordinated directly to unsta-
bilized colloidal gold particles to construct large oligomers containing semi-regular arrays
of 13-nm gold particles [146]. The optical properties of the gold particles were quickly ap-
plied in a method for detecting DNA hybridization, using the color change that occurred
when labeled strands hybridized and brought the gold particles into proximity [16, 147].
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Figure 23.15 1.4 nm Nanogold clusters (bright spots) bound to dou-
ble-stranded bacteriophage T7 DNA (rope-like strands). Dark field,
unstained STEM image on a thin carbon substrate. Full width 128 nm
[145].



Further developments and applications of this technology are described in other chapters
of this book; here, we will limit our discussion to the use of gold cluster labels.

The chemical selectivity of covalent gold cluster labeling affords an additional dimen-
sion in the design of hybrid DNA–metal nanoparticle materials, by letting the researcher
choose a reaction to attach the gold particles directly at any suitably modified point within
the structure. Programmed self-assembly of Nanogold-labeled oligonucleotides has been
demonstrated by Liu and co-workers, who used Mono-Sulfo-NHS-Nanogold to label nano-
tube-forming oligonucleotides before assembly [148]. Kiehl and co-workers recently as-
sembled metallic nanoparticle arrays using DNA crystals, labeled site-specifically with Na-
nogold, as a programmable molecular scaffolding [149]. 2D DNA crystals as a scaffolding
potentially offers fundamental advantages over other self-assembly approaches for the pre-
cision, rigidity, and programmability of the assembled nanostructures, and this represents
a critical step toward the realization of DNA nanotechnology and its nanoelectronic appli-
cations. 2-D arrays were constructed by tiling together rigid DNA motifs composed of
double-crossover (DX) molecules containing DNA hairpins. The nanoparticles formed
precisely integrated components, covalently bonded to the DNA scaffolding. STEM
showed that the gold particles formed 2-D arrays with interparticle spacings of 4 and
64 nm (Figure 23.16). DNA–Nanogold conjugates were prepared from 5�-thiol-modified
C6 oligonucleotides, which were reacted with Monomaleimido Nanogold. DNA :Nanogold
labeling stoichiometry of the purified conjugate was estimated spectroscopically to be very
close to the desired 1 :1 product.

Another important development is the use of autometallography to further modify such
materials after assembly, and introduce new and useful functionality. This has been pos-
tulated as a method for forming metallic nanowires [145] and nanospheres or other struc-
tures [131] using gold-decorated DNA and liposomes respectively. Mirkin and co-workers
have reported the fabrication of a conductimetric biosensor based on these processes. The
device comprises lithographically prepared microelectrode pairs (separation 20 mm), a
shorter “capture” oligonucleotide strand located in the gap between them, and a longer
“target” oligonucleotide in solution. The target oligonucleotide has contiguous recognition
elements complementary to the capture strand on one end and on the other to oligonu-
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Figure 23.16 Dark field unstained
STEM image of a DNA crystal incor-
porating the DNA–Au conjugate,
showing 64 and 4 nm interparticle
spacings [149].



cleotides attached to gold nanoparticles : upon immersion of the electrode pair device in a
solution containing the appropriate probe and target, gold nanoparticle probes fill the gap,
and when these are silver-enhanced, the gap becomes conductive [150].

23.14.3
Gold-quenched Molecular Beacons

Gold particles absorb strongly in the visible spectrum, and hence, when brought within
Förster distance, are effective quenchers of fluorescent groups by energy transfer [60,
151]. This property has been explored for molecular beacons, a novel class of DNA hybri-
dization probes comprising hairpin loops of DNA with a fluorescent group at one end and
a quencher at the other. When they bind to their target, they open, the fluorophore and
the quencher move apart, and fluorescent signal appears. These probes have an important
advantage over conventional probes in that the presence of unbound probe does not gen-
erate background signal; therefore unbound probe need no longer be removed. This
makes beacons useful for homogeneous real-time PCR detection, and may also enable
monitoring of processes within living cells or tissues using microprobes equipped with
immobilized beacon biosensors. The critical quantity in determining the utility of a
quencher is the “signal-to-noise ratio” : this is the ratio of the fluorescence intensity
when the beacon is in the open configuration (i. e., hybridized to target) to the fluores-
cence intensity when it is closed. Molecular beacons are conventionally prepared with
the organic quencher, 4-((4� -(dimethylamino)phenyl)azo)benzoic acid (DABCYL), which
can give signal-to-noise ratios of up to 100; however, when Nanogold was used instead,
the signal-to-noise ratio was significantly increased, in one case to more than 2000
using a Nanogold-quenched rhodamine 6G probe. This improved level of sensitivity easily
permitted the detection of single mismatches. Probes were prepared by the conjugation of
Monomaleimido Nanogold to a 5�-thiol-functionalized probe that had previously been la-
beled at the 3� end with the fluorophore [152].

Consideration of the other mechanisms by which quenching might proceed suggests
that higher levels of quenching are possible than those suggested by Förster energy trans-
fer alone. Dulkeith and co-workers investigated the effect on radiative and nonradiative
fluorescence lifetimes for systems in which fluorophores were linked to metal nanoparti-
cles of varying sizes from 1 to 30 nm. They found both an increase in the radiative life-
time, and a decrease in the nonradiative lifetime, both of which contribute to quenching;
this implies that fluorescence quenching by attached gold particles is greater than pre-
dicted by Förster theory. With a gold-fluorophore separation of 1 nm, about 99.8 %
quenching was found, even with 1-nm particles [153].

23.15
Other Metal Cluster Labels

Other metals besides gold can form cross-linkable nanoparticles of a suitable size for bio-
molecular labeling. The use of different metals offers potential methods for discriminat-
ing between different sites spectromicroscopically. Moreover, since different metals pos-
sess different chemical and electronic properties, this provides a method for introducing
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a choice of different functional properties. By imparting multiple functionalities to such a
conjugate, the use of different metal particles may provide an approach to developing a
molecular assembly capable of carrying out a multi-step or complex process.

23.15.1
Platinum and Palladium

Large, ligand-stabilized cluster compounds of platinum [154] and palladium [155, 156]
have been described. Originally, these were prepared by addition of molecular hydrogen
to solutions of platinum or palladium chloride in acetic acid in the presence of 1, 10-phe-
nanthrolines; this is a modification of a well-established method for the preparation of fi-
nely divided platinum and palladium for catalytic use, in which the ligands are used to
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Figure 23.17 (A) Substituted 1, 10-
phenanthroline ligands used for the
preparation of water-soluble, cross-
linkable large platinum clusters. (B)
STEM micrographs of platinum clus-
ter–IgG conjugate (upper) and plati-
num cluster–Fab� conjugate (lower)
showing cluster conjugation localized
to hinge region (full width 256 nm).
(C) Transmission electron micro-
graphs of labeled HeLa cells stained
with monoclonal primary antibody
against SC35 pre-mRNA splicing fac-
tor (1 :30 dilution), followed by sec-
ondary platinum cluster-labeled Fab�
goat anti-mouse secondary (1 :20 di-
lution), then stained with 0.5 % uranyl
acetate (original magnification
�35 000; inset, �140 000). The
staining pattern is consistent with
distribution of SC35 found in pre-
vious immunofluorescence and im-
munogold studies [158].



trap smaller intermediates [157]. This reaction was adapted to prepare platinum clusters
for biological labeling by using modified 1, 10-phenanthroline ligands to impart water-so-
lubility and cross-linking functionality to the clusters; cluster formation was carried out by
reducing platinum(II) acetate in ethanol with sodium borohydride. Platinum clusters 0.8
to 2.0 nm in size (mean size close to 1.6 nm) and functionalized with amines were iso-
lated by gel filtration chromatography. Maleimide derivatives were then conjugated selec-
tively to IgG molecules and Fab� fragments at a hinge thiol site in the same manner as the
gold clusters. Fab� secondary antibodies labeled with these platinum clusters were used to
label the SC35 pre-mRNA splicing site in HeLa cells (Figure 23.17) [158]. While size var-
iation in these preliminary preparations was more than that found with similarly sized
gold clusters, the use of two different metals may offer methods both to differentiate
sites spectromicroscopically, and to incorporate differing functionalities or properties at
different sites within a biological nanostructure.

23.15.2
Tungstates

Tungstates possess very different chemical and electronic properties to gold clusters, in-
cluding catalytic and oxidative activity, and can be prepared in a number of different
sizes [159]. Since tungsten is also a heavy atom, these clusters exhibit high density in
the electron microscope, which gives them potential applications as biomolecule labels
for EM. Unlike the similarly sized undecagold cluster, they suffer virtually no beam da-
mage in the electron microscope, as measured by beam loss. Although, like undecagold,
these are too small for routine use in a standard TEM, they are therefore potentially useful
biomolecule labels for higher resolution methods such as STEM, or with image analysis.

Replacement of one of the tungsten atoms with titanium, tin, or, silicon creates a un-
ique site for the incorporation of selective reactivity towards biomolecules. Keana and
co-workers modified Dawson- ([W18PO62]

6-) type polytungstates by incorporating a cyclo-
pentadienyl-titanium entity in which the cyclopentadienyl moiety had been previously
functionalized with 1, 3-diene; after incorporation, this was converted to maleimide, bro-
moacetamide, and biotin derivatives. A benzaldehyde derivative was also prepared using a
second modified cyclopentadienyl compound, and reacted smoothly with N6-[(amino-
hexyl)-carbamoyl] methyladenosine 5�-triphosphate to give an ATP derivative [160–162].
Keggin- ([W12PO40]

3–) polytungstates were functionalized using the same chemistry to
give undecatungstate clusters [RC5H4TiPW11O39]

4– [161, 162]. These compounds were pre-
pared as organic-soluble tetraalkylammonium salts, which were converted to water-soluble
potassium analogs by ion-exchange chromatography. They proved chemically stable in the
electron beam. Although the Keggin-type compounds were not expected to be stable above
pH 7, a larger Dawson-type derivative was found by NMR to be stable up to pH 8.2 [162].
The use of these compounds as biological labels is limited by their anionic charge, which
results in precipitation with cationic biomolecules; however, a salt prepared using a novel
tetraalkylammonium cation bearing oxygenated (ether and ester-containing) substituents
was found to prevent precipitation with the basic proteins lysozyme, poly-l-lysine and con-
canavalin A, raising the possibility that these compounds may be used for staining catio-
nic proteins [163].
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An alternative route to incorporating selective reactivity into the Keggin-type tungstates
is replacement of a tungsten atom by an alkylsilicon derivative. Treatment of the organic-
soluble “defect” tungstate salt, {[nBu4N]+}7[W11PO39]

7– with Cl3Si(CH2)3Br in acetonitrile,
followed by NaSSO2CH3, yielded the thiolsulfonate derivative [W11PO39Si(CH2)3

SSO2CH3]
4, which selectively reacts with thiols and therefore may be used to label thiol

sites such as cysteine residues. Reaction of {[nBu4N]+}7[W11PO39]
7– with Cl3Si(CH2)2

(C6H4)SO2Cl yielded the amine- and thiol- reactive sulfonate, [W11PO39Si(CH2)2(C6H4)
SO2Cl]4–. Both were effectively conjugated to BSA, and conjugation of the thiol-sulfonate
compound under conditions carefully controlled to exclude other labeling reactions re-
sulted in labeling of close to 70 % of the albumin molecules, consistent with the
known free thiol content of 0.7 per molecule [164]. In a second series of experiments,
the same Keggin-type tungstate was derivatized using an aliphatic organotin compound
with chain lengths C4, C8, C12, C18, and C22; the resulting alkylated clusters were effective
as membrane labels, inserting into synthetic phospholipid vesicles and human erythrocyte
cell membranes [165].

23.15.3
Iridium

Tetrairidium is a yet smaller heavy atom cluster label than undecagold, and this helps to
give it unprecedented resolution as a label. Although not usually resolved in a standard
TEM, it is clearly resolved by STEM, and has been used to measure the lengths of rigid
organic molecules using this technique [166]. A phosphine compound, modified with a
reactive aryl substituent that forms the terminal unit of the rigid organic molecule, was
treated with [Et4N]+[Ir4(CO)11I]

–; the phosphine selectively displaces the coordinated io-
dide, and the resulting metal-tagged phosphine was incorporated into the rigid organic
molecule. The separation of the two tetrairidium units was measured by STEM and
found to be consistent with the calculated length of the rigid molecule.

Heavy atom compounds are used in the crystallography of biological macromolecules,
as heavy atom derivatization reagents. When introduced at specific sites within the unit
cell in biomolecule crystals, they help to enable phasing of the diffraction data. For very
large molecules, supramolecular complexes, and organelles, small heavy atom clusters
may be required to achieve sufficient phasing power. Jahn used solubilizing tris (ami-
doalkyl) phosphines to prepare a water-soluble, singly amino-substituted tetrairidium
complex; following activation with a heterobifunctional cross-linker to prepare the malei-
mide, both this cluster and a similarly activated undecagold cluster were used to derivatize
crystallized ribosomes with heavy atoms to enable phasing during crystallographic struc-
ture determination [167].

Although it is generally not directly visualized with TEM, tetrairidium may be located
using image analysis. If it is used to label a specific site in a large, regular structure
such as a virus, averaging of the data by image analysis of many particles may be used
to obtain structural information at higher resolution than direct visualization; moreover,
because of its smaller size the tetrairidium particle offers higher resolution in this appli-
cation than the larger gold clusters. A water-soluble, maleimido tetrairidium cluster was
used to label the C-terminus of the hepatitis B viral capsid protein; the cluster was clearly
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Figure 23.18 Density maps of [Ir4]-labeled and un-
labeled HBV capsids. Top : T = 4 capsids of the
unlabeled Cp*150 construct (tetrairidium cluster
conjugated to cysteine appended at position 150)
and the control Cp*149 construct (unlabeled). The
small black arrowhead (middle panel, top row)
points to the organic cross-linker connecting the
[Ir4] cluster to the capsid protein. Bottom : A similar
comparison for the corresponding T = 3 capsids.

For each density map, isodensity renderings of the
outer and inner surfaces are shown, together with a
central section depicting local variations in density.
The capsids are viewed along a two-fold axis sym-
metry axis and are contoured to enclose 100 % of
expected mass. For both capsids, labels are visible
at the corresponding sites on their inner surfaces.
Scale bar = 50 (From Ref. [168].)



visible in 3-D electron density maps calculated from cryoelectron micrographs even at par-
tial occupancy, and remained visible down to 25 Å resolution. Furthermore, unlike the lar-
ger undecagold, the tetrairidium label was able to enter the assembled viral capsid and
label these sites on the inner surface (Figure 23.18) [168].
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24
Surface Biology : Analysis of Biomolecular Structure by Atomic Force
Microscopy and Molecular Pulling

Emin Oroudjev, Signe Danielsen, and Helen G. Hansma

24.1
Introduction

During the past decade, the atomic force microscope has been developed from an exotic
and sometimes home-made instrument into a relatively widespread surface-imaging and
probing instrument. Atomic force microscopy (AFM) and its related techniques have pro-
liferated successfully into many different fields, including biology. Today, the method is
used to obtain high-resolution static and dynamic images in investigations of the physical
and mechanical properties of biological macromolecules. As a result, the number of AFM-
related articles listed in PubMed has mushroomed such that the recommended number of
references for a minireview constitutes little more than 10 % of the total number referred
to in PubMed for a single year. This review will therefore, of necessity, neglect many ex-
cellent reports on the subject. Reviews published during the past year on AFM include
Refs. [1–12], but other recent reviews are available in Refs. [13–20].

The atomic force microscope and other scanning probe microscopes have been used to
pioneer a new field, that of surface biology. This is a logical advance in biological method-
ology, as we now know that cells are not simply bags of cytoplasm but are bounded by
surface-membranes which comprise incredible arrangements of macromolecular com-
plexes for signaling, communicating, and regulating cellular functions. Furthermore,
we now know that cells are filled with complex structures and membrane-bound orga-
nelles, such that most of life’s processes actually occur on the cell surfaces. This new biol-
ogy – surface biology – goes beyond the realms of test-tube biology which have been so
successful in our learning about ourselves. Research into surface biology is indeed per-
formed at surfaces which sometimes are physiologically relevant (e. g., lipid bilayers)
and sometimes are physiologically irrelevant (e. g., mica). Mica serves as a flat support
upon which biomaterials can be observed, either by direct imaging or by pulling or
through the use of other techniques to probe the properties of the biomaterials.

AFM is now typically used in conjunction with other techniques to probe biomaterials.
This is a continuation of the progression first noted in 1998, at which time a large propor-
tion of biological reports included the term ‘AFM’ in their title, to a present-day situation
where this is limited to 50 % or fewer cases [21]. Today, the use of AFM in conjunction
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with other techniques is a further indication of the technique having matured from a no-
velty to one which generates significant amounts of scientific material. Indeed, nowadays
AFM is used in conjunction with other analytical methods and with theoretical analyses
on a highly frequent basis.

24.2
Recent Results

Research investigations into many biological macromolecules, including those for DNA,
RNA, and proteins, as well as other biopolymers and their corresponding supramolecular
structures such as viruses, living cells and cell colonies, have all benefited from recent de-
velopments in the field of AFM.

24.2.1
DNA

DNA was one of the first biological objects to be visualized by AFM, and the imaging tech-
nique has been used not only for DNA mapping and sizing but and also examining the
structural changes induced by interactions with enzymes, DNA-binding proteins and con-
densing agents. By using AFM to image DNA–protein interactions, the location of pro-
tein-binding sites and the conformation of DNA at these sites have been identified. In
fact, in some cases it has been possible to determine the stoichiometry of these interac-
tions. For a recent review of AFM studies of DNA, see Ref. [18].

Detailed information can often be obtained about the conformations and organization
of DNA and RNA molecules, as well as the native and artificial nanostructures con-
structed from these nucleic acids. DNA sizing, fingerprinting and/or mapping can be per-
formed by imaging DNA restriction fragments and using automated software packages to
measure their lengths (e. g., Ref. [22]). Some other methods of mapping sequences on
large DNA molecules are based on the ability of these sequences to interact specifically
with complementary oligonucleotides or with certain proteins. The hybridization area be-
tween DNA and the probe will usually display an increased width and height, or some
other substructure resulting from DNA–probe interactions (loops, hairpins, kinks, etc.),
and these effects can be further enhanced by tagging the probe with nanoparticles
(gold nanospheres, biotin–avidin complex, etc). In one example of DNA mapping, a
300 nucleotide-long RNA probe was hybridized to double-stranded DNA (ds-DNA), where-
upon the site of hybridization had a distinctive appearance due to presence of the double-
stranded RNA–DNA hybrid and unpaired single-stranded DNA [23]. Triple-helix-forming
DNA oligonucleotides can also be used as probes in these experiments.

24.2.1.1 2.1.1 DNA Condensation
DNA condensation is another area of the DNA field where AFM plays a significant role.
(Figure 24.1). Nonviral methods of condensing long DNA molecules, to a size that is ap-
propriate for gene delivery into cells, are now becoming increasingly important as health
complications and even human deaths have been reported recently as a result of viral-
based gene therapy.
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Of special interest has been the use of polycations for the development of nonviral gene
delivery systems. One of the present authors (S. D.) has been using the linear polymer
chitosan, a polycation derived from the polysaccharide chitin. Chitosan has emerged as
a promising candidate for this purpose as it is nontoxic, biodegradable, and has been
shown to yield high transfection efficiency [24]. The ability of various chitosans to compact
DNA has been studied with AFM imaging (Danielsen and Stokke, in preparation), show-
ing that chitosan effectively compacts DNA into toroidal, rod-like, and globular structures.
This distribution of geometries was found to depend upon both the charge density and
the degree of polymerization (DP) of the chitosan, with the low-DP chitosans resulting
in less well-defined structures.

The AFM technique called chemical force microscopy was proposed to improve current
high-throughput DNA micro-array screening analyses. DNA arrays are imaged in friction
force mode with chemically modified probes that have complementary DNA probes at-
tached to the tip. Increases in friction forces are detected as the tip reaches spots on
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Figure 24.1 Sequence-dependent
DNA condensation [86] (A) Poly (dG-
dC)�(dC-dG) (GC-DNA) condenses in
1 mM NiCl2. Times in Ni(II), top to
bottom, = 5 sec, 1 min, 3–7 min, 2
months. (B) Poly (dA-dT)�(dT-dA)
(AT-DNA) barely condenses after
3–5 min, even in 6 mM NiCl2.
Images are 1 mm wide; DNA con-
centration = 2.5 ng mL–1 in (A) and
(B). (C) ds-DNA loops are typically
seen on bundles of condensed GC-
DNA : AFM image (left) and models
(below) for formation of loops on
bundles, progressing from stage 1 to
2 and 2�. (D) Electrostatic Zipper
theory [87] extended to condensation
of GC-DNA and AT-DNA in Ni(II).
Graphs show force per unit length
between parallel ds-DNA molecules
versus intermolecular separation, at
low ionic strength, as predicted by
Eq. 2 in [sitko. Upper graph is for
zero axial shift between parallel ds-
DNA molecules; lower graph is for
optimal axial shift, to maximize
electrostatic attraction between par-
allel ds-DNA molecules. Curves a
and a� correspond to AT-DNA, which
is in the B-DNA conformation in
Ni(II); curves b and b� correspond to
GC-DNA, which is in the Z-DNA conformation in Ni(II). Attraction (negative forces) at zero axial shift, as
in curve b, is indicative of DNA condensation.



the DNA array that contain DNA complementary to DNA on the tip. Enhanced sensitivity
and spatial resolution of this method relative to current micro-array technology may make
it possible to create significantly smaller and more densely packed micro-arrays or nano-
arrays of DNA.

By using AFM to pull on single DNA molecules, information about single molecular
mechanics and thermodynamics has been obtained. The forces required for DNA’s B-S
transition [25] and the attraction force between DNA molecules and cationic lipid bilayers
have been measured [26].

24.2.1.2 DNA Sequences Recognized by Mica
Some intrinsically curved DNA sequences contain phased A-tracts, such that half of each
helix turn has a run of As, paired with a run of Ts. Sequence-dependent DNA curvature
such as this is an important element in specific DNA–protein interactions.

A-rich intrinsically curved DNA sequences were joined in head-to-head and head-to-tail
palindromes to form ‘s’ or backwards ‘s’ conformations, depending on which side faced
upwards. When these DNAs were deposited onto mica, the T-rich side bound preferen-
tially to mica [27] – a finding which may have potential application(s) in the field of na-
nobiotechnology.

24.2.1.3 Drug-binding to Single ds-DNA Molecules
Molecular pulling may also become a valuable technique for monitoring the binding of
drugs to DNA, and preliminary results in this area have recently been published [28]. Re-
cently, a minor-groove binding drug (berenil), a cross-linking drug (cisplatin) and an inter-
calator (ethidium bromide) were each tested for their effects on the DNA pulling curves.
At high levels, all three drugs completely or mostly abolished the B-to-S transition, but
cisplatin also reduced the hysteresis between pulling and relaxing the DNA, even at
short incubation times [28].

24.2.2
Proteins

Proteins are the second largest class of biological macromolecules to have benefited from
developments in AFM methods [9]. Methods to image both separate protein molecules
and protein layers with different degree of organization have been developed, and these
utilize native or modified mica surfaces (see section 24.3.2). Isolated protein molecules,
when applied to a surface, often are too mobile and too soft to be imaged with resolution
sufficient for observing any submolecular features. Immunoglobulin G (IgG) and IgM are
examples of submolecular resolution in the AFM imaging of isolated protein molecules.
With IgG, the three-lobed shape (as identified by X-ray crystallography) was also observed
by Anafi using AFM (see Ref. [29]) and imaging in aqueous buffer (see Ref. [30]). New
information about IgM substructure was obtained by using cryo-AFM, which showed a
tendency for IgM molecules to adopt a compact conformation with a raised center [31].

On the other hand, proteins deposited as a densely packed layer often produce images
with very high resolution [32, 33]. Some such protein arrays occur naturally in specialized
membranes such as the bacteriorhodopsin-containing purple membranes. To create these
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layers with other types of proteins, the proteins are a deposited onto artificial lipid bilayers
[34], the latter being prepared by vesicle fusion onto mica or silicon surfaces or by using a
Langmuir trough. The lipid monolayer that faces mica or silicon is usually made from
phosphatidylcholine or related lipids. The opposite monolayer, which is used to bind
and/or incorporate macromolecules of interest, can be constructed from different lipids
that have the desired chemistry at their headgroups. Biological macromolecules (proteins
and DNA) adsorbed onto these membrane-like surfaces are typically imaged with a reso-
lution that is superior to that achieved on conventional surfaces such as native or modified
mica.

AFM can be used to study different protein functions. For example, it was used to mea-
sure DNase I, DNA polymerase and RNA polymerase enzymes kinetics on surface-bound
substrate (DNA) [35–37]. The dynamics of interactions between large and small subunits
GroE chaperonin protein from Escherichia coli were studied using AFM at the level of in-
dividual protein molecules [38].

24.2.2.1 Prion Proteins
AFM analysis of a yeast prion protein, combined with Fourier transform infrared (FTIR)
spectroscopy, indicates that fibrils can form from the prion protein in its native helical
conformation and do not contain the crossed-beta structures typical of amyloid fibrils [39].

39124.2 Recent Results

Figure 24.2 Atomic force microscopy
(AFM) and some of its uses for bio-
molecular imaging and probing. (A)
AFM schematic; see, for example, Ref.
[20] for details. (B) Molecular pulling,
or (Single Molecule) Force Spectro-
scopy is a method of obtaining infor-
mation about the mechanics and
folding of one or a few biomolecules.
It is also used to measure unbinding
forces and thermodynamic para-
meters of ligand–receptor interac-
tions. (C) Contact mode AFM tends
to deform, move or damage isolated
biomolecules. (D) Tapping mode AFM
reduces lateral forces on isolated
biomolecules. (E) Contact mode AFM
is often used for imaging biomolecu-
lar arrays, such as this “purple mem-
brane protein” array. Resolution is ty-
pically higher on closely packed arrays
of macromolecules than on isolated
macromolecules. There are at least
two explanations for this. First, the
packed macromolecules have less
freedom to move on the substrate.
Second, less of the tip interacts with the surface of the arrays; many tips have an asperity at the apex,
which can provide high-resolution imaging of relatively flat surfaces, such as those in protein arrays.
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Figure 24.3 Membrane protein arrays
[40, 41]. (A–C) Native eye disc mem-
brane from the rod outer segment of a
vertebrate retina, adsorbed on mica
[40]. (A) Deflection image, showing that
three different surface types are evi-
dent : 1, the cytoplasmic side of the
disc membrane; 2, lipid; and 3, mica. To
avoid the formation of opsin, the chro-
mophore-depleted form of rhodopsin,
membrane samples were never ex-
posed to light. After adsorption of os-
motically shocked disc membranes
onto mica, their topography was mea-
sured in buffer solution (20 mM Tris–
HCl (pH 7.8), 150 mM KCl and 25 mM
MgCl2). (B) Height image of the cyto-
plasmic surface of the disc membrane,
showing rows of rhodopsin dimers, as
well as individual dimers (inside
dashed ellipse), presumably broken
away from one of the rows. The rho-
dopsin molecules protrude from the
lipid bilayer by 1.4 
 0.2 nm (n = 111).
This topograph is shown in relief, tilted
by 5�. Vertical brightness range is
1.6 nm. (C) Angularly averaged powder-
diffraction pattern, showing peaks at
(8.4 nm)–1, (4.2 nm)–1 and (3.8 nm)–1.
(D–J) Purple membranes from Halo-
bacterium salinarum : imaging and ma-
nipulation of bacteriorhodopsin (BR)

molecules [41]. (D) Purple membrane patches (I) adsorbed onto freshly cleaved mica and imaged in
buffer solution (pH 7.8, 20 mM Tris-HCl, 300 mM KCl). In some areas, purple membrane patches overlap
with other membranes, forming double layers (II). (E) High-resolution image of the cytoplasmic purple
membrane surface showing BR trimers (outline) arranged into a hexagonal lattice. The topograph was
recorded at minimum force allowing the longest cytoplasmic loops of the individual BR molecules (loop
EF) to protrude fully from the membrane surface [88]. Individual defects show single or multiple BR
monomers missing. After imaging, the AFM tip was brought into contact to the membrane surface
(circle). This allowed the polypeptides of individual BR molecules to adsorb to the tip. During separation
of tip and sample, this molecular bridge was used to pull on the protein, and the force spectrum was
recorded. (F) Same purple membrane area imaged after the manipulation shows one individual BR
monomer missing (outline, now enclosing dimer instead of trimer). Vertical brightness range corresponds
to 50 nm (D) and 1.2 nm (E, F). (G) Force spectrum for unfolding of BR at pH 7.8 (n = 32). All molecules
were unfolded by grabbing the C-terminus at the cytoplasmic surface [46]. (H–J) Probability distribution of
pathways detected upon unfolding BR helices G and F. Probability of the unfolding pathways are shown
for native BR and for the apoprotein. Although 58 % of the unfolding events of apoprotein showed an
additional unfolding barrier at 26 aa, this barrier was observed in only 16 % of the unfolding traces of wild-
type BR.



24.2.2.2 Membrane Proteins
Protein arrays in membranes can typically be imaged at higher resolution than isolated
proteins, as shown diagrammatically for the “purple membrane” in Figure 24.2E and
the isolated “protein” in Figure 24.2C and D. This permits the visualization submolecular
structures and sometimes even substructural changes induced by such variables as pH
and imaging force. Gap-junction membranes, for example, show Ca(II)-dependent reduc-
tion in the diameter of the gap-junction pore at the extracellular surface and a force-depen-
dent collapse in pore structures at the cytoplasmic surface [5]. Figure 24.3 illustrates two
recent research accomplishments on membrane protein arrays. First, rhodopsin dimers in
a vertebrate retina were observed in a vertebrate retina (Figure 24.3A–C; see Ref. [40]). Sec-
ond, the structure of bacteriorhodopsin has been analyzed by pulling apart individual bac-
teriorhodopsin molecules (Figure 24.3D–J; see Ref., [41]). The basic principle of molecular
pulling is shown diagrammatically in Figure 24.2B.
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Figure 24.4 The molecular structure
of spider dragline silk nanofibers by
AFM and molecular pulling [42, 89].
(A) Nanofibers form from molecules
of a soluble bioengineered silk pro-
tein. These tapping-mode AFM
images in air show segmented sub-
structure of nanofibers and nanofi-
ber aggregates; similar images are
seen in aqueous fluid. (B) Two pull-
ing curves (single-molecule force
spectroscopy) on the silk molecules,
with WLC fits to rupture peaks. In
the first pull, much loosely adsorbed
protein fell off the tip before the ap-
pearance of sawtooth rupture peaks.
Rupture peaks are attributed to the
unfolding of 38-aa sequence repeats
from the silk protein. Peaks are typi-
cally 15 or 30 nm apart, which cor-
responds to the extended length of
one or two polyA/GA+GGX repeats
as shown in (C), below. (C) A model
for the folding of single silk mole-
cules. Length of the folded molecule
is based on the mean length of the
nanofiber segments (35 
 9 nm)
seen in (A) and (E). Amino-acid se-
quence is from [90]; zig-zags are
polyA/GA repeats, and spirals are
GGX repeats. D. Models for the
stacking of silk molecules into na-
nofiber segments. (E) AFM image of a segmented silk nanofiber, showing proposed relationship between
segments and nanofiber.



24.2.2.3 Spider Silk
Probe microscopy of a soluble bioengineered dragline silk protein provided results from
both AFM imaging and molecular pulling approaches (Figure 24.4). These results were
integrated into a molecular model for the folding pattern of individual silk molecules,
plus a multi-molecular model for the association of these molecules into segmented
silk nanofibers [42, 43].

This research involves the examination of mesostructures, which are more than single
molecules but much less than bulk materials. Pulling on native capture silk also produced
new information about spider silk at the mesostructure level [44].

24.2.3
Fossils

Today, even fossils are the subject of AFM research [45]. In the past, morphology has re-
presented the major approach to characterizing fossils, although the earliest fossils –
those of microorganisms – are too small for typical morphological observations to be
made. AFM has been used to detect 200 nm-sized angular platelets stacked in arrays in
the walls of petrified 650-million-year-old unicellular protists. In addition, Raman spectro-
scopy has been used to identify polycyclic aromatic kerogenous organic matter in the fos-
sils. These results support the conclusion that the microscopic structures are true fossils,
and not pseudo-fossil “look-alikes”.

24.2.4
Science and Nature

Reports judged worthy of inclusion into Nature and Science [46–63] are worth citing in
a review such as this, and news articles reported in both journals [64–68] are similarly
valuable to the reader. The reports described in more detail below are representative
of the breadth of topics covered in PubMed searches for AFM papers in Science and
Nature.

Titin has been a popular molecule for single-molecule force spectroscopy or molecular
pulling [69–71], and recent pulling research has focused on the relationship between the
mechanical pulling of single molecules and the physiological milieu within the muscle
[62, 72]. The tandem Ig domains of titin can withstand more force in vivo than was pre-
viously predicted, based on pulling experiments with mutant Ig domains [72]. In addition
to the tandem Ig domains, titin in muscle has other types domains along its elastic region.
Pulling experiments have been carried out on these other types of domains and, when
combined with the results from Ig domains, the single-molecule pulls produced results
which were similar to those observed with titin in situ in muscle sarcomere. In both
cases, titin was seen not to be a simple entropic spring but rather to have a complex struc-
ture-dependent elasticity [62].

Protein mimics formed from the polymerization of isocyanopeptides fold into beta-
helices that are different from the beta-helices found in proteins. The natural beta-helices
contain arrays of large beta-sheets stacked in a helical fashion, while the beta-helices of the
mimics have a central helical core with a beta-sheet-like arrangement of side arms [53].
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The number-averaged molecular mass and polydispersity index were calculated from AFM
images of the protein mimics.

Conductivity of DNA is an ongoing area of interest. DNA “combed” across a sub-micron
slit between two rhenium/carbon superconducting electrodes showed ohmic conductance
at temperatures between room temperature and 1 Kelvin, with a resistance per molecule
of ca. 100 kV. Below 1 Kelvin, a proximity-induced superconductivity was observed. AFM
was used in this research to characterize the topography of the samples, including DNA
density and surface structures; the carbon film exhibited a “forest structure” [54].

Dip-pen nanolithography (DPN) was developed using DNA as the “ink”, by dipping the
tip into DNA and then tracing patterns [73]. This technique is now being used with pro-
tein “ink” to form arrays for AFM-based observation of specific protein–antigen interac-
tions. There was virtually no nonspecific protein binding outside of the dots of the
array. The array and background were formed by the deposition of two different alkane
thiols on gold : a reactive (carboxy-terminated) alkane thiol in a patterned array, followed
by a passive (ethylene glycol-terminated) alkane thiol deposited as a drop onto the pat-
terned gold surface [60].

The nanoindentation of bulk amorphous metal induces crystallization at the indenta-
tions, at room temperature, as observed by both AFM and transmission electronic micro-
scopy (TEM). The observed crystallites are similar to those formed by annealing at 783
Kelvin [59].

The interactions between biological surfaces and mineral surfaces are a novel and ra-
pidly growing area of research. Genetically engineered bacterial viruses and ZnS quan-
tum-dot solutions spontaneously formed �72-mm ordered domains, arrays of which
formed a complex hybrid film that was continuous over a 1 cm-long distance [61].

Force measurements between an iron-reducing bacterium and an iron oxide showed a
several-fold increase in attraction when oxygen levels were reduced. In the absence of oxy-
gen, the bacteria (Shewanella) transfer electrons to the iron oxide (goethite), near which
they typically live. On the basis of Worm-Like Chain fits to the force curves, it appears
that there is a 150-kDa iron reductase near the outer membrane of the bacterium [55].

Magnetoreceptors in rainbow trout formed the focus of one investigation, in which
magnetic force microscopy was used to locate and characterize magnetic domains in re-
ceptor cells within olefactory lamellae. Magnetic crystals were arranged in a chain �1 mm
long in a single, multilobed cell [48].

24.3
Methodology

The basic design of an atomic force microscope and its main imaging modes are shown
diagrammatically in Figure 24.2, and a collection of scanning-probe-microscopy methodol-
ogies has been published recently in Methods in Cell Biology [74].

AFM imaging can be carried out both in air and in a liquid environment. Imaging in
liquid [75] is more demanding and more difficult to accomplish, but provides important
advantages. Specifically, the imaging environment in the liquid cell can, ideally, be pre-
cisely controlled by using a buffer in which biological macromolecules are most stable
and are held under native and optimal conditions for their functions. This also makes
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it possible to study the dynamics of behavior and function for many biological macromo-
lecules. Two major scanning modes can be employed for image-producing purposes [17,
76] (Figure 24.2C–E). In contact mode, the AFM probe is kept in contact with the sample
at all times during observation. In the second mode – the tapping or oscillating mode –
the AFM probe oscillates at or near its resonant frequency. In this mode, the probe comes
into contact with sample only at the lower end of each oscillation and, as a result, exerts
much smaller lateral forces on the sample. The amplitude and phase of the oscillation sig-
nal recorded from the probe are very sensitive to interaction forces between probe and the
sample. These changes are used to record sample topography (height imaging) plus am-
plitude and/or phase images.

24.3.1
The Probe

The resolving power of the AFM probe is one of the most critical issues, and silicon and
silicon nitride probes are currently used for all AFM applications. The AFM probe consists
of a cantilever (shaped usually like a diving board or as a “V”) and a pyramidal or conical
tip at the far end of the cantilever. The main characteristics of the cantilever are its soft-
ness (spring constant for cantilever) and resonant frequency. The softness and resonant
frequency of each cantilever are related to each other such that softer cantilevers have
lower resonant frequencies (provided that these cantilevers are of comparable size and
shape). Soft cantilevers are preferable in contact mode on biological objects because
they exert smaller forces and, thus, will not damage or dislocate the object from the sur-
face during imaging. They are also often used for tapping in liquid. In contrast, imaging
in tapping mode in air requires stiffer cantilevers that oscillate at higher resonant frequen-
cies. This helps them overcome repulsive and attractive forces between tip and sample as
well as meniscus forces at the water/air interface covering any surface in air [77]. To re-
duce meniscus forces, imaging in a constant flow of dry gas (e. g., nitrogen, helium)
can be employed [78].

The tip of the AFM probe is characterized by its aspect ratio (ratio between width and
height of the tip’s pyramid or cone) and tip sharpness (expressed as tip radius of curva-
ture). While the tip’s aspect ratio is not critical for most applications (standard tips
have cone or pyramid angles �20–30�), for some samples higher aspect ratio tips can
be crucial, as these will permit observation of features that otherwise are hidden by inter-
actions between the sample and sides of the tip (deep pockets, etc).

An image obtained by AFM is the result of interactions between the very end of the tip
and the biological macromolecules. The geometry of the tip end affects the final appear-
ance of the image, including the dimensions of the sample structures and any artifacts
and distortions of biological macromolecules [76]. For the majority of AFM samples, it
is impossible to obtain an image resolution that exceeds the tip radius. Current silicon
tips have radii of curvature of 2–10 nm, and silicon nitride tips of 20–60 nm. Silicon ni-
tride tips can be further oxide sharpened to improve their sharpness up to 5 10 nm. Oc-
casionally, resolution greater than tip radius is detected when imaging relatively hard sam-
ples or densely packed two-dimensional arrays of proteins. These unusually high-resolu-
tion images are attributed to the presence of small asperities on the end of the particular
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tip that effectively reduced the tip radius to a subnanometer range. In the case of imaging
well-oriented or at least highly packed 2-D arrays of proteins and DNA, occasional high-
resolution imaging can be attributed to the Fourier components from periodic nature of
these arrays [29].

Hydronamic drag can be a problem for imaging in fluids, and can be increased by both
large cantilevers and large movements. One promising improvement in AFM probe devel-
opment is the development of small cantilevers [71, 79] with lengths of only 10–20 mm,
unlike conventional cantilevers which have lengths of 100–400 mm (Figure 24.5). These
small cantilevers have significantly higher resonant frequencies without the concomitant
increase in spring constant, and this permits them to scan samples at much higher speeds
but without increasing the forces applied to the samples by stiff cantilevers.

A recently emerging commercial system is that of nanotube AFM probes, in which the
tip end is either a single- or multi-walled carbon nanotube with a tip radius as small as
0.5–2 nm and a 0� cone angle. Although to date these tips have seen only limited use,
they show a significant improvement in spatial resolution and, due to their optimal aspect
ratio, they may also be preferred for imaging objects with deep crevices.

24.3.2
The Sample

One of the first requirements for any object undergoing analysis by AFM is to be attached
or adsorbed onto a hard (noncompressible) surface that is smooth and flat enough not to
obscure the sample’s topography. Freshly cleaved mica crystal (sometimes mounted on a
support) is the most common mounting surface for imaging biomolecules by AFM, al-
though some other materials (HOPG, glass, etc.) have also been used for this purpose.

Although mica has a negatively charged hydrophilic surface that is well-suited for
mounting many positively charged biological macromolecules, the researcher often has
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Figure 24.5 Small cantilevers (right)
give better signal-to-noise ratio and
permit higher imaging speeds than
standard cantilevers (left). At the same
spring constant, small cantilevers have
higher resonant frequencies than large
cantilevers. Arrow points to a cantilever
similar to the one used to image pro-
tein–protein interactions in real time in
Ref. [38]. Resonant frequency for small
cantilever (arrow) is 30 times larger
than that for large cantilever on left.



to modify the mica surface in order to facilitate binding of the biological macromolecules
to the surface. These modifications include treatment with ions of divalent metals (e. g.,
Ni(II) or Mg(II)) or long polymers carrying positive charges (e. g., poly-l-lysine, spermine,
spermidine). This treatment leads to the formation of positively charged clusters on the
mica surface and makes it possible for negatively charged molecules (such as DNA and
RNA) to bind to the mica surface.

Another commonly used means of modifying mica is to treat it with derivatives of si-
lane that can form monolayers on its surface. These monolayers are shown to be strongly
attached to mica and to be smooth enough for imaging even relatively small objects. The
outer ends of the silane molecules in the formed film can carry at their termini a number
of different chemical groups (e. g., amino-, carboxyl-, epoxy-, mercapto-, alkyl-) to create a
surface with the desired chemistry. For further details, the reader is referred to Refs. [34,
75]; for other articles, see Ref. [74].

24.4
The Future

Although some of the most exciting future developments in biological probe microscopy
remain dreams in the minds of their inventors, two possible future uses are outlined in
the following section.

24.4.1
Unity or Diversity?

Currently, single-molecule techniques are yielding information about the diversity seen in
the fine structures of the individual molecules within a single population of molecules.
One of the most exciting discoveries in single-molecule biophysics is that individual bio-
molecules of a particular type typically show qualitatively similar patterns of behavior, yet
the quantitative behavior of the individual molecules often differs significantly – perhaps
many-fold – between one molecule and the next. Xie observed this inter-molecular varia-
bility and defined static and dynamic forms of molecular variations [80]. Dynamic varia-
tions occur over time in a single molecule, while static variations occur between different
molecules. Static variations in molecular behavior have also been noted in the interactions
of the molecular chaperonins GroEL and GroES (Ref. [38] and P. Hansma, unpublished
results), in lactate dehydrogenase by Xue [81], in the RedBCD enzyme by S. Kowalczy-
kowski [82], and in a ribozyme by S. Chu [83], who named these variations “molecular
memory”.

These variations between one molecule and the next might be due to differences in the
interactions between the molecule and its environment, such as surface effects for mole-
cules attached to surfaces. While it is easy to label such variability as “surface artifacts”,
the cells in which these molecules reside are themselves filled with surfaces. In any
case, this question is now at the forefront of single-molecule biophysics : namely, “Why
are there such large differences between the individual molecules in a single so-called
‘homogeneous’ population?”
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24.4.2
World-wide Research

Among the AFM-related reports listed in PubMed during this millennium, the vast ma-
jority were from the United States and other developed countries. Almost one-third
were from the U. S., and one-third was from the United Kingdom, Germany, and
Japan. The developed countries [84] together account for over 91 % of the AFM-related de-
tailed papers in PubMed. One hope for the future is to see leading-edge research spread-
ing to other countries around the world, and a related hope was expressed by Kofi Annan,
Secretary-General of the United Nations, who extended such a challenge to the world’s
scientists [85].
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25
Force Spectroscopy

Markus Seitz

25.1
Overview

For many biological molecules, force is an important functional and structural parameter.
The measurement of mechanical forces at the molecular level may thus provide detailed
insights into the function and structure of many biological systems [1–6]. The binding po-
tentials of receptor–ligand pairs involved in cell adhesion, protein folding pathways, DNA
mechanics, and the function of molecular motors raise important questions which have
stimulated the recent instrumental development of techniques for the precise application
and measurement of minute forces. Fundamental intra- and intermolecular interactions
can now be studied directly at the molecular level, and after its rapid evolution during
the past decade, single molecule force spectroscopy has become a versatile analytical ap-
proach for the structural and functional investigation of single biomolecules in their na-
tive environments. By addressing individual molecules, it has become possible to go be-
yond the ensemble average, as one may now directly study transient intermediate states
and resolve the individuality of reaction pathways. This has also stimulated new theoreti-
cal approaches for the understanding of the complex and dynamic interactions in biologi-
cal processes.

Today, a number of techniques differing in force- and dynamical ranges are available,
the most prominent of which are magnetic beads [7], optical tweezers [8], glass micronee-
dles [9], the biomembrane force probe (BFP) [10], and the atomic force microscope (AFM)
[11]. With the accessible force window, the whole range from entropic forces at several
femtonewton (fN) [7] to the rupture of covalent bonds at a few nanonewton (nN) [12]
can be investigated (see Figure 25.1 and Table 25.1).

One may – somewhat arbitrarily – distinguish between intra- and intermolecular forces
acting within and between biomolecules. Hereby, “intramolecular forces” are considered
to be the entropic and enthalpic elasticity of a biopolymer chain, the latter also including
specific structural, for example, conformational, changes. The underlying molecular pro-
cesses typically follow equilibrium pathways under the conditions of the stretching experi-
ment. If the underlying molecular interactions are transmitted through the surrounding
medium (at least, at a certain point of the process), as for unbinding and desorption pro-
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cesses, the resulting forces will be classified as “intermolecular”. This includes the rupture
of covalent chemical bonds, as well as the unbinding of different kinds of intermolecular
aggregates based on noncovalent binding interactions as in ligand–receptor pairs, coordi-
nation complexes, hydrogen-bonded systems, ion pairs, or hydrophobically assembled
structures. In the context of this definition, consequently, the unfolding of protein do-
mains is an intermolecular process (although all the interactions are between segments
of the same molecule). Unbinding processes proceed under highly nonequilibrium con-
ditions whenever the natural off-rate of the binding interactions is much lower than
the maximum force loading rates applicable in the experiment. This may lead to a pro-
nounced time- (or rate-) dependence of measured unbinding forces, as will be discussed
below.

25.1.1
Dynamic Force Spectroscopy of Specific Biomolecular Bonds

The specific binding of a ligand molecule to a receptor protein is a basic principle of cell
adhesion and many other biomolecular recognition processes [13]. To name just two ex-
amples, the immunoresponse or the communication between nerve cells rely on highly
specific molecular interactions, which allow each antibody or messenger substance to
find their correct targets. However, in addition to chemical specificity, it is also the hier-
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Figure 25.1 Typical forces and lengths scales in sin-
gle-molecule force spectroscopy. The experimental
accessibility of mechanical information is limited to
the light areas of the plot. The shaded area in the
lower left corner indicates the region of limited
thermal stability of molecular structures (length

multiplied by force = thermal energy, kBT = 4.1 �
10–21 J = 4.1 pN nm at room temperature). The
upper limit to the accessible experimental force
range is determined by the rupture of covalent
bonds at forces of a few nanonewton. (Figure
adapted from Ref. [3].)



archy of binding strengths that determines the proper function of many biological signal-
ing sequences.

The strength of an isolated molecular bond can be represented by the maximum force,
Fmax, that the bond can withstand before it breaks. However, it has been predicted by Bell
in his famous article on cell adhesion some 25 years ago that bond strength depends not
only on the equilibrium binding energy but also on the temperature and the timescale of
the measurement [14].

For any molecular bond, there is a finite probability that it acquires sufficient thermal
energy to overcome the activation barrier for unbinding, even in the absence of an exter-
nal pulling force. The lifetime of the bond t (or its inverse, the bond’s off-rate, koff) is a
measure of the probability of the unbinding process. A constant stretching force acting
along the unbinding pathway introduces additional potential energy, effectively tilting
the potential landscape of the system along the stretching coordinate (Figure 25.2).
This lowers the transition barrier to the unbound state, which is naturally located at larger
separations than the bound state, and thus favored by pulling the binding partners apart.
As a result, the rate of bond rupture, koff(F), increases with the applied force. In general,
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Table 25.1 Comparison of techniques used for the mechanical characterization of biomolecules. Typical values
for accessible force-range and experimental time-window are given.

Method Accessible
range of
forces [pN]

Spring-constants
[N m–1]; accessi-
ble time window

Minimum
displacement
[nm]

Practical
advantages

Typical
applications

Magnetic
beads

0.01–100 NA;
0.1–1 Hz

10 Ability to
induce torque

DNA stretching
and twisting

Optical
tweezers

0.1–150 10–3–10–9

�10 ms
1 High force

resolution
DNA, protein
unfolding,
molecular motors

Microneedles 	0.1 10–6–10–1;
�100 ms

1 Good operator
control,
Soft spring
constants

Actin, DNA
stretching, unzip-
ping and twisting

BFP 0.5–1000 10–4–10–2;
�1 ms

5 Tunable spring
constant,
Broad dynamical
range

Receptor–ligand
pairs,
membrane anchors

AFM
cantilevers

	1 0.01–100 N m–1;
0.01 ms–10 s

0.1 High spatial
resolution,
Commercially
available

Bond strengths,
(Bio-)polymer
stretching

Computational Full range NA;�10 ps Full range atomic resolution Bond strengths,
(Bio-)polymer
stretching

NA, Data not available.



any bond will break under any force if the measuring time is long enough, that is, ap-
proximately the bond lifetime, t(F). Therefore, the apparent bond strength as given by
the rupture force decreases with the time that the stretching force is applied. Bond rup-
ture forces are therefore no equilibrium, or time-independent values, but depend on the
intrinsic lifetime of the bond, the temperature, and on the measurement time.

The Bell model does not account for the stochastic nature of single bond rupture, and it
cannot predict the actual distributions of measured bond strengths around the average
value as they are experimentally observed. These statistical fluctuations arise from random
fluctuations of the system in its equilibrium state and must be distinguished from the
previously discussed time-dependence of the average value. Recent theoretical models
for single bond rupture, further take into account viscous dissipation due to damping
by the surrounding fluid and include a more realistic description of the stretching experi-
ments, in which the force is not applied instantaneously, but increases at some finite rate
until bond rupture eventually occurs [15–17]. Thus, they predict probability distributions
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Figure 25.2 (A) The biomembrane force probe
(BFP) technique. A microbead is attached to the
apex of a red blood cell or a phospholipid vesicle,
which is held in place by a micropipette. The suc-
tion pressure, DP, which directly relates to the
membrane tension of the membrane capsule. Ad-
hesive binding of the microbead to a second surface
via interacting ligand and receptor molecules at the
two opposing surfaces results in a deformation of
the membrane capsule. This is utilized to measure
the interaction force. (B) The potential energy curve
of a single molecular bond. The binding potential is

affected by a mechanical force field acting along the
binding coordinate, z, which lowers the activation
barrier for unbinding, DV

�

u, by the mechanical
stretching energy F�Dzu. (C) Dynamic strength
spectrum of the biotin–streptavidin bond as mea-
sured by the BFP technique. In this particular case,
the slopes of the solid lines correspond to activa-
tion barriers at Dzu,1 = 0.5 nm and Dzu,2 = 0.12 nm
along the stretching coordinate. Data measured
with the AFM are consistent with the high forces
regime of this spectrum. (For details, cf. Ref. [19],
from which the graph was adapted.)



around a most probable bond rupture force as a function of a slowly increasing stretching
force.

If the unbinding trajectory is characterized by a single barrier located at Dzu from the
bound state, the dissociation rate will increase linearly with the logarithm of the applied
force. If the force is gradually increased in the experiment, the bond dissociation rate also
continues to increase with time. Under these conditions, the most probable rupture force
varies with the loading rate according to

F =
kBT

Dzu
ln (

RF � Dzu to

kBT
) (1)

in which to is the intrinsic lifetime of the unperturbed bond, and RF is the force loading
rate [15].

While early experiments investigating receptor–ligand interactions have reported bond-
rupture forces for fixed pulling velocities and spring constants [18], it is thus now gener-
ally appreciated, that with the bond dissociation being a nonequilibrium dynamical pro-
cess, the force loading rate must be considered. The experimental demonstration was
given by a variation of the force loading rate applied to biotin–streptavidin (and avidin)
pairs over six orders of magnitude employing the biomembrane force probe technique
[19]. The corresponding variation in bond rupture force revealed a detailed picture of
the binding potential. Similar experiments have been reported investigating the protein
A–IgG bond [20, 21] and the extraction of single lipid anchors from biomembranes
[22]. Following early work on the rupture of complementary DNA strands [23, 24], mean-
while, their unbinding forces have been determined as a function of the force loading rate
as well as the number of base pairs [25, 26].

Equation (1) allows us to determine the position of the activation barrier, Dzu, from the
slope of a F versus ln(RF) plot [19]. The given relationship between detachment force and
activation barrier further suggests that the variation of the transducer’s spring constants
and force loading rates in dynamic force spectroscopy can be used even to reveal spatially
resolved information required for the reconstruction of more complex potential energy
surfaces of intermolecular bonds [27]. Kinetic processes that involve molecules such as
proteins, nucleic acids, or ligand–receptor pairs may exhibit multiple local maxima and
minima along the reaction pathway. However complex, there will be in most cases a un-
ique way connecting the bound and unbound state along which the system crosses the
lowest possible energy barriers. In such cases, F versus ln(RF) plots will exhibit a se-
quence of lines with different slopes, each one mapping the position of a particular energy
barrier in the unbinding path [17, 19] (Figure 25.2). Recent theoretical models go beyond
this single path picture by analyzing the force-induced dissociation of molecular adhesion
complexes along alternative trajectories in a multidimensional energy landscape [28].

Despite this tremendous progress, details of ligand–receptor bond separation at the
atomic scale are far from being resolved experimentally. Molecular dynamics simulations
have thus been employed to theoretically study the rate-dependent unbinding of ligand–
receptor pairs. From comparison with experimental data for the most prominent example,
the streptavidin–biotin pair, a very detailed microscopic model for the unbinding along the
highly complex reaction path has evolved [29].
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25.1.2
Force Spectroscopy and Force Microscopy of Cell Membranes

Cell adhesion measurements employing force probes [4, 13, 30–33] have recently evolved
towards in-vivo measurements at the single-molecule level [34, 35] : in the first example,
genetic controls have helped to regulate the adhesion protein contact site A [34]. But aside
from the mechanical stability of ligand–receptor bonds, the localization of binding sites by
a ligand via molecular recognition is of particular importance in nature. This situation
may be simulated in force experiments by laterally scanning during force–distance cycles
[36]. The simultaneous acquisition of information on topography and ligand–receptor in-
teractions by the atomic force microscope has led to lateral force mapping tools of recep-
tor-functionalized surfaces [37, 38] with the restriction that they were either slow in data
acquisition or lacked high lateral resolution. The combination with dynamic force spectro-
scopy [39, 40] has led to two-dimensional recognition imaging, in which unbinding forces
of individual receptor–ligand pairs are used to localize receptors on functionalized sur-
faces at a lateral resolution of a few nanometer and at frequencies about hundred
times faster than in conventional force mapping [41]. Topography and recognition images
can now be assigned directly to structures in the topography image. This presents new
perspectives for nanometer-scale epitope mapping of biomolecules and for the localizing
of receptor sites during biological or cellular processes [31].

For a quantitative and subsequent modeling of membrane-bound processes, the lateral
interaction forces between various membrane components and their mobility must be
known. Hereby, AFM technology also permits the measurement of viscoelastic properties
of single cells or cell layers [42, 43]. However, even superior spatial and temporal resolu-
tion has been achieved by the development of the photonic force microscope (PFM), a par-
ticular application of the optical tweezers approach, which has been applied to image the
membrane of developing neurons, to determine elasticity and viscosity of the plasma
membrane as well as the rate of diffusion of single-membrane proteins within the mem-
brane [44, 45].

25.1.3
Protein (Un-)folding

In contrast to the unbinding of specific bonds between two different biomolecules consid-
ered in the previous section, biopolymer chains may also backfold onto themselves as a
result of “intermolecular” forces between their individual segments. Such intrachain inter-
actions may turn out to be very complex, and may be directed by specific interactions be-
tween its monomer units (hydrophobic forces, ionic and hydrogen bonds), as is the case
when a protein folds into its native conformation. The configurational space of proteins
exhibits a large number of local energy minima, so that a large protein molecule may
need up to minutes to find its global free-energy minimum in the course of folding.
Not surprisingly, the theoretical prediction of native three-dimensional protein structures
only from the knowledge of the amino acid sequence still remains one of the key prob-
lems in biophysics. During the past five years, mechanical protein unfolding experiments
have provided new insights into the course of the (reversible) protein folding process [46–
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51]. As the mechanical unfolding forces of protein domains typically lie in the range be-
tween a few ten to a few hundred piconewton (pN), the atomic force microscope has
emerged as an ideal and most widely used instrument for this purpose [3, 49, 50, 52–54].

Apart from the general issue of how proteins fold into their native, functional conforma-
tions, force experiments have helped to investigate the mechanical function of proteins,
namely muscle proteins, cytoskeletal proteins and proteins of the extracellular matrix.
The first experiments on the modular protein titin [46–48], which consists of repeating
globular domains, demonstrated this use of force spectroscopy for the determination of
mechanical properties of individual proteins, and already to some extent, for the collection
of structural information. They also indicated the tremendous potential of the technique
for the study of protein-folding mechanisms, and hereby inspired new theoretical ap-
proaches to this problem [27, 55–57]. Some fundamental differences become apparent
when comparing the forced mechanical unfolding described here and the “classical” ex-
periment, in which a protein is unfolded by means of chemical denaturants or by expo-
sure to heat. First of all, as may be expected from the previous discussion of receptor–li-
gand pairs above, the unfolding forces of protein domains also depend on the force-load-
ing rate [48, 58, 59]. Thus, the folding free energies as obtained from denaturing experi-
ments do not provide direct information on the mechanical stability of protein conforma-
tions under external force. In addition, a broad unfolding potential well with shallow slope
will lead to a lower unfolding force than a narrow and steep potential well, even if the
height of the activation barrier is the same. The relevant parameter is the unbinding
length Dzu (see Figure 25.2), which can be viewed as the length of a “lever arm” by
which the stretching force is acting on the protein domain. This was shown experimen-
tally for two protein constructs based on modular titin and spectrin repeats (Dzu (spectrin)
� 1.5 nm; Dzu (titin) � 0.3 nm). While of comparable thermal stability, the forces needed
for their mechanical unfolding at comparable pulling rates differed by an order of mag-
nitude, Fu �200–250 pN for the b-barrel structures of titin, and Fu �25–35 pN for the
triple a-helical bundle domains of spectrin [58, 60].

Finally, mechanically forced unfolding may proceed via a different path along the
protein’s configurational energy landscape than the thermal process. Force experiments
may thus allow to control the folding pathway externally and explore regions of the energy
landscape potentially distant from thermal folding pathways (Figure 25.3A). While a first
comparison of chemical and mechanical unfolding results for a titin analogue suggested
similar transition rates and the same transition states when extrapolated to comparable
conditions [59], recent evidence has revealed that similarities of unfolding pathways
may be coincidental [61, 62].

For the general use of force spectroscopy as a tool to study structurally more complex
proteins (naturally not always consisting of a regular structure of modular domains,
but of various subdomains), the most critical issue is the exact assignment of specific fea-
tures in the recorded force traces to the individual secondary and/or tertiary structural ele-
ments in a folded protein. Hereby, genetic engineering of tailor-made polypeptides has
contributed significantly to extending the scope of mechanical protein unfolding experi-
ments [52, 63]. Specific proteins (or domains thereof), which may be too small or too un-
stable to be studied by themselves, can be introduced into a modular construct of multiple
identical and well-characterized structures, such as the titin Ig domains. In the force
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traces, the unfolding characteristics of the smaller protein of interest can be distinguished
easily within the known titin “fingerprint”. By this approach, unfolding intermediates
prior to the full unfolding of protein domains were first identified [64], and the introduc-
tion of specific mutant polypeptide sequences allowed for the determination of mechan-
ical phenotypes that may play critical roles in protein unfolding diseases [65]. This strategy
has also been employed for the study of the nonmechanical protein barnase, which appar-
ently only resists much smaller forces than proteins with mechanical function [61].

Another elegant approach to the study of more complex tertiary structures is the extrac-
tion and unfolding of membrane proteins from their naturally ordered assemblies [66, 67].
It is then possible specifically to address and bind only those regions of the proteins,
which are exposed at the cytoplasmic membrane surface, allowing for a most direct access
to structural assignment of the individual protein domains to the measured unfolding
peaks [68]. The ordering of proteins into an ordered 2-D structure within a membrane
has also allowed to combine force spectroscopy on individual protein molecules with
high-resolution AFM-imaging [67]. In a first example, individual hexagonally packed pro-
tomers were sequentially stretched, unfolded and removed from a bacterial surface layer
until an entire bacterial pore formed by six merely identical protomers was unzipped. Sub-
sequent imaging provided an exact correlation of the recorded force-extension curves with
the tip-induced structural alterations [66]. In an extension to structurally more complex
proteins, the complete extraction of bacteriorhodopsin from purple membrane patches re-
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Figure 25.3 (A) Protein folding potential in con-
formational space. Although, in general, an exter-
nally applied force increases the unfolding rate of an
individual protein domain, the forced unfolding
pathway may deviate from the thermal pathway.
This may add an extra contribution to the activation
barrier along the forced unfolding pathway. (Figure
reproduced from Ref. [3]; � Elsevier Science Lon-
don, 2000). (B) Controlled extraction of an indivi-
dual bacteriorhodopsin molecule from the purple
membrane by a combination of AFM-based imaging
and force spectroscopy [68]. Bacteriorhodopsin is a
248-amino acid membrane protein that consists of
seven transmembrane a-helices (A–G), which are

connected by loops. A terminal cysteine was intro-
duced near the C-terminus to allow for specific at-
tachment to a gold-coated AFM tip during the force
spectroscopy experiment. The worm-like chain
(WLC) analysis of several superimposed force
curves allows for the correlation of the individual
adhesive peaks with the unfolding of the protein’s
transmembrane helices. The comparison of two
high-resolution images taken before and immedi-
ately after measuring a trace of adhesive force peaks
proves the extraction of a single transmembrane
protein from the membrane as indicated by the
white circle. (Adapted from Ref. [68].)



vealed the individuality of the folding pathway of the structurally different subdomains
(Figure 25.3B). Cleaved loops provided evidence for the stabilization of secondary struc-
ture by interhelix interactions [68], and a multitude of possible unfolding pathways
with intermediate states was observed [67, 69].

The large forces that are required for mechanical protein unfolding can be explained by
the fact that forced unfolding occurs under nonequilibrium conditions. In contrast to the
ideal elasticity of polypeptide chains themselves [70], most of the deposited energy is dis-
sipated, for instance, when the Ig domains of titin are ruptured which makes it such a
good shock absorber in muscles. In the same way, it has been suggested that the dissipa-
tion of mechanical stress into the rupture of globular intra- and intermolecular polypep-
tide chain aggregates could be the origin for the unique fracture resistance of biominerals
[71, 72]. This notion holds independently of specific binding interactions or the formation
of regular aggregates. All that is required for the dissipation of a maximum of mechanical
energy is a strong binding interaction which ruptures at a considerably high force in a
nonequilibrium process. On the other hand, it was recently observed that the unfolding
and refolding of the two-stranded coiled-coil structures in myosin occurs at equilibrium,
demonstrating that protein aggregates may also build up truly elastic structures that can
produce forces of up to 25 pN [73]. These findings may also provide interesting conceptual
approaches for the materials scientist.

25.1.4
Elasticity of Individual Polymer Molecules

Flexible polymers (that is, all linear polymer molecules if the length scale is chosen large
enough) adopt a random coil conformation in solution, and Brownian motion causes a
permanent fluctuation of the molecule around a mean equilibrium conformation. The
problem is closely related to problems such as random walks, diffusion, etc., and the
mean values describing the conformation of a polymer chain in solution can be derived
by a statistical approach. The classical partition function of the system is set up, from
which the probability of configurations with, for example, the same specified end–end-dis-
tance, R, can be deduced. Based on this, the well-accepted concept of entropic polymer
elasticity manifests itself in an effective restoring force upon stretching (or compressing)
a flexible polymer chain by an external force field as a result of a loss in conformational
freedom. However, as the full range from thermal fluctuations to the strength of indivi-
dual chemical bonds is explored by single molecule force spectroscopy, the elastic profile
of a polymer chain can be dominated by other elastic (namely enthalpic) contributions,
especially in the high force range above a few hundred pN.

The two most simple theoretical models which are most often used to describe the
force–extension profiles of individual polymer chains are the “freely-jointed chain”
(FJC) model [74], and the “worm-like chain” (WLC, or Kratky-Porod) model [75]. In the
FJC model, a polymer is described as a chain of N segments of equal length, lK. The seg-
ments are freely jointed, and there are no restrictions to their spatial distribution such that
each segment can point in every direction with equal probability. The WLC model entirely
neglects any discrete structure along the chain, and describes the polymer as a continuous
“rod” of constant bending module. The characteristic length scale denoting the flexibility
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of the polymer coil is the persistence length, LP, which is defined as the decay length of
the directional correlation along the polymer chain, and is also directly related to the bend-
ing module. In the limit of flexible chains (L 		 LP), and for small forces, the persistence
length equals half the segment length, lK, of the FJC model [75].

From both models, theoretical relations between restoring force, F, and the polymer’s
end–end-distance along the stretching axis, Rz, can be deduced :

FJC model : F(Rz) =
kBT

lK
L–1 (

Rz

N � lK
) (2)

WLC model : F =
kBT

LP
�

Rz

L
�

1

4(1 – Rz�L)2 min
1
4

� �
(3)

(L–1 is the inverse of the Langevin function, L(x) = coth(x) – x–1; also note that the exact
solution for the WLC model can only be given numerically, so that Eq. (3) is only one ana-
lytical approximation [76] most frequently employed.)

However, it must be borne in mind that both models only consider entropic contribu-
tions to polymer elasticity, which does not hold true for stretching forces exceeding a few
ten of pN. Especially in AFM experiments, which reach up to nanonewton forces at which
even covalent bond rupture can be observed [12], the deformation of bond angles and the
stretching of covalent bonds will result in an effective increase of the segment length, lK,
or the contour length, L, respectively. In a similar sense, it has to be stressed that not only
the “classical” conformational flexibility, but also the damping of internal chain dynamics
such as rotational, vibrational and librational modes may contribute significantly to entro-
pic elasticity [77, 78].

If a more refined and detailed understanding of the molecular origin for single polymer
elasticity is desired, more information on the chemical structure of the polymer as well as
the solvent needs to be introduced in the theoretical models. Strictly, this means that an
individual model needs to be established for each particular system, which can, in prin-
ciple, be done in a most complete way by quantum chemical ab-initio approaches. But de-
spite the recent implementation of solvent water molecules [79], their use is still limited to
rather simple polymers. Also, molecular dynamics simulations have been successfully ap-
plied to explain polysaccharide elasticity [80]. On the other hand, more generalized de-
scriptions of single chain elasticity based on a freely-rotating chain model have been in-
troduced recently, which consider specific common features of a group of polymer back-
bones, and thus allow to introduce enthalpic elastic contributions such as arising from
bond angle deformations [81]. The investigation of single chain elasticity continues to sti-
mulate advancements in this area.

A better correlation between polymer elasticity and structure is often possible when spe-
cific features in the measured force–extension curve are observed, that is, when it deviates
from the simple FJC or WLC behavior. Such features are often caused by conformational
transitions within a polymer chain (or a superstructure thereof), upon which its elastic
properties undergo a marked change. If such a transition is also connected to a consider-
able length change in the molecular structure and occurs in equilibrium on the time scale
of the experiment, the force–distance curves may show a transition plateau of constant
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force over a certain distance range (see Figure 25.4B). Typical examples are polysacchar-
ides and DNA [80, 82, 83].

25.1.5
DNA Mechanics

Double-stranded DNA (ds-DNA) was one of the first molecules investigated by single mo-
lecule force spectroscopy, and its elastic profile has been well-characterized in various ex-
periments over a wide range of forces (Figure 25.4) [5, 7,82–88].

One of the most prominent mechanical features of the ds-DNA superstructure is a
highly cooperative conformational transition from its natural form (B-DNA) to an over-
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Figure 25.4 (A) Force versus extension data of a
single double-stranded DNA molecule. At low
forces the data can be fitted well with the WLC
model, indicating entropic elasticity of DNA. Above
70 pN, the length of the molecule abruptly in-
creases, corresponding to the structural transition
between B-DNA and S-DNA. (Adapted from Ref.
[4].) (B) At higher forces beyond the B–S transition,
one finds mechanically induced melting of the DNA
double strand [26]. Upon relaxation of the molecule,
the “featureless” WLC curve of a single-stranded
DNA molecule is measured. (C) Schematic view of
the magnetic tweezers set-up for DNA twisting

which is used for investigating plectoneme forma-
tion. The plot shows the dependence of plectoneme
formation, the torque acting on the DNA, and the
ratio of writhe to twist on the supercoiling in arbi-
trary units. (For details, see Ref. [4].) (D) Two force
curves obtained during the mechanical unzipping of
DNA employing microneedles obtained at two dif-
ferent unzipping velocities of 40 nm s–1 (Exp2) and
200 nm s–1 (Exp1), in comparison with a theoretical
curve derived from the GC content of the molecule.
For clarity, the curves ‘Exp1’ and ‘Theory’ were
shifted by 2 and 4 pN, respectively. (Curves repro-
duced from Ref. [106].)



stretched and underwound conformation (S-DNA) at a force of approximately 70 pN,
upon which the length of the molecule approximately doubles (Figure 25.4A and B)
[82–84]. A number of theoretical models, as well as molecular dynamics simulations
have investigated the molecular details of this overstretching transition [89–92]. At higher
stretching forces beyond the B–S transition, a force-induced melting transition was found,
during which double helical DNA splits up into two single strands [93]. The mechanical
energy deposited in the DNA double helix before melting occurs agrees well with the base
pairing free enthalpy of DNA under the given experimental conditions, and its variation
with counter-ion concentration, temperature, and sequence agrees well with the base pair-
ing free enthalpies under the given experimental conditions [26, 94, 95].

By employing the magnetic tweezers technique, it has even been possible to twist DNA
molecules [96, 97], and to induce supercoiling and the formation of plectonemes (that is,
twisted loops that branch laterally from the direct end-to-end path in the rod; Figure
25.4C). As more details about the mechanical properties of DNA have now been revealed,
a complete picture has emerged which explains the coupling of stretch and twist, super-
coiling, and overstretching mechanics, as well as base pairing forces, in a consistent way
[5, 88, 94, 96–100]. Moreover, new detailed insights into the process of DNA condensation
by multivalent cations have been obtained [101], and there have been first studies of the
force loading rate dependence of RNA unfolding and refolding [102].

The accessibility of the full force range, including force-induced melting of DNA, has
opened new perspectives in studying its interaction with anticancer drugs, after it was ob-
served that cisplatin, which is known to form crosslinks by its binding to guanine, has a
significant effect on DNA overstretching [103]. As more compounds are now being tested,
force spectroscopy is used to discriminate between their different binding modes to DNA
[104]. More experiments will be needed before a clear picture about the relationship be-
tween binding modes and pharmacological function will evolve, but there is justified
hope that force spectroscopy may serve for the screening of DNA drugs.

Perhaps the most fascinating notion in this context is the mechanical sequencing of
genomes [105]. The sequence-specific, base-pairing forces of DNA determined from the
unzipping of lambda phage DNA with glass microneedles [106] and from the unzipping
of synthetic DNA sequences with atomic force microscopy [93] and with laser tweezers
[107], were found to be consistent and given as 9 pN for adenine–thymine base pairs
and 20 pN for guanine–cytosine base pairs [93].

The first theoretical papers on this issue considered the difficulty of opening single
pairs due to the elasticity of the single-strand segments created by the unzipping proce-
dure, as well as to the influence of thermal agitation. However, neither of these models
took into account the impact of a variable base sequence [105, 108]. When the correspond-
ing experiment was carried out employing glass microneedles, it transpired that DNA
opened in a stick-slip mechanism, with periods of only slight extension coupled to increas-
ing molecular strain, interrupted by the sudden opening of segments containing tens to
hundreds of base pairs [106, 109]. While DNA strands separated under an average force of
13 pN, force fluctuations on the order of 2 pN were found reproducible when strand se-
paration was repeated for a single molecular construct. Furthermore, saw-tooth profiles
along the force curve correlated with fluctuations in local GC content and agreed well
with equilibrium statistical mechanics models of strand separation, into which sequence
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effects had been incorporated (Figure 25.4D) [109–111]. Meanwhile, DNA unzipping mea-
surements have been performed with an optical trapping interferometer combining sub-
pN force resolution and millisecond time resolution. With respect to the earlier studies,
this resulted in a significant increase in basepair sensitivity so that, presently, sequence
features appearing at a scale of ten basepairs can be resolved [107].

25.1.6
DNA–Protein Interactions

Following the mechanical investigation of the DNA molecule itself, dynamic studies of
DNA and its interactions with proteins have recently come into the focus of biophysical
research. An investigation of DNA interaction with the protein RecA, which is known
to lengthen DNA up to a factor of 1.5 upon binding, has shown that binding of RecA
to prestretched lambda phage DNA is largely accelerated [112]. As binding to AT-rich
thus “softer” plasmid molecules occurs much faster than binding to stiffer sequences,
it had been suggested that thermally induced stretching of DNA should be an important
factor for RecA binding. More details about the kinetics of the RecA polymerization pro-
cess were revealed using fragments of plasmid [113] as well as lambda phage DNA [114,
115].

Further, the activity of T7 DNA polymerase was determined as a function of the me-
chanical tension applied to the DNA template [116]. Since enzyme activity increased
two-fold when the single-stranded DNA (ss-DNA) was prestretched to the length of ds-
DNA, it was suggested that force needs to be generated by the enzyme during its rate-lim-
iting step in order to adjust mechanically for the different lengths of ss-DNA and ds-DNA.
Upon further stretching, the enzymatic DNA polymerization process slowed down until at
high extensions of ss-DNA, the enzyme switched to its exonucleolysis mode of activity. In
related studies, it was observed that Escherichia coli RNA polymerase exhibits pronounced
variations in intrinsic transcription rates [117].

In another recent application of force spectroscopy on DNA–protein complexes, the
HIV-1 nucleocapsid protein (NC) – a nucleic acid chaperone which is essential for HIV
replication and facilitates the structural rearrangement of the nucleic acids to the lowest
energy state – was proven to alter significantly the DNA overstretching transition. Recent
results have now revealed that the zinc finger structures of the protein are essential to its
capability to alter the helix-coil transition of nucleic acids, a crucial step in the reverse
transcription process during HIV replication [118].

DNA compaction was investigated by addressing the mechanical properties of single
chromatin fibers in different ionic environments [119]. Decondensation occurs at
stretching forces of around 5 pN and removal of DNA from the core particles was
found at forces above 20 pN. The internucleosomal attractive energy was determined as
roughly 3.5 kBT, suggesting a mechanism for the local access of trans-actin factors to
chromatin in which two adjacent nucleosomes should be found in an open state for
about 4 % of the time. The forces exerted by a bacteriophage portal motor when packaging
DNA into a virus were found to be surprisingly high (up to 50 pN) [120]. It was thus
suggested that internal pressure may provide the driving force for the injection of viral
DNA into host cells.
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Finally, the above-mentioned induction of plectonemic supercoils by winding a single
DNA molecule with magnetic beads (Figure 25.4C) made it possible to study the relaxa-
tion of DNA supercoils induced by individual type II topoisomerase molecules. The en-
zyme’s activity could be observed in real time, as each relaxation event was reflected by
a 90-nm step in the extension of the DNA molecule, indicating the removal of two super-
coils during a single enzyme turnover. The reaction rate as a function of external force was
determined and revealed that increasing torque decreases turnover rates – an observation
that was unprecedented in bulk [121]. Recently, this technique was applied to bacterial to-
poisomerases I and IV. For the latter, a chiral substrate specificity was found [122, 123]

25.1.7
Molecular Motors

Enzymes may be considered as small molecular machines that use chemical energy to
perform specific tasks within a complex biochemical system such as our body, and
often, these functions involve the creation of mechanical forces and motion. This is
most obvious for motor molecules which are associated with intracellular trafficking,
cell division, and muscle contraction. The diversity of biological functions of molecular
motors and the complexity of molecular processes for energy conversion into active move-
ment is still being explored. Most important are the microtubule-based kinesin motors
and actin-based motors, which were previously considered to work by very different me-
chanisms, though it has now become clear that kinesin and myosin share a common core
structure and convert energy from ATP into protein motion using a similar conforma-
tional change strategy [124]. With the instrumentational development towards the mea-
surement and application of minute forces, it became possible to observe the stepwise mo-
tion of single kinesin molecules along microtubule tracks [125] The maximum force gen-
erated by the kinesin molecule to transport along a microtubule was determined between
5 and 7 pN [125, 126]. Further examples include the measurement of the displacement of
actin filaments by single myosin molecules [127] and the discrete rotations of single F1

subunits of the F0F1-ATP synthase [128, 129], as well as the torque–speed relationship
of the flagellar rotary motor of E. coli [130, 131]. Hereby, microneedles and optical traps
have been the techniques most successfully applied (Figure 25.5) [2, 6, 132]. Based on
the experimental data, new general theories on the generation of mechanical force by mo-
lecular motors have evolved [133, 134].

A series of recent experiments on actomyosin motors have inspired a controversial de-
bate about their mechanism of motion [135–141]. In the most widely accepted mechanis-
tic model – the “lever-arm model” – a single cycle of actin attachment and power stroke for
one myosin head involves the hydrolysis of one ATP molecule. Because of this straightfor-
ward relationship between energy input and mechanical action, the lever-arm theory is
also called the “tight-coupling model” [127, 142, 143]. However, this model continues to
be challenged as the existence of a “loose-coupling” model has also been suggested, in
which the motor domain and/or the actomyosin interface enable myosins to produce lar-
ger processive steps during translocation along actin upon hydrolysis of only one ATP mo-
lecule [135, 141, 144]. The precise role of ATP in this model has not been fully clarified,
but it might simply be responsible for the changing of the myosin’s shape, and thus in-
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itiate its motion. Much of the energy needed for the myosin movement against actin
would then come from Brownian motion of the molecules. The biomolecular motors
would effectively use thermal noise for their function, but it remains to be resolved
how motion would be biased in one direction.

25.1.8
Synthetic Functional Polymers

After force spectroscopy has emerged from the study of biopolymers, its specific applica-
tion to functional synthetic polymers has also opened a highly innovative field of research.
While the specific questions being asked in materials research are often inspired by some
specific application in the macroscopic world, and may thus be different from those in
biophysical research, some of the experimental and theoretical understanding brought
about by force spectroscopy on single biomolecules can be applied directly to “smart” syn-
thetic materials. As mentioned above, the underlying physical concepts found in living
organisms may stimulate the development of synthetic biomimetic polymers with unique
elastic properties [71, 145], and the highly controversial issue of how biological molecular
motors convert chemical energy into molecular movement is of fundamental importance.
It will certainly inspire our designing of man-made nanoscopic machines, as related ques-
tions in materials science are just beginning to be explored at the single molecule level :
What are the forces that drive structural transitions and how are they influenced by envir-
onmental changes? How can external stimuli be transformed into mechanical force at the
single molecule level?

The latter question was recently addressed by investigating a synthetic photochromic
polymer containing the bistable photosensitive azobenzene moiety. Individual polymer
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Figure 25.5 Experimental geometry used for the
measurement of the movement of single myosin-V
molecules along an actin filament. An optically
trapped bead attached to the myosin molecule is
moved near an actin filament immobilized on the
surface of a glass slide. The myosin binds to the

actin, and pulls the bead away from its trap center.
A force feedback regulates the position of the optical
trap, and the position of the pulled bead is plotted
against time. Actin advances in steps of 38 nm,
which are separated by dwell periods of approxi-
mately 100–200 ms. (Adapted from Ref. [136].)



chains were found to lengthen and to contract by reversible optical switching of the
azo groups between their trans and is configurations. The polymer was found to
contract against an external force acting along the polymer backbone, thus delivering
mechanical work. As a proof of principle, the polymer was operated in a periodic mode
demonstrating for the first time opto-mechanical energy conversion in a single molecule
device [146].

Further questions are : What determines the interaction between polymers and sur-
faces? How are colloidal assemblies held together by intermolecular (unspecific) interac-
tions? What is the mechanical strength of covalent bonds and how could mechanical force
be used as an energy source for chemical reactions? Again, for instance, the simple ques-
tion of how a single polymer chain attaches and adheres to a solid surface is not only of
fundamental basic interest, but related to many practical applications in materials science
[54, 147–150].

25.2
Methods

In this section, the currently most prominent experimental tools for force spectroscopy
will be summarized. In general, force spectroscopy experiments on single biomolecules
should be performed under physiological conditions for which the molecules’ functional-
ity is retained, that is, in aqueous buffer solution and at temperatures between typically
�5 �C and �50 �C. As seen in the previous section, the relevant forces range from �10
femtonewton (fN) to a few hundred pN. Several probes capable of measuring such minute
forces have been developed, of which here the mechanical transducers such as AFM can-
tilevers, microneedles, and the biomembrane force probe (micropipette aspiration tech-
nique), as well as small glass, polystyrene or metallic beads which are held and moved
in space by external fields (optical and magnetic tweezers) will be discussed. All of
these force probes are typically of micrometer size, so that the application and measure-
ment of forces at the molecular level further requires the mechanical addressing
(“grabbing”) of individual molecules. In certain cases, this may require specific strategies
for selective chemical or physical binding of the respective molecules to the force probe.

The relevant force ranges, minimum displacements, probe stiffness, typical applications
and practical advantages of each technique are summarized in Table 25.1. The most im-
portant technical, experimental and historical aspects and current developments will be
addressed in the brief sections below.

25.2.1
AFM Cantilevers

The first atomic force microscope was introduced in 1986 [11] as a tool for the imaging of
surfaces with high resolution by employing a sharp tip (diameter approx. 3 mm, radius of
curvature �50 nm) at the end of a soft cantilever spring, which is typically 100–300 mm
long and a few micrometers thick. During the imaging process, the vertical and lateral
position of the cantilever with respect to the substrate is varied by the movement of a
piezoelectric crystal supporting the sample or the tip, which allows for spatial control
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with sub-nanometer resolution. The interaction force between the cantilever tip and the
surface is probed via optical detection of the cantilever deflection, that is, force is applied
and sensed by the displacement of a bendable spring.

The first single-molecule force experiments using the AFM were performed on indivi-
dual ligand–receptor pairs. A receptor-coated AFM-tip was brought into contact with a
sample surface coated with the according ligand and then pulled off. Statistical analysis
of the recorded force–distance traces allowed determination of the adhesion force of indi-
vidual ligand–receptor pairs [18]. While these first experiments were performed with com-
mercial instruments originally developed for image acquisition, custom-built instruments
were soon optimized for single-molecule force spectroscopy by decoupling the z-move-
ment of the cantilever from the other directions, and controlling the piezo’s z-position
by an interferometrically calibrated strain gauge. The major advantages of the AFM tech-
nique are its high spatial range and resolution, and the possibility of studying many dif-
ferent molecules immobilized on a single substrate surface. Typical applications lie in the
high forces range (i. e., between �10 pN and �3 nN) : the probing of ligand–receptor in-
teractions, protein unfolding, as well as of single chain elasticity of biological and syn-
thetic functional macromolecules with a particular emphasis on enthalpic contributions
arising from conformational and configurational changes along the polymer backbone
(e. g., DNA) [53, 54]. Meanwhile, the first highly accurate commercial instruments are
now available which are designed specifically for force spectroscopy.

Nominal spring constants of most commonly used cantilevers are 10 to 500 mN m–1,
with typical resonance frequencies of 7 to 120 kHz in air (cantilevers for tapping mode
imaging : �300 kHz) and 1–30 kHz in water. The force resolution of the best instruments
is only limited by thermal noise. For instance, for a cantilever with a spring constant of
10 mN m–1, the root-mean-square force fluctuation is 6 pN at room temperature. Stiffer
cantilevers have lower force sensitivity, while cantilever size determines the response
times. A promising instrumental development was the recent fabrication of small, but
soft cantilevers for AFM-based single-molecule force spectroscopy, which opens a broad
dynamical range without increasing the spring constant. Using these cantilevers, the un-
folding forces of titin domains were measured over a dynamical range of four orders of
magnitude [151]. In order to decouple conservative and dissipative components of the
forces associated with molecular stretching, a dynamic mode of force spectroscopy was
developed which relies on actively controlling the quality factor of the cantilever in a buf-
fer environment employing an appropriate feedback counteracting the hydrodynamic
damping. This should, to some extent, allow the measurement of the effective viscosity
of a single molecule [152].

Further important recent developments have been the implementation of a single-mo-
lecule force-clamp [153], as well as the coupling of optical excitation into the AFM experi-
ment [146]. The first allows for the AFM measurement to be made under conditions of
constant force, which can be used for studying the force dependence of the unfolding
probability of protein modules. The latter has been introduced for the study of opto-me-
chanical energy transduction polymeric systems on the single-molecule level, but also
widens the scope of the AFM technique towards the investigation of photoswitchable li-
gand–receptor systems, or the use of photoactivated compounds (such as caged calcium,
protons, or ATP).
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The particular power and versatility of atomic force microscopy is further exploited by
combining force spectroscopy with its high precision in lateral scanning. High-resolution
imaging of cell surfaces via ligand–receptor interactions at rapid acquisition rates was re-
cently introduced [41]. In this technique, very gentle tip–surface interactions are provided
when a magnetically coated and antibody functionalized tip is oscillated by an alternating
magnetic field at an amplitude of 5 nm while being scanned along the surface. A poly-
meric tether connecting the antibody to the tip of 6 nm length provides an enhanced bind-
ing probability to an antigenic site. Commercial instruments with a 3-D closed loop feed-
back should allow for a precise spatial control in all three dimensions.

25.2.2
Microneedles

Glass microneedles are softer than AFM cantilevers as they are slightly greater in length
(50–500 mm) but of smaller thickness (0.1–1 mm). They have a typical stiffness of
�0.01 mN m–1, so provided that the microneedle’s displacement can be measured with
a 10-nm resolution, the accessible forces lie in the fN range, and their softness makes
them an excellent alternative for the probing of delicate biological samples. However,
note that the large size of the glass fibers limits the experimental sampling rates. At
higher frequencies such as 10–100 Hz, the force resolution is limited to a few pN.
Also, microneedles are not commercially available, and the high-resolution displacement
detection is usually not as straightforward as in the AFM technique. It may be achieved by
imaging of the microneedle itself, or by employing optical fibers, and projecting the exit-
ing light from their tips onto a photodiode. Applications of this technique are therefore
less frequent. While there have been reports on their use in studying protein unfolding,
they are more typically used in measuring molecular motor forces and DNA–protein in-
teractions under mechanical stress [9, 99, 112, 135].

25.2.3
Optical Tweezers

Dielectric particles (or spheres) experience forces as light is scattered, emitted, or adsorbed
by them, of which scattering and gradient forces are most important. They may be utilized
to trap small objects in a focused laser beam, which are thus held by a spring-like force
(applicable range : 0.1 to 100 pN) [8]. In early experiments, bacteria, yeast, or mammalian
cells were directly mechanically manipulated, but in the recent investigation of DNA,
DNA–protein complexes, and protein unfolding as well as biological molecular motors,
the principal tools for the mechanical addressing of single molecules are small micro-
spheres such as latex or glass beads, to which the individual molecules under investiga-
tion need to be chemically linked [6, 8,132].

The “spring constant” of an optical tweezer set-up depends on the bead size (usually
comparable to the wavelength of light) and refractive index, as well as on the power of
the laser beam (typically several tens of milliwatts) and the intensity distribution within
the trap. A particular advantage of the optical tweezers technique is that the momentum
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transfer between the trapped object and the laser beam can be directly measured and cor-
related with displacement and force. On the other hand, laser damage of biologically ac-
tive materials may prove disadvantageous, namely in the blue and ultraviolet range, and
because water strongly adsorbs in the visible range, lasers employed in biophysical optical
tweezers experiments operate in the near infrared (but even then, the active lifetime of
enzymes may be significantly decreased).

If a single focused laser beam is used, light must be collected over a very large angular
range so that the gradient force may overcome the scattering forces, which is only possible
with lenses of high numerical aperture. As a result, particles can only be trapped in very
close proximity to a glass slide, employing relatively high light intensities. A larger work-
ing distance and large size of the trapping zone can be achieved when two co-axial coun-
ter-propagating laser beams are used [154]. In such a dual-beam set-up the same trapping
forces require a much lower light intensity, so that small transparent beads can be trapped
with a force of �100 pN under conditions that are gentle enough to avoid irradiation da-
mage of the biomolecules. However, the need for elaborate optical alignment of the two
laser beams is a disadvantage, so this method is only used when these benefits are of cru-
cial importance to the experiments.

Various techniques may be utilized for the measurement of bead displacement. It can
be done in a direct way by observing the bead movement with a camera or by projecting
its image onto a four-quadrant photodiode; however, if ultra-fast displacement detection is
desired, then interferometric techniques have proven most useful, where the trapping
laser is also used as a displacement sensor. Hereby, frequencies of up to 100 kHz and
a spatial resolution of better than 1 nm can be reached [155]. Recently, a trapping inter-
ferometer was introduced for determining DNA unzipping forces with high sequence sen-
sitivity, which provides sub-pN resolution up to 100 pN [107].

One particular application of the optical tweezers technology is the recently developed
photonic force microscopy (PFM) [44, 45]. Two-dimensional images are obtained by later-
ally scanning a trapped latex bead across biological samples while recording the bead’s
deflection from its resting position. Under experimental conditions, the maximum axial
(imaging) force applied by the probe is well below 5 pN, and the lateral force is at max-
imum three-fold higher. It is possible to introduce molecular specificity to the sensor or
even to use a single molecule as a sensor itself. Under appropriate conditions, molecular
diffusion and mechanics can be studied at the scale of a few molecules.

25.2.4
Magnetic Tweezers

Magnetic fields, which rarely interact with biomolecules (an important requirement for
minimizing artifacts), may be used to trap magnetic metallic particles. In an approach
which is largely similar to that of optical tweezers, very stable and small forces can be ap-
plied to biomolecules in a magnetic field gradient when they are tethered to magnetic
beads that are often 1–5 mm in size and consist of iron oxide microcrystals embedded
in a polymer matrix. Small permanent magnets or electromagnets which can be moved
and rotated are used to pull and rotate the microbead, and therefore to stretch and
even twist biomolecules (the latter deformation mode is of particular importance during
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DNA replication and transcription) [5, 96, 97, 156]. The forces applied in magnetic twee-
zers measurements are typically below 10 pN, but can be as small as a few fN, and are
measured with a relative accuracy of �10 %. In contrast to the above-mentioned tech-
niques, force measurements with magnetic tweezers do not require calibration of the sen-
sor. They can be directly determined by analyzing the Brownian fluctuations of the teth-
ered bead employing the equipartition theorem because, in contrast to optical tweezers,
the variation of the trapping gradients occurs on the millimeter scale, so that the stiffness
of the magnetic trap is much smaller than that of the molecule under investigation. Also,
working at constant force is easily achieved with magnetic tweezers by keeping constant
the position of the magnet (keeping constant the displacement of the force sensors is
more elaborate in the previous techniques and typically requires an appropriate feedback).
However, since stiffness depends on the force, spatial resolution of the magnetic tweezers
technique is limited to �10 nm below 1 pN.

25.2.5
Biomembrane Force Probe

In this technique, a red blood cell or a phospholipid vesicle is used as a mechanical trans-
ducer with tunable stiffness [10]. This is achieved by applying a suction pressure to a 10–
20 mm vesicle with a micropipette (inner diameter 1–10 mm), which allows the vesicle to be
positioned and a hydrostatic pressure difference to be set across its membrane. A mi-
crobead carrying the biomolecules of interest (e. g., ligand molecules) is glued to the
apex of the biomembrane capsule opposing the pipette opening (see Figure 25.2A) and
is brought into contact with a second surface carrying the binding partners (e. g., the cor-
responding receptor molecules). This second surface may either be the surface of a cell
that is held by a second pipette, or a suitably functionalized plane glass substrate. A piezo-
electric transducer is typically used to control the pipette position, but the determination
of the bead distance from flat surfaces may also be made interferometrically with an ac-
curacy of �5 nm [13].

The suction pressure which is applied to the membrane capsule results in a mechanical
surface tension, and this allows the capsule to resist any external forces that act on the
microbead resulting from the ligand–receptor interactions under study. In-plane shear
does not play a significant role for phospholipid membranes (blood cells relax by plastic
flow at shear tensions 	20 mN m–1). The bending modules of biomembranes are also very
low as long as the applied forces are distributed over a large membrane area by the mi-
crobead so that instabilities resulting from point forces are prevented (if pulled at moder-
ate speeds, single lipid anchors are extracted from biomembranes at forces of a few tens of
pN [22]).

The membrane capsule acts like a spring, for which it was shown that the force–exten-
sion relation is linear for extensions below 200 nm [157], and proportional to the suction
pressure of the pipette. Its stiffness can be tuned during the experiment simply by chan-
ging the suction pressure, which can be easily applied and accurately measured in the
range from 1 to 50 000 Pa. For red blood cells, the lower limit for the transducer stiffness
is 45 mN m–1. For phospholipid vesicles, there is practically no such lower limit, and bind-
ing forces of individual ligand–receptor bonds can be measured from below 1 pN to a few
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hundreds of pN [10, 157]. For extensions beyond 300 nm, the force–extension relationship
becomes nonlinear, because membrane area and enclosed volume of the capsule are no
longer preserved. While the convenient use of this technique is thus constrained to
short extensions, a particular advantage is the high variability of force loading rates (ap-
proximately six orders of magnitude). It is thus ideally suited for the force-induced disso-
ciation of single adhesive bonds [4, 19].

25.3
Outlook

Since its introduction about 15 years ago, single-molecule force spectroscopy has rapidly
evolved, and is now becoming a standard technique for the structural and functional in-
vestigation of biomolecules in their native environments. As the field is gradually moving
from the physics laboratories (where the instrumentation has largely been developed) to
the life sciences laboratories, an increasing number of researchers with chemical, biologi-
cal, medical, and pharmaceutical backgrounds are joining the field. Clearly, a trend to-
wards the investigation of dynamical processes and the interaction of single molecules,
not only with each other but also with their environment, can be observed. Dynamic
force spectroscopy will continue to reveal more details about the binding potentials of re-
ceptor–ligand pairs, and hopefully force spectroscopy on genetically engineered protein
domains will shed more light on the protein folding problem. The question of what
makes molecular motors move also promises to provide further stimulating results in
the future. As more DNA-binding proteins will be investigated, the role of mechanics
in gene expression, regulation, and replication will be fully appreciated. Another promis-
ing approach will be the structural investigation of specific DNA sequences and its ad-
ducts with cancer drugs.

Taken together with new theoretical concepts of biomolecules under mechanical
tension, single-molecule force spectroscopy will clearly generate new insights into
force and its relation to structure and functions. It is a particularly fascinating goal
to mimic these functions of biomolecular systems for the realization of artificial “smart”
materials, such as new functional stimuli-responsive polymers capable of performing spe-
cific tasks. Such stimuli may be direct interactions with other molecules or external en-
ergy inputs. Also, based on our continuously improving understanding of the function
of biomolecules, they will find increasing use in newly designed functional assemblies.
The knowledge of molecular forces acting in such assemblies will be of central impor-
tance to nanobiotechnology, as we are looking forward to developing highly sensitive
chemical and biological sensor devices as well as molecular switches and nanoscopic
machines.
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Biofunctionalized Nanoparticles for Surface-Enhanced Raman
Scattering and Surface Plasmon Resonance

Mahnaz El-Kouedi and Christine D. Keating

26.1
Overview

26.1.1
Introduction

Nano- and microparticle–biomolecule conjugates have been used as amplification tags in
a wide variety of biosensing schemes [1]. The general format for many of these assays,
which are analogous to fluorescently-detected sandwich immunoassays, is illustrated in
Figure 26.1. A sensing surface is derivatized with a biorecognition element (such as an
antibody or oligonucleotide) which is capable of selectively binding the desired analyte
from solution. Detection is achieved by completing the “sandwich” with a second selective
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Figure 26.1 Typical bioconjugate-based sandwich bioassay. A surface functionalized with biorecognition
chemistry (in this case an antibody) is exposed to analyte (diamond), after which a secondary antibody-
labeled particle binds. The particle amplifies the sensor response, thereby increasing sensitivity.



biorecognition molecule, this time tagged with a particle. This chapter will focus on metal
nanoparticle bioconjugates in two surface-based optical sensing platforms : surface plas-
mon resonance (SPR) and surface-enhanced Raman scattering (SERS) [2–4]. In both tech-
niques, the nanoscale structure at a metal–dielectric interface is critically important to suc-
cessful sensing. We will discuss the application of metal nanoparticle bioconjugates in
sensing strategies based on refractive index changes (optical extinction and surface plas-
mon resonance) and electromagnetic field enhancement of vibrational scattering (SERS).

26.1.2
Applications in SPR

In recent years, a wide variety of analytical techniques has been developed based on
changes associated with the SPR of gold and silver nanoparticles and thin films. The
SPR is a consequence of the collective oscillations of metal valence electrons resulting
in a strong absorption peak that can be used to monitor changes in the surrounding me-
dium such as biomolecule adsorption events at the metal surface, or nanoparticle aggre-
gation [3, 4]. Analytical plasmon resonance techniques can be divided into two classes :

1. extinction-based methods, in which changes in the visible or near-infra-red (IR) trans-
mission are monitored, typically for collections of nanoparticles; and

2. reflectivity-based methods, in which changes in the angle-dependent intensity of re-
flected light are monitored for planar metal films or gratings.

26.1.2.1 Nanoparticle Substrates
An introduction to aggregation-based bioassays can be found in a review by Englebienne
[5]. Briefly, metal nanoparticle aggregation results in a red shift of the plasmon resonance
absorption, accompanied by a decrease in peak intensity due to aggregate sedimentation.
Aggregation of “bare”, charge-stabilized nanoparticles can be induced by the simple addi-
tion of high concentrations of salt; bioconjugates can be selectively crosslinked by the
presence of analyte. For example, Mirkin and coworkers reported a DNA sensor based
on the dramatic redshift in absorbance upon hybridization-driven gold nanoparticle aggre-
gation [6, 7] (Figure 26.2A). Recently, Englebienne has used colloidal nanoparticles for the
high-throughout screening of proteins, and has determined ligand–protein interactions
for 30 antibody–antigen pairs [8]. For Au nanoparticles, optical changes occur in the visi-
ble; to monitor bioassays in whole blood, Hirsch et al. have used SiO2 core/Au shell bio-
conjugates, which absorb in the near-IR where interference from cell and tissue absorp-
tion is minimal [9].

Bioconjugate aggregation is not a requirement for analyte detection; it is also possible to
monitor analyte binding through small shifts in the plasmon resonance absorbance due to
changes in the refractive index surrounding the particle [3, 10, 11]. Indeed, Van Duyne
and coworkers have taken advantage of changes in this localized SPR effect (LSPR) to
monitor protein binding to triangular Ag nanoparticles bound to a glass substrate (Figure
26.2B) [12]. In this investigation, �50 nm-high, 100 nm-wide nanoparticles were prepared
by nanosphere lithography [13] and derivatized with biotin for streptavidin detection. The
binding of 100 nM streptavidin to biotinylated prisms results in an impressive 27-nm red-
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shift of the plasmon resonance band. Low picomolar/high femtomolar limits of detection
were reported for streptavidin binding; samples were measured dry, in a N2 environment.
These authors also demonstrated that the LSPR response could be amplified by using bio-
tin-modified colloidal Au nanoparticles in a sandwich format [12]. Recent improvements
have enabled real-time LSPR analysis of antibody binding in physiological buffer, with a
detection limit of �700 pM [14].

26.1.2.2 Planar Substrates
SPR techniques based on the planar Au substrate configuration have been utilized exten-
sively for the detection of biomolecules, and have become increasingly popular since the
development of the first commercial BIAcore instrument in 1990 [2, 15]. SPR detection is
based on a refractive index change near a thin noble metal film upon analyte binding. The
conventional SPR system is based on the Kretschmann configuration. In this configura-
tion, a metal film (usually �50 nm of Au) is evaporated either directly onto a hemisphe-
rical prism or evaporated onto a glass slide and index matched to the prism [2, 16]. Under
conditions of total internal reflection, p-polarized light is used to illuminate the metal film

43126.1 Overview

Figure 26.2 (A) Aggregation-based solution assay
for the detection of DNA as utilized by Mirkin et al.
[6]. A solution of DNA-coated nanoparticles
changes color from red to blue upon the addition of
a complementary DNA linker sequence, due to
DNA duplex formation and subsequent particle
aggregation (top). The aggregation results in the
shift and broadening of the plasmon resonance
peak, which can be monitored using absorbance
spectroscopy (bottom). (Reprinted with permission
from ACS; � 2000.) (B) Localized surface plasmon

resonance (LSPR) biosensor utilized by Van Duyne
et al. [12]. Triangular nanoparticles synthesized
using nanosphere lithography techniques were
functionalized with a biotinylated SAM layer. Strep-
tavidin was then detected by looking at the shift in
the Ag plasmon resonance band. In the lower panel,
curve (A) unfunctionalized Ag; (B) Ag with ami-
nated SAM; (C) nanoparticles after biotin attach-
ment; (D) streptavidin detection shift. (Reprinted
with permission from ACS; � 2002.)



through the prism. At the plasmon resonant angle, the light induces the collective oscilla-
tions of the valence electrons of the metal film, resulting in a decrease in the reflectivity.
The position of this resonance angle depends strongly on the refractive index at the metal
interface; changes in the resonant angle or in the intensity of reflected light at a fixed
angle can be used to detect binding events at the substrate surface.

Although one advantage of SPR is the possibility of label-free detection, in many cases
conventional SPR lacks the desired sensitivity for biosensing. SPR response can be ampli-
fied by using a sandwich geometry, where the change in refractive index due to analyte
binding is enhanced by the binding of a macromolecule or particle with either large
MW or high refractive index (see Figure 26.1). Examples include protein–DNA multilayers
[17], liposomes [16], and polymer beads [18, 19]. We will focus on Au nanoparticle biocon-
jugates as amplification tags, an excellent introduction to which subject can be found in
Ref. 20.

Large perturbations in the SPR response upon Au nanoparticle binding are thought to
result largely from the particles acting as roughness features, enabling nonradiative sur-
face plasmons propagating in the thin film to become radiative modes [20]. Au nanopar-
ticle-amplified SPR has been used for detection of human serum albumin (HAS), using
30-nm diameter Au :protein bioconjugates [21], and also for the detection of immunoglo-
bulins [22, 23]. A thousand-fold enhancement was observed for HAS detection as com-
pared to the unamplified binding event [21]. Au :IgG bioconjugate binding was monitored
in real time by Gu et al., who observed SPR response saturation in minutes [22].

Lyon et al. used 11-nm diameter colloidal Au for detection of human IgG using a sand-
wich immunoassay such as that described in Figure 26.1 [23]. For a 6.7 pM solution of
IgG, a 0.33̄ shift was observed in the resonance angle; given that angle shifts �0.005̄
are detectable, these authors reasoned that actual detection limits may be much lower
than picomolar [23]. The experiments showed a “quasi-linear” relationship between the
particle coverage and the shift of the plasmon resonance angle, such that SPR shift can
be related to antigen concentration.

Some experimental and theory papers have addressed the impact of nanoparticles on
the SPR response of thin metal films. The electromagnetic coupling efficiency and
hence the amplification efficiency of the Au tags typically decreases with increasing se-
paration [3, 4,24]. This is demonstrated by the reduced SPR shift for the protein detection
experiments as compared to the shifts observed for the binding of Au nanoparticles on a
mercaptoethylamine self-assembled monolayer (SAM) [23]. Leung et al. stressed the im-
portance of nanoparticle film morphology, predicting that clustering of the nanoparticles
would lead to greater signal amplification [25]. Fendler and coworkers have examined the
SPR response from Au and Ag thin films upon binding 10-nm Au or 30-nm diameter Ag
nanoparticles with both experiments and modeling [26], while Lyon et al. have investigated
the effect of Au nanoparticle size on SPR shift for particles 30–60 nm in diameter [27]. At
constant particle coverages, greater shifting and broadening of the plasmon peak was ob-
served with increasing particle size. From surface coverage data, these authors concluded
that larger particles provide greater sensitivity, but at the same time decrease the maxi-
mum concentration that can be quantified [27].

Recently, Au particle-amplified SPR has been used to increase the sensitivity for the de-
tection of short oligonucleotide sequences 1000-fold over the unamplified experiment [28].
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In these experiments, a sandwich hybridization assay analogous to the immunoassay of
Figure 26.1 was employed, in which three DNA strands were used (Figure 26.3). Submo-
nolayer coverage of a DNA oligonucleotide that was half complementary to the analyte se-
quence, was attached to the sensor surface. The analyte was then introduced, followed by
binding of the Au amplification tags. Upon binding of the nanoparticles to the surface, a
large perturbation to the resonance angle was observed (Figure 26.3). Binding reversibility
was demonstrated using thermal denaturation and enzyme cleavage to remove bound
DNA and DNA :Au bioconjugates [28].

He et al. also demonstrated the feasibility of using imaging SPR and Au particle ampli-
fication to detect hybridization events in an array format with �10 pM detection limits
and a five orders of magnitude dynamic range [28]. These experiments show promise
for particle amplified SPR in array-based DNA analysis. A key challenge will be reducing
the background arising from nonspecific binding of bioconjugates to the metal film; it is
this nonspecific background that currently limits the sensitivity of the technique. In the
absence of nonspecific binding, substantial improvements in detection limits are ex-
pected.

43326.1 Overview

Figure 26.3 Particle-amplified SPR for the detec-
tion of DNA as demonstrated by He et al. [28]. DNA
sequence 1 (S1) is attached to a thin gold film
evaporated onto a glass slide (curve A). The analyte
sequence S2 binds to the surface, resulting in a very
small shift in the SPR response (curve B). A large

shift was observed upon the binding of sequence S3
attached to Au nanoparticle amplification tags, as
shown in curve C. Inset shows real-time monitoring
of the change in reflectivity at 53.2̄ after exposure to
S3 :Au particles. (Reprinted with permission from
ACS; � 2002.)



26.1.3
Applications in SERS

SERS refers to the large signal enhancements observed for molecules adsorbed at rough-
ened metal surfaces, particularly Ag and Au [4]. Two phenomena give rise to enhance-
ments :

1. Local amplification of the electromagnetic field near roughness features in free elec-
tron metals. This portion of the SERS enhancement can be theoretically modeled,
and has been reported to account for the bulk of the observed enhancements [4].

2. For molecules chemisorbed to the metal surface, an additional chemical effect is ob-
served. This effect has been described by Campion and others [4, 29]. In combination,
these effects can give rise to experimentally observed enhancements sufficient to per-
mit single molecule detection [30].

An extensive literature exists describing SERS and resonant-SERS (or SERRS) of various
biomolecules [4, 30]. In SERRS, the laser line used for excitation is resonant with an op-
tical absorbance of the molecule, leading to an additional enhancement in scattering from
vibrations coupled to the electronic transition. In nearly all cases, proteins are added to
colloidal Ag sols to induce aggregation or are added immediately after aggregation has
been induced by addition of salt. The resulting Ag nanoparticle–protein aggregates are
ill-defined but often give rise to very intense SERS spectra. Due in part to the success
of this approach, very few studies of well-defined nanoparticle bioconjugates have ap-
peared. SERS studies of protein and nucleic acid bioconjugates are described separately,
as these molecules have very different binding modalities to metal nanoparticles.

26.1.3.1 Proteins
Unlike many SPR and LSPR approaches, the goal of protein SERS has often been to elu-
cidate binding chemistry and active site structure–function rather than to detect the pro-
tein of interest. The bioactivity of adsorbed protein molecules is of great importance, par-
ticularly given the propensity of proteins to denature on solid surfaces [31–33]. Several
groups have addressed the issue of bioactivity for adsorbed enzymes in SERS studies.
The characteristic vibrational frequencies of heme chromophores present in many en-
zymes enable spectroscopic determination of enzyme stability, orientation, and charge
state. Several groups have used the heme spin state marker bands to monitor conforma-
tional changes in proteins adsorbed to aggregated Ag sols. Although early studies at Ag
electrodes [32] and BH4-reduced Ag sols [33] indicated some protein denaturation at the
metal surface, later investigations for cytochrome c (Cc) and several cytochromes P450
showed the retention of native spin states, which suggested retention of native protein
structure [34–36]. The principal difference in the latter studies was the use of Ag sols pre-
pared by citrate reduction of AgNO3 [37]; such particles have an adsorbed layer of citrate
which seems to increase their biocompatibility. Citrate-reduced Ag nanoparticles were also
used in a study by Broderick et al. which showed that the nonheme iron enzyme chloro-
catechol dioxygenase retained 60–85 % of its activity when adsorbed to aggregated colloi-
dal Ag nanoparticles. These authors were able to observe enzymatic turnover at the Ag
surface via SERRS [38].
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Well-defined, discrete protein–nanoparticle bioconjugates were not employed in any of
the aforementioned SERS investigations, and indeed are rarely used for SERS. The prin-
cipal reason for this is that it is simply not necessary to prepare discrete bioconjugates in
order to acquire SERS spectra. In addition to the ease of acquiring SERS spectra for bio-
molecules adsorbed to colloidal Ag aggregates or other roughened Ag substrates, another
important reason for the relative dearth of biomolecule–nanoparticle conjugate SERS
studies is the relative difficulty of handling colloidal Ag sols, the substrate of choice
for biomolecule SERS. To our knowledge, the first use of SERS to characterize well-de-
fined bioconjugates was by Ahern and Garrell in 1991 [39]. For protein–Ag nanoparticle
conjugates, these authors observed a time-dependent increase in SERS signal for
proteins adsorbed to colloidal nanoparticles over the course of several days, consistent
with conformational changes of the protein. No SERS signal was observed for Au
nanoparticle bioconjugates [39]. Despite the poor SERS activity of isolated nanometer
Au spheres, Au bioconjugates are more stable than their Ag counterparts. Several
researchers have described methods for acquiring SERS for Au nanoparticle bio-
conjugates.

Keating et al. have demonstrated that preconjugation of Cc to colloidal Au nanoparticles
provided greater stability and control over protein orientation as compared to direct ad-
sorption onto aggregated Ag sols [40]. Well-defined Cc :Au nanoparticle conjugates were
prepared and SERRS spectra for the Cc :Au bioconjugates were compared to spectra for
Cc alone. The two geometries investigated in these studies are shown in Figure 26.4.
Ag :Cc and Ag :Cc :Au samples were prepared by adsorption of Cc or Cc :Au conjugates,
respectively, to aggregated colloidal Ag. When Cc adsorbs to negatively charged surfaces,
such as colloidal metal nanoparticles, the heme group is located near the metal surface.
Thus, in Cc :Au bioconjugates, the heme chromophore faces in towards the Au, and re-
mains so upon adsorption of the bioconjugates to the surface of aggregated Ag sol. In con-
trast, Cc directly adsorbed to aggregated Ag nanoparticles binds with its heme close to the
Ag surface (Figure 26.4). SERRS spectra for Ag :Cc :Au and Ag :Cc samples were closer in
intensity than expected based on heme proximity to the Ag surface, due to the presence of
the Au nanoparticles. In addition, preconjugation to colloidal Au led to reproducible pro-
tein orientation on the surface and increased resistance to conformational changes indi-
cated by the spin state marker bands [40].

These Ag :Cc :Au sandwiches provided an opportunity to probe the heightened
electromagnetic fields that had long been predicted between closely spaced metal
particles [4, 30]. SERRS spectra were acquired under identical conditions for
Ag :Cc :Au and Ag :Cc at several wavelengths in the visible spectrum [41]. Electromagnetic
coupling between the Au nanoparticles and the aggregated Ag surface was evidenced
as increased relative intensity for Ag :Cc :Au versus Ag :Cc at wavelengths matched to
the optical absorbance maximum of the Ag :Cc :Au sandwich. Keating et al. also prepared
Au :Cc :Au and Ag :Cc :Ag sandwiches; scattering intensities for the Ag :Cc :Ag sandwiches
exceeded that for directly adsorbed Cc, despite the greater distance between the heme
chromophore and the aggregated Ag surface for the sandwiches. These studies demon-
strated strong electromagnetic coupling between the bioconjugated metal nanoparticles
and the aggregated Ag surface, despite the intervening protein layer (the Cc diameter is
�34 ) [41].
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Porter and coworkers have reported using antibody–Au bioconjugates in a SERS-based
immunoassay [42]. In these studies, a submonolayer of small-molecule Raman probes was
adsorbed to the Au nanoparticle surface prior to adsorbing antibody molecules; this ap-
proach is illustrated in Figure 26.5. A capture antibody is attached to a planar Au sub-
strate. After analyte binding, Raman-tagged secondary antibody–Au bioconjugates are
added. SERS spectra show the characteristic fingerprint spectra from adsorbed Raman
probes, enabling identification of the analyte. By using different Raman probe molecules
for different antibodies, two immunoassays could be performed simultaneously. Raman
spectra provide narrower bandwidths and a much greater complexity as compared to fluor-
escence spectra; thus, many more Raman-based dyes can be envisioned. Hence, this bio-
conjugate SERS-based methodology has potential for multiplexed immunoassays, and de-
tection limits were estimated at �2 nM [42]. Further improvements may be possible by
using Raman probes for which resonant enhancement is possible at the SERS excitation
wavelength.
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Figure 26.4 Schematic depiction of the
two types of SERS samples investigated
by Keating et al. [40]. In (A), Cc is directly
adsorbed on aggregated Ag nanoparti-
cles (Ag :Cc), while in (B) the Cc :Au
bioconjugates are adsorbed to aggre-
gated Ag, resulting in a greater separa-
tion between the SERS-active Ag surface
and the heme chromophore (Ag :Cc :Au).
(Reprinted with permission from ACS;
�1998.)



26.1.3.2 Nucleic Acids
Several groups have studied DNA binding to colloidal Au and Ag particles via SERS [43–
45]. Murphy and coworkers explored the binding of intrinsically bent double-stranded
DNA sequences to 14 nm-diameter colloidal Au spheres as a means of understand the
binding of these sequences to proteins of similar size [45]. Other investigations have
been aimed at ultrasensitive DNA detection. For example, Kneipp et al. have demonstrated
single molecule detection and identification of single DNA bases on colloidal Ag aggre-
gates [43].

Smith and coworkers have developed a SERRS-based detection strategy for ultrasensi-
tive detection of dye-labeled, single-stranded and double-stranded DNA via SERRS [44].
These authors have sought to improve sensitivity and reduce the standard deviations in
signals between experiments by controlling DNA adsorption on the Ag surface. The ne-
gative charge on the DNA backbone is electrostatically repelled from the negatively
charged colloidal Ag particles. Smith and coworkers addressed this by both incorporating
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Figure 26.5 SERS immunoassay format
used by Porter et al. [42]. Amplification
tags comprised of Au nanoparticles
coated with both small molecule Raman
tags and antibodies for selective biore-
cognition of analyte. Sandwich immu-
noassays were probed by SERS. (Rep-
rinted with permission from ACS; �
1999.)



positively charged propargylamino-modified deoxyuridine bases and mixing the modified
oligonucleotides with a positively charged polymer, spermine, prior to addition to colloidal
Ag nanoparticles. The resulting aggregated Ag suspension yields strong SERRS signals
for oligonucleotide-bound dye molecules, and enabled detection limits as low as 8 �

10–13 M [44]. This approach has been used to detect PCR products using SERRS-active
primers which contained both a 5� dye moiety as well as a propynyl-modified sequence
to improve adsorption [46].

In 1996, the Mirkin/Letsinger [47] and Alivisatos [48] groups each published methods
for single-point attachment of oligonucleotides to Au nanoparticles via self-assembly of
thiol groups covalently attached to the 3� or 5� terminus of the DNA. These DNA–Au bio-
conjugates have found a wide range of applications in biosensing [49–51], but have only
recently begun to be used in SERS experiments. Franzen and coworkers have used SERS
to monitor DNA–Au bioconjugate monolayer morphology and surface aggregation [52].

The potential of Raman probes as tags for multiplexing was exploited recently by the
Mirkin group to prepare an elegant multianalyte DNA sensor based on SERRS (Figure
26.6) [53]. In these studies, dye molecules were incorporated into the oligonucleotide se-
quence prior to assembly of the DNA–Au bioconjugates. A sandwich hybridization assay
was performed on a chip surface, such that bioconjugates attached to the surface only
when the analyte sequence was present. Rather than measure the Raman signal directly
from the surface-bound (dye-harboring) bioconjugates, Mirkin and colleagues chemically
reduced Ag onto the Au particles. This process resulted in a much more SERS-active sub-
strate as compared to the 13-nm Au particles alone. The resulting Raman spectra showed
good discrimination between six different bioconjugates, as well as detection limits of 20
� 10–15 M. In addition to outstanding sensitivity and multiplexing capability, this ap-
proach benefits from the unusual selectivity of DNA–Au bioconjugate hybridization,
which permits discrimination of single base mismatches by temperature or salt stringency
assays [51, 52].

Mulvaney et al. recently reported a novel SERS-based nanoprobe, in which Raman-ac-
tive molecules on the surface of Au or Ag nanospheres were protected by a glass shell
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Figure 26.6 SERS-based DNA and
RNA detection strategy reported by
Mirkin et al. [53]. DNA–Au bioconju-
gates incorporated Raman-active dye
molecules at the 3�, thiol-terminated
end of the oligonucleotides. These
probes were selectively assembled
onto the DNA chip surface via sand-
wich hybridization assays, followed by
chemical reduction of Ag metal se-
lectively onto the Au bioconjugates.
SERS was then used to detect and
identify the Raman label, and hence
the DNA sequence, present in each
spot. (Reprinted with permission
from AAAS; � 2002.)



[54]. Such particles could potentially be coupled to biomolecules of interest and used as
Raman tags in multiplexed bioassays.

26.2
Methods

26.2.1
Planar SPR Substrate Preparation

An excellent resource for SPR is the website of Professor Corn’s research group at the
University of Wisconsin, as this provides – among other things – software for Fresnel cal-
culations [55]. The preparation of SPR substrates begins with the vacuum evaporation of
an Au thin film (approximately 40–50 nm thickness) onto freshly cleaned glass substrates.
The surface is then derivatized for selective biomolecule attachment. Different attachment
chemistries have been developed, including the use of commercially available chips that
include a coupling matrix [15]. These polymer matrices – which are usually a functiona-
lized dextran – are not generally amenable to particle amplification, as the nanoparticles
are usually too large to fit into the pores of the matrix. Instead, alkanethiol-based self-as-
sembled monolayers and biotin–streptavidin attachment chemistries are favored for par-
ticle-amplified SPR. Streptavidin can be physisorbed onto the Au substrate, and biotiny-
lated DNA strands or proteins can then be attached to the substrate surface. The adsorp-
tion of a carboxy- or amino-terminated self-assembled monolayer followed by protein at-
tachment using carbodiimide chemistry (EDC/NHS), has also been successful [56].

26.2.2
Metal Nanoparticles

Recipes for the synthesis of colloidal Au particles of various sizes can be found in Ref. [57].
A slight modification of these protocols for monodisperse 12 nm-diameter Au nano-
spheres leads to an approximately four-fold increase in particle concentration [58]. The
most popular Ag nanoparticle preparation method for SERS is the citrate reduction pro-
tocol published by Lee and Meisel in 1982 [37]. Particles prepared following this protocol
are typically quite polydisperse but give rise to excellent SERS enhancements. Other Ag
particle recipes include EDTA reduction [41] and BH4 reduction [33]. Synthetic methods
also exist for preparation of core-shell nanoparticles including Au core-Ag shell [59] and
silica core–Au shell [60]. Au and Ag nanoparticles are commercially available from Ted
Pella, Inc. (www.tedpella.com), with or without adsorbed antibodies or streptavidin.

26.2.3
Bioconjugates

Protein–nanoparticle conjugates, prepared by direct adsorption of proteins to colloidal Au,
have been used for decades as electron-dense markers in transmission electron micro-
scopy experiments [57]. Detailed methods for preparation of protein–Au conjugates are
available [57]. A typical protocol begins with a flocculation assay, which determines the
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concentration of protein necessary to stabilize nanoparticles from salt-induced aggrega-
tion. This procedure has been described in several references, among them the excellent
books by Hyat [40, 57, 61].

DNA–nanoparticle conjugates, prepared by self-assembly of 5� or 3� terminal thiol- mod-
ified oligonucleotides were introduced by the Mirkin–Letsinger and Alivisatos groups in
1996 [47, 48]. Several useful references on preparation, handling, and characterization
of these bioconjugates have appeared, including their separation by gel electrophoresis
and factors influencing hybridization efficiency [62–64].

26.2.4
General Comments

Other methods are useful for coupling biomolecules to particles that have different sur-
face chemistries. For example, Au nanoclusters with phosphine ligands are commercially
available as “nanogold” and undecagold” from Nanoprobes, Inc. (www.nanoprobes.com).
These particles are covalently modified with reactive groups for use in coupling reactions
with biomolecules of interest.

Researchers new to colloidal metal particles often have difficulty with particle stability.
Metal nanoparticles are stabilized against irreversible aggregation by charge repulsion due
to adsorbed ions and/or steric hindrance due to large adsorbates (e. g., biomolecules). The
addition of even small amounts of salts to charge-stabilized nanoparticles can lead to irre-
versible aggregation, as evidenced by a dramatic color change and ultimately precipitation
of aggregates from solution. All glassware must be scrupulously clean, and all H2O must
be deionized. The addition of biomolecules for particle derivatization must be carried out
with care in order to prevent nanoparticle aggregation due, for example, to the buffer so-
lution in which the biomolecules are dissolved, or to crosslinking by the biomolecules
themselves [61].

26.3
Future Outlook

Recent years have seen great strides in controlling the size, shape, and monodispersity of
colloidal metal particles. It is now possible to produce metal nanoparticles with highly
controlled optical properties based on particle size, shape, and composition. Such optical
probes will be increasingly employed in ultrasensitive detection strategies such as those
described here. Triangular or rod-shaped nanoparticles are particularly attractive for
LSPR assays, and may also find application in SERS bioconjugates. For example, these
particles could lead to higher SERS intensities for Raman-tagged metal core/SiO2 shell na-
noparticles. Arrays of Ag nanoparticles prepared by nanosphere lithography such as those
used for LSPR have recently been shown to give SERS enhancements �108 [65], and may
find application in SERS-based biosensing.

The work described here demonstrates the flexibility of well-defined particle–biomole-
cule conjugates as amplification tags in a wide variety of sensing formats. Indeed, such
conjugates are also finding application in biosensor strategies ranging from light scatter-
ing [66] to QCM [67] to electrical detection [51]. Regardless of application details, the pre-
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paration of stable, well-defined bioconjugates is critically important. Challenges include
nonspecific binding of nanoparticles, which can limit the sensitivity and dynamic range
of bioconjugate-based assays. Results from the Mirkin group indicate that excellent rejec-
tion of nonspecific binding can be achieved [50, 51]. In addition, the long-term stability of
bioconjugates becomes important for commercial applications. It is encouraging to note
that bioactive Au–protein conjugates can be purchased, stored for months, and used suc-
cessfully in tissue staining for transmission electron microscopy; this bodes well for im-
provements in stability for the many novel bioconjugates now being prepared in labora-
tories around the world.

We expect vigorous research and increasing commercial applications for nanoparticle–
biomolecule conjugates in the coming years. Nanoparticle-amplified SPR has tremendous
potential for real-time sensing as well as coupling with spatially-patterned surfaces, such
as DNA microarrays, for multiplexing. The most successful SERS strategies in the im-
mediate future will likely be those that, like the work of Porter and of Mirkin, detect ana-
lytes indirectly by sensing a SERS-active label. SERS has tremendous potential for ultra-
sensitive multiplexing, and may find application in, for example, medical diagnostics and
the analysis of gene expression.
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27
Bioconjugated Silica Nanoparticles for Bioanalytical Applications

Timothy J. Drake, Xiaojun Julia Zhao, and Weihong Tan

27.1
Overview

Fluorescence-based techniques have generated widespread acceptance in many biochem-
ical assays. For detecting small amounts of analyte, fluorescent molecules are often
exploited as efficient signal transducers. However, sample analysis in small volumes
can be particularly difficult when limited amounts of signaling probes are present. As a
consequence, organic fluorophores, dye-doped nanoparticles, metal nanoparticles, and
semiconductor nanoparticles are employed to aid in the analysis [1–17]. Improvements
in these areas are still needed to make bioassays faster, more accurate and precise, and
to remove the need for time-consuming amplification protocols. Nanoparticles show
great promise in this regard, largely due to their unique optical properties, high sur-
face-to-volume ratio, and other size-dependent qualities. By using nanoparticles, research-
ers have been able to increase sensitivity, enhance signal detection, and generate better
reproducibility [1, 3, 7, 14–16, 18–20]. In this chapter, we will discuss silica-based nano-
particles and the progress made in bioanalytical and bionanotechnology applications.

Silica-based nanoparticles have been prepared and doped with organic and inorganic
dye molecules, as well as being manufactured to contain magnetic cores with a silica coat-
ing [2, 3, 20, 21]. These particles have demonstrated great promise in the fields of DNA
detection, bacterial detection, and chemical sensing [22–27]. DNA detection has been car-
ried out using various nanoparticle formats [11, 14, 15, 28–34]. Dye-doped silica nanopar-
ticles, as an example, when conjugated to DNA sequences for probing target DNA, con-
tain thousands of dye molecules within one particle. Consequently, a significantly greater
signal can result from single binding events, which leads to an increased sensitivity in
comparison to single fluorophore-labeled DNA assays [25]. Magnetic silica nanoparticles
have also been used to isolate and collect DNA using unique signal-transducing DNA
probes [21, 26]. The bioconjugation of proteins has also allowed these particles to be
used in various labeling and sensing protocols, such as Escherichia coli O157 :H7 detection
and chemical sensing [22, 27].

The advantages that silica nanoparticles offer in these fluorescence detection methods
are largely due to their sensitivity, though the versatility of the silica substrate also
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plays a major role. In the development of highly effective nano-luminescent probes, silica
has been found to be a more appropriate shell material than polymers. Various dye-doped
polymer nanoparticles have been developed [35], and organic dye molecules – due to their
hydrophobic properties – are easily incorporated into the polymer matrix to form lumines-
cent nanoparticles [36, 37]. Whilst polymer nanoparticles, due to their hydrophobicity and
bioincompatibility, are not very well suited for bioanalysis, silica on the other hand has
several characteristics which make it a very attractive alternative substrate. First, it is
not subject to microbial attack, and there are no swelling or porosity changes with varia-
tions in pH [38]. Silica is also chemically inert and optically transparent. The shell of the
silica particles can act as an isolator, limiting the effect of the outside environment on the
core of the particles. This is particularly important for dyes which are sensitive to certain
solvents and soluble species in the buffer solutions. Photobleaching [39] and thermally in-
duced degradation [39, 40] are primary processes that reduce the operational lifetime of a
dye. By encapsulating the dye within the chemically and thermally inert silica shell, photo-
bleaching and photodegradation of the dye can be minimized [3]. For bioconjugation pro-
tocols, a large amount of chemical reactions already exist for easy functionalization of
silica particles to biomolecules [41–45]. Consequently, the synthesis protocol for the fab-
rication of silica-based particles and probes is relatively simple and straightforward and
requires no special conditions.

27.2
Methods

27.2.1
Fabrication

Typically, two methods may be followed to prepare silica-based nanoparticles : (1) the Stö-
ber method [22, 46, 47]; and (2) a reverse microemulsion method [2, 3,21, 24]. The Stöber
method is used primarily to prepare pure silica nanoparticles and organic dye-doped na-
noparticles [2, 3,21, 24], while the reverse microemulsion technique can be used for pure,
inorganic and organic dye-doped, and magnetic nanoparticles [22, 46, 47].

The reverse or water-in-oil microemulsion (W/O) is a robust and efficient method for
nanoparticle fabrication [48] which yields monodispersed particles in the nanometer
size range. W/O microemulsions are isotropic and thermodynamically stable single-
phase systems consisting of three primary components : water, oil, and a surfactant (Fig-
ure 27.1). Water nanodroplets formed in the bulk oil phase act as a confined media, or
nanoreactors, for the formation of discrete nanoparticles. The main highlight of this
method is size tunability of nanoparticles by varying the water to surfactant molar ratio
and dynamic properties of microemulsion [49]. W0 = 10 systems using Triton X-100 can
produce silica nanoparticles with 60 nm diameters with minimal size distribution (Figure
27.1).

In the Stöber method [47], suspensions of submicron, silica-based spheres can be ob-
tained, with the particle diameter being controlled through the parameters involved in
the process, namely temperature and concentration. Typically, 5.0 mL of ethanol (95 %,
v/v) is placed into a conical flask and mixed with 100 mL tetraethylortho-silicate (TEOS).
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The flask is then cooled to 0 �C and placed floating in an ice-cooled ultrasonication bath.
Ammonium hydroxide (NH4OH, 28–30 wt %; 5 mL) is added to the solution while ultra-
sonication is continued. The particles obtained may range from �100 nm to �1 mm in
diameter (Figure 27.2). Although this method is relatively simple and can be carried
out in only a few hours, it is limited by the nonuniformity of the products obtained,
and filtration and further separation is needed.

By using these fabrication methods, silica nanoparticles can be easily designed as nano-
sensors. The versatile silica matrix and modification protocols allow them to be conju-
gated with various functional groups which allow for specific applications and sensing as-
says. Pure, magnetic, and dye-doped silica nanoparticles have been prepared and surface-
modified for multiple sensing and probing protocols, as described in the following sec-
tions.
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Figure 27.1 (A) Representation of the microemulsion system used for preparing silica nanoparticles. (B)
Transmission electron microscopy image of silica nanoparticles prepared by a microemulsion method
(�60 nm diameters).

Figure 27.2 Scanning electron mi-
croscopy image of silica nanoparticles
prepared using the Stöber method.



27.2.2
Particle Probes

Silica nanoparticles for bioanalytical applications have been synthesized and doped with
either Tris(2, 2�-bipyridyl)dicholororuthenium(II) (RuBpy), tetramethylrhodamine (TMR),
TMR-dextran, rhodamine 6G (R6G), or fluorescein-dextran [2, 3, 24, 46]. The procedures
developed allow for the doping of dye molecules in each nanoparticle’s silica matrix. Mag-
netic nanoparticles of Fe3O4 and Fe2O3 have also been produced using the reverse microe-
mulsion method and further coated with silica for biomolecule immobilization [21, 26].

27.2.2.1 Dye-doped Silica Nanoparticles
Dye-doped silica nanoparticles provide highly luminescent signals due to the high quan-
tum yield of the dye molecules and the numerous dye molecules inside the particles. Or-
ganic and inorganic dyes can be incorporated into nanoparticles using various techniques
[1–3, 35, 46, 50–53]. For inorganic dye-doped silica nanoparticles, RuBpy dye molecules
are simply placed into the reverse microemulsion system where they are entrapped in
the nanoreactor water pools [3]. The silica matrix then encapsulates the dye molecules
as it polymerizes [22]. This method is very effective in the production of very bright
and photostable luminescent particles.

Developing improved particle probes could be accomplished by doping the silica matrix
with higher quantum yield organic dyes. Higher fluorescent intensities could result and
allow for increase sensitivity in various detection techniques where limited detectable
events typically exist. However, trapping the organic dye molecules into the W/O micro-
emulsion water pools or dispersing them in the Stöber method proved difficult due to
the hydrophobic properties of most organic dyes and the lack of attraction forces between
organic molecules and the silica matrix. The solubility of organic dyes is much more pre-
valent in organic reagents than in aqueous solutions; therefore, dye molecules prefer to
stay in the organic phase of the W/O microemulsion system and precipitate in the Stöber
method, which results in the formation of pure silica nanoparticles. Unlike RuBpy, most
organic dye molecules are neutrally charged, thereby eliminating the electrostatic attrac-
tion which occurs between the silica particles and the dye molecules and is believed to
aid in the retention of the dye molecules inside the silica matrix. The methods described
in the following sections briefly describe the synthesis of R6G- and TMR-doped silica na-
noparticles which address these two issues for organic dyes.

A Stöber-based approach has been designed to reduce the hydrophilicity of the silica
matrix to allow for hydrophobic R6G molecules to be trapped inside the nanoparticle ma-
trix [20]. TEOS is still used as the hydrophilic precursor, while phenyltriethoxysilane
(PTES) is added to aid in trapping the dye molecules. Consequently, the R6G molecules
are retained to a greater degree in this mixed-matrix structure, and this results in the for-
mation of R6G-doped nanoparticles. Nanoparticles obtained using this method yield
highly fluorescent, photostable probes with minimal dye leakage after prolonged storage
in aqueous conditions (Figure 27.3). With the implementation of the Stöber method in the
preparation of these particles, relatively large and nonuniform particles are obtained. For
more uniform and smaller-sized particles, a method was developed for TMR-doped silica
nanoparticles using the W/O microemulsion technique.

44727.2 Methods



Rather than altering the silica matrix, this approach is designed to change the property
of the water pool nanoreactors in the microemulsion system to make TMR molecules
more hydrophilic and more attractive to the silica matrix during the reaction. The basic
approach uses a binary compound, acetic acid (HAc), to form the bulk of the water
pool. HAc has both organic and inorganic properties and acts as an aqueous solution
to dissolve and retain the TMR molecules inside the water pool. HAc also supplies protons
for TMR and makes it positively charged [54]. The addition of HAc to the W/O microemul-
sion system is a simple and easy method to produce organic-dye doped silica nanoparti-
cles. When compared to their inorganic dye-doped nanoparticle counterparts, the TMR-
doped particles provide much higher (�40-fold) fluorescent signals (Figure 27.4) [54].
This is believed to be attributed to the much better quantum yield of organic dyes. Simi-
larly, TMR-dextran-doped silica nanoparticles can be made with W/O microemulsions [55].
By linking a highly hydrophilic dextran molecule to a TMR molecule, the TMR is con-
verted to a hydrophilic molecule and thus trapped inside the water pool in the microemul-
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Figure 27.3 Photostability compari-
son of dye-doped nanoparticle (NP)
and pure dye R6G.
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sion system. However, to efficiently trap TMR molecules inside the silica, the TMR–dex-
tran complex needs to become positively charged. By adding a low pH hydrochloric acid
solution to the water phase in the microemulsion system, the TMR molecules are firmly
entrapped in the silica matrix, and this results in highly fluorescent TMR-doped silica na-
noparticles (Figure 27.4).

27.2.2.2 Magnetic Silica Nanoparticles
The synthesis of ultrasmall magnetic nanoparticles with uniform size distribution is very
important because of their wide applicability in biology and medicine [56–58]. Examples
include magnetic resonance imaging (MRI) contrast agents, the magnetic separation of
oligonucleotides, cells, and other biocomponents, and magnetically guided site-specific
drug delivery systems. Pure magnetic particles themselves may not be very useful in prac-
tical applications because of certain limitations :

� they tend to form large aggregates;
� they undergo structural changes due to instability, and this results in magnetic property

changes and
� they undergo rapid biodegradation when directly exposed to biological systems.

Consequently, a suitable coating is essential to prevent such limitations, and the W/O mi-
croemulsion has been widely used to synthesize various types of magnetic materials [59–
63]. Silica-coated magnetic nanoparticles have also been prepared using such a method
[21, 26]. Iron oxide-nanoparticles are first formed by the coprecipitation reaction of ferrous
and ferric salts with inorganic bases. The magnetic particles are then coated with silica to
allow for biomodification and further used for bioanalysis. The resultant particles can
range from 2 to 30 nm in diameter, are very uniform in size, and show magnetic behavior
which is close to that of superparamagnetic materials.

27.2.3
Biofunctionalization of Silica Nanoparticles

Although inorganic nanoparticles can be prepared from various materials by several meth-
ods, their coupling and functionalization with biological components have been carried
out with only a limited number of chemical methods. To prepare such conjugates from
nanoparticles and biomolecules, the surface chemistry of the nanoparticle must be
such that the ligands are fixed to the nanoparticle and possess terminal functional groups
that are available for biochemical coupling reactions. Binding to particle surfaces is fre-
quently carried out via thiol group interaction [64–68], but in most cases a simple thiol
bond to the particle surface is not sufficient to accomplish a permanent linkage. Instead,
equilibrium is established with dynamic ligand exchange. To avoid this, a shell of silica is
often grown on the particle itself by means of sol-gel techniques [47, 69, 70], and the link-
age groups pointing outwards are added as functionalized alkoxysilanes during the poly-
condensation process [71, 72]. The result is a relatively compact silica shell and a tight
coating of the surface with coupling groups. Silica-based solid supports have been effec-
tively used for the immobilization of various biomolecules such as enzymes, proteins, and
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DNA, for applications ranging from biosensors to interfacial interaction studies [41–45,
73–75].

The above examples demonstrate that some chemical approaches have already been ex-
plored for the physical linkage of inorganic and biological materials. However, there re-
mains a great demand for alternative methods which compensate for typical problems
that arise in the biofunctionalization of nanoparticles – notably the harsh conditions
which often lead to degradation and inactivation of sensitive biological compounds. Li-
gand exchange reactions that occur at the colloid surface often hinder the formation of
stable bioconjugates. Moreover, the synthesis of stoichiometrically defined nanoparticle-
biomolecules is a major challenge and is particularly important for generating well-de-
fined nanostructures and nanoscaffolds for bioanalytical applications. A brief description
of the methods employed by our laboratories for the bioconjugation of silica nanoparticles
is presented in the following sections.

27.2.3.1 Amino-Group Cross-Linkage
An effective bioconjugation approach for the immobilization of proteins (e. g., enzymes
and antibodies) onto silica nanoparticles is to chemically modify the particle’s surface
with amine-reactive groups [22]. Subsequently, free amine groups on the surface of biomo-
lecules can covalently attach to the nanoparticle, leading to chemically bound silica nano-
particles conjugates (Figure 27.5A). The silica nanoparticles are first silanized using tri-
methoxysilyl-propyldiethylenetriamine (DETA) and then treated with succinic anhydride.
The resulting carboxylate-modified particles are washed with deionized water. Two differ-
ent approaches are then used, based on Bangs Labs’ protocols [76], to further modify the
nanoparticles. The first approach uses carbodimide hydrochloride in an activation buffer
to produce o-acylisourea intermediate on the nanoparticle’s surface. The available amine
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Figure 27.5 Various bioconjugation pathways that have been explored for silica nanoparticles. (A) Amino-
group cross-linkage; (B) avidin–biotin linking bridge; (C) disulfide-coupling chemical binding; (D) cya-
nogen bromide modification.



groups on the biomolecules are then bound to the modified silica nanoparticles through
amine bonds by immersion of the nanoparticles in a suitable concentration of the biomo-
lecule solution [22]. The second approach adds a water-soluble N-hydroxysuccinimide
compound along with carbodimide hydrochloride to the carboxyl-modified silica nanopar-
ticles. The active ester intermediate formed by the N-hydroxy compound replaces the o-
acylisourea intermediate, which is more stable for hydrolysis, and thus, the coupling effi-
ciency of biomolecules to the nanoparticles is increased [27]. These approaches offer a
more stable binding between the silica nanoparticles and biomolecules, which can last
for several weeks or until the biomolecules become inactive.

27.2.3.2 Avidin–Biotin Linking Bridge
The affinity constant between avidin and biotin is 1015 L mol–1, which is 105 to 106 times
higher than that of regular antibody–antigen interactions. Therefore, the avidin–biotin
linkage represents a practical conjugation approach to bind biomolecules onto silica nano-
particles [24–26]. Usually, biotin links easily to biomolecules to form recognition agents,
and many commercially available biotinylated biomolecules are produced in this way. As
long as avidin molecules are immobilized to the nanoparticles, upon avidin–biotin bind-
ing the recognition biomolecules remain on the nanoparticle surface for subsequent bind-
ing and identification of target biomolecules.

This avidin immobilization process is very simple and is based on the electrostatic at-
traction of the avidin for the silica surface (Figure 27.5B). The negatively charged silica
surface allows the positively charged avidin to adsorb passively onto the nanoparticle’s sur-
face. By incubating appropriate concentrations of avidin with the silica nanoparticles, the
avidin is adsorbed onto the nanoparticle surface. To stabilize the adsorption, a subsequent
crosslinking step is carried out using a glutaraldehyde solution [24, 25]. The resulting avi-
din-coated silica nanoparticles conjugate to biotinylated molecules via a strong avidin–bio-
tin affinity in readiness for further applications.

27.2.3.3 Disulfide-coupling Chemical Binding
Disulfide-coupling chemistry has proven to be one of the most efficient methods for the
immobilization of oligonucleotides to a substrate [77]. Unlike most other covalent attach-
ment processes, this method does not require preactivation or reduction of the disulfide
groups to generate more reactive however unstable thiol species. The disulfide-modified
oligonucleotides are directly coupled to the silane-activated silica surface, without any pre-
treatment (Figure 27.5C). The silica nanoparticles, however, are silanized with 3-mercap-
topropyltrimethoxy-silane (MPTS) and then cured for approximately 2 hours in a vacuum
oven, thereby forming functional thiol groups on the silica nanoparticle surfaces [23]. Dis-
ulfide-modified oligonucleotides are then directly attached onto the nanoparticle surface
through disulfide-coupling.

27.2.3.4 Cyanogen Bromide Modification
Silica nanoparticles can also be surface-modified by activating them with sodium carbo-
nate. A solution of cyanogen bromide in acetonitrile is then added to suspension to
yield –OCN groups on the particle surface (Figure 27.5D) [22]. The particles are then avail-
able for bioconjugation to the biomolecules containing free amino groups.
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27.2.4
Bioanlytical Applications for Silica Nanoparticles

The development of nanoparticles has shown great promise in bioanalysis due to their
unique optical properties, high surface-to-volume ratio, and other size-dependent quali-
ties. When combined with surface modifications and composition control, these proper-
ties provide probes for highly selective and ultra-sensitive bioassays. Of the various fluor-
escent materials, organic dye molecules are frequently used in bioassays due to their high
quantum yield [78, 79]. However, the sensitivity of methods using organic dyes is limited
by a low number of recognizable components in trace amounts of biosamples, which re-
sults in an inadequate amount of detection signals. Dye molecules also typically suffer
from rapid photobleaching [80], resulting in unstable and inaccurate fluorescence signals.
The dye-doped nanoparticles described above contain �104 effective dye molecules for sig-
naling targets and have excellent photostability. For every binding event, the nanoparticle
will bring thousands of dye molecules rather than only a few, and this results in an in-
creased sensitivity for most bioanalytical applications.

27.2.4.1 Cellular Labeling/Detection
For effective cellular labeling techniques, biomarkers need to have excellent specificity to-
ward biomolecules of interest, and also have optically stable signal transducers. The dye-
doped silica nanoparticles described in previous sections of this chapter offer ideal photo-
stability and are easily conjugated through the use of the silica matrix to target-specific
molecules, such as antibodies [2, 3,27].

The use of nanoparticles for biomarking has been effectively demonstrated for the label-
ing of leukemia cells [22]. A mouse anti-human CD-10 antibody is used as the recognition
element on CNBr-pretreated nanoparticles. The mononuclear lymphoid cells are incu-
bated with the CD-10 nanoparticles and then washed with phosphate-buffered saline to
remove unbound nanoparticles. Fluorescence microscopy is then used to image the leu-
kemia cells, whereupon the brightly fluorescent cells are easily detected and correlate well
to optical images.

Another approach in which antibody-labeled particles have shown great promise is in
the detection of single bacterium. A rapid bioassay for the precise determination of a sin-
gle bacterium has been developed and has clear implications in the food and clinical in-
dustries, as well as for the identification of bioterrorism agents. Traditional methods used
to detect trace amounts of bacteria tend to be laborious and time-consuming due to the
complicated assay procedures [81–84]. Rapid single bacterium detection in a large-volume
sample is not yet possible, but by using dye-doped silica nanoparticles a nanoprobe mo-
lecule has been developed to allow for the rapid, sensitive and accurate detection of single
E. coli O157 :H7 bacterium [27]. Antibodies against E. coli O157 :H7 are conjugated to
RuBpy-doped silica nanoparticles to form the nanoprobe complex, which is used to
bind and label the antigen on the E. coli O157 :H7 cell surface. The resultant fluorescence
signals can then be monitored using various techniques. This bioassay takes �20 minutes
to complete and is a convenient, highly selective method. Because the nanoparticle brings
a large amount of dye molecules to the surface of the bacterium, single bacterium detec-
tion is also possible.
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27.2.4.2 DNA Analysis
Magnetic separation is a powerful separation method for biomolecules. Based on the ul-
trasmall and uniform magnetic nanoparticles synthesized [21], genomagnetic nanocap-
turers (GMNCs) were developed for the collection of trace amounts of DNA/RNA mole-
cules from complex mixtures [27]. The GMNC can selectively separate a specific DNA
sample by hybridization events followed by magnetic separation. The GMNC is con-
structed with a magnetic nanoparticle, a silica layer, a biotin–avidin linkage, and a molec-
ular beacon [85–89] DNA probe (Figure 27.6), where the magnetic nanoparticles serve as
magnetic carriers and molecular beacon (MB) probes act as recognition elements and in-
dicators for specific gene sequences.

There are two major factors that allow the GMNC to be highly effective in DNA anal-
ysis. First, the MB’s special stem–loop structure is critical for single-base mismatch dis-
crimination; and second, the use of magnetic nanoparticles allow for separation, isolation,
and enrichment. The melting profiles of the MB on the GMNC surface allow for efficient
isolation of the target DNA from single-base mismatched DNA. By varying the tempera-
ture and separating the solution by magnetization, the GMNC is able to separate trace
amounts of target DNA/RNA from an artificial complex matrix containing large amounts
of random DNAs (100 times more concentrated), as well as proteins (1000 times more
concentrated). The target DNA/RNA sequences can be captured down to an initial concen-
tration of 0.3 pM in a complex mixture with high specificity and excellent collection effi-
ciency. The separation and collection of trace amounts of single-base mismatched DNA
might potentially represent an effective means of detecting mutant cancer genes and elim-
inating cancer before it occurs.

27.2.4.3 Ultrasensitive DNA Detection
The amount of dye molecules per nanoparticle can be effectively utilized in DNA hybri-
dization assays, and offers a distinct advantage over traditional fluorescence-based tech-
niques [20, 46, 54, 55]. The assay is based on a sandwich set-up which eliminates the
need to label the target (Figure 27.7). Upon hybridization, every binding event will be ide-
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Figure 27.6 (A) Transmission electron micrograph of a magnetic silica-coated nanoparticle. (B) Geno-
magnetic Nano-capturer structure.



ally reported by a single nanoparticle containing thousands of dye molecules. This results
in a significant increase in sensitivity and detection capabilities. For these investigations,
RuBpy- and TMR-doped nanoparticles are used with an avidin–biotin conjugation protocol
[24, 25]; the resultant assay was able to achieve a sub-picomolar detection limit.

27.3
Outlook

Although significant advances have been made in the area of silica-based nanoparticles,
many theoretical and technical problems still need to be solved. These vary from under-
standing the nanofabrication of molecular-sized probes to the control of photobleaching
(a standard problem in fluorescence microscopy). Nanoparticles have already been pro-
duced which are highly photostable and approach the molecular size. Currently, investiga-
tions are under way to develop a better fundamental understanding of silica nanoparticles
and techniques for the bio-imaging of cells and cellular components, of bioassays targeted
at biologically relevant diseases, of detection probes for neurochemical monitoring, and of
DNA separation and detection techniques. All of these approaches have been designed
with nanometer dimensions and may be fully implemented in the ultra-sensitive detec-
tion and monitoring of biological events.
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Figure 27.7 DNA detection scheme
using a sandwich format assay. (1) Dye-
doped nanoparticle assay; (2) single
fluorophore-labeled DNA assay. (A)
Capture sequence immobilized to a
solid support. (B) Probing sequence
immobilized to a nanoparticle through
avidin–biotin binding. (C) Dye-doped
silica nanoparticle which contains
thousands of dye molecules per nano-
particle. (D) Unlabelled target se-
quence. (E) Single fluorophore mole-
cule attached to a probe DNA se-
quence. Upon hybridization of the
capture probe and target sequence, the
probe molecule hybridizes with the re-
maining un-hybridized sequence to at-
tach the signal transducer for detection.
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a
acetic acid 322, 447
acetonitrile 451
acetycholine 67
acetylcholin esterase 205
acetylthiocholine 204
actin 185
– cytoskeleton 53
– filaments 185, 187
action potential 67
activatin barrier 406
acylisourea intermediate 451
adenine 256
adenovirus 55
adhesion peptides 36
adhesion peptides 41
adocia-sulfate-2 191
affinity-contact printing 32, 34, 44
Affymetrix 26
AFM 38, 42, 48, 218, 231, 261, 264, 251,

331, 387, 404, 409f, 413, 415, 418ff
– cryo 390
– probe 396
– tip 396
– tip radius 396
algal cells 127
alignate/PLL particles 333
alkaline deacetylation 321
alkaline phosphatase 228
alkoxysilanes 449
aluminium
– anodizing of 5
aminoalkylsilanes 335
g-aminobuyrid acid (GABA) 67
aminopolysaccharide 321
aminopropyltriethoxysilane (APTES) 278
ammonium hydroxide 446
amphiphilic dendrimers 170
anion pump 149
anodic stripping voltammetry 206

antibiotics susceptibility 16
antibody 229, 235f, 310, 405, 421, 452
anticancer drugs 415, 424
antigenic site 421
antisense oligonucleotides 333
antisense therapy 320
apo-enzymes 203
apo-ferritin 279, 282
apo-flavoenzyme 203
apo-glucose dehydrogenase 203
apo-glucose oxidase 203
argon ion etching 88
array spotters 14
artifical intelligence 73
artifical retinas 158
artificial cells 177
ascorbic acid 203
asialoglycoprotein 333
atomic force microscopy

see AFM
ATP 186, 191
– energy 186
– photoactivatable 191
– synthase 186, 196
– ase 156
autocatalytic process 267
autometallography 354, 371
avidin 201, 206, 451
avidin-biotin pair 451; see also „streptavidin“
– conjugation protocol 454
– linkage 453

b
Bacillus sphaericus 78f
backplane 46
bacteriophage portal motor 416
bacteriorhodopsin 146ff, 150ff, 177, 196, 390, 392
– genetic modification 153
– M-intermediate 152
– M-state 160
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– photochromic 155
– photochromic applications 159
– photocycle 152
– photoelectric applications 156
– photoelectric properties 157
– properties 155
barcodes
– biological 299
barcoding 349
b-barrel 93f
Berenil 390
beta-galactosidase 228
beta-galactosidase gene 329
bifunctional methoxy molecules 347
bifunctional peptide 122
bilayers 97, 103, 106
bilayer lipid membranes (BLMS) 86
binding potential 404
biocompatible devices 1ff
biocomposites 126
biodegradability 171
bioelectronics 200ff
biofuel 201
biogenic nanoparticles:

see microbial nanoparticle production 133
biohydrometallurgy 147
biokleptic 317
bioleaching 147
biological sensors 14
biomembrane force probe 404, 408, 419, 423
bioMEMS 26
biometallic aggregate 235
biomimetic chemistry 256
biomolecular motors 185f, 189, 191ff
– connecting to cargoes 194
– directionality 189
– effiency 186
– electrical polarization 194
– fixation 194
– force 189
– guiding 192
– spatial control 189, 192
– speed 189
– stereospecific binding 193
– temporal control 189, 191
biomolecular templates 261
biopolymers 257, 409, 418
biosensing 202
biosensors 49, 73, 84, 103, 169
– for E. coli 169
– nanopores 103
biotemplates
– filamentous 278
bioterrorism 452

biotin 48, 194, 231ff, 259f, 451
– labeling 252
biotin-functionalized nanoparticles 217
biotin-streptavidin pairs 408
biotintylated DNA gold 259f
biotinylated DNA 231
biotinylated ferritin 81
biotinylated protein 348
block copolymers 103, 122, 172
– cationic 336
– nanocontainers 174
– pluronic 336
– protein hybrid systems 175
blood plasma 172
bloodstream 3
B16-melanocytes 61
Boehmite 5
bond dissociation 408
bond rupture force 407f
borofloat 19
borosilicate 129
borromean rings 311
bottom.up 27, 185, 179, 215, 257, 228
bovine serum albumin 35, 43, 47, 348
brochoalveolar lavage 333
bronze alloy 195
Brownian dynamics 109

c
calmodulin 192
Campylobvacter fetus 80
cancer genes 453
cancer therapy
– 125I 8
– 103Pd 8
Candida glabrata 130
cantilever 21, 396, (see also AFM)
capillary electrophoresis 16, 21
capillary fluid transport
– actively driven 17
– fluidic transport 17ff
capillary forces 15
capture antibody 33
carbodiimide hydrochloride 450f
carbon nanotubes 106
carboxylic acid 348
cardiology 2, 8
cathepsin 101
catheter 2
cationic copolymers 338
cationic phospholipids 320
cationic polymers 320
cationic segment 336
CdS-nanoparticle 205
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cell 61, 66
– labeling 452
– migrating 61
– patterning 66
– quiescent 61
cell adhesion 53, 56ff, 404ff
– apoptosis 53
– differentiation 53
– proliferation 53
cell adhesion molecules 34, 41
cell-cell adhesion 53
cell layers 409
cell membrane
– adhesion 409
cell-surface display 113, 115
cell-surface layers 77
cell wall polymers 80
cellular dipole moment 138
cellulose 321
cermet 128
chalcogenide 344
chaperonins 196, 278
chemical decomposition
– photo-induced 346
chemical force microscopy
chemisorption 35
chip surface functionalization 304
chiral phospholipds 278
chitin 321
chitin-binding domain 230
chitoplexes
– transfection efficiency 327
chitosan 321, 389
– deoxycholic acid modified 325
– depolymerized oligomers 322
– trimethylated (TMO) 327
chloride pump 148
chlorophyll 148
chloroquine 324, 332, 335
cholesterol 174, 329
chromatophores 155
chromosomes 185
chronopotentiometric stripping 206
chronopotentiometry 207ff
cisplatin 263, 390
cluster nucleation 270
co-deposition 203
collagen 56
colocalization 350
combinatorial chemistry 22
competitive IPCR 233
concanavalin A 201
conductive polymers 27
confocal microscopy 331

conformal contact 31f, 36, 48
consensus sequences 120
contact angle 24, 32
contact angle microscopy 48
contact processing 33
copolymer 58
core-streptavidin 82
cortical neurons 72
cos-1 cells 336
cowpea chlorotic mottle virus (CCMV) 279
critical aggregation concentration 173
cross-linked knedels 173
crosslinker 44, 47, 234, 238
– heterobispecific 234
– heterobispecifity 238
cryo-AFM 390
crystals 147, 154
– two-dimensional 147, 154
cuboctahedral 140
current-voltage curves 109
CVD 24
cyanogen bromide 451
cyclic peptides 60, 98, 100
– cyclic RDG molecules 60
– layers 95
cycloaddition 220
– 2� � 2� 220
cyclodextrins 96
cytochrome c 35
cytomegalovirus 206
cytosine 256, 308
cytoskeleton 70
cytotoxicity 333

d
Darwinian process 116
degradation 319
dendrimers 169
Desulfovibrio 136
DETA 71
detection
– bacteria 452
– DNA by colorimetric assay 289
– sub-picomolar range 454
– using DNA gold nanoprobes 295
detoxification 126
diamond-like carbon 3, 4
diaphragm 22
diatoms 126
dielectrophoresis 16
differential interference contrast 53
diffusion 412
dimethyl cadmium 344
dimethylaminoborane 219, 263
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dimethylsulfoxide 347
dip-pen nanolithography 58, 195, 237, 395
dipstick-immunoassays 84
display methods 115
dissociation rate 407
disulfide linkage 239, 451
dithiothreitol (DTT) 347
threedimensional memories 159
DMRIE 329
DNA 221, 229, 240, 404
– analysis 453
– bases 256
– binding protein 424
– charge transport 229
– complementary strands 408
– condensation 388, 415
– conductivity 245, 395

– directed immobilization (DDI) 236
– enzyme conjugates 228

– hairpin loops 240
– hapten conjugates 232

– heterogeneous detection 292
– homogeneous detection 292
– junctions 246, 249
– mapping 388
– mechanics 414
– metallization 249, 251

– nanoparticle conjugate 211, 288, 292
– nanorobotics 317
– nanowires 370
– networks 261
– parallelograoms 311
– plasmids 319
– polyanionic 336
– polycation condensed 330
– polymerase 196, 391
– polymerization 416

– protein interaction 416, 421
– protein structures 218
– protein-nanostructures 227ff.

– replication 423
– /RNA molecules 453
– scaffolds 246, 249
– secondary structures 240
– sphingosine 331

– streptavidin conjugates 230ff
– streptavidin nanocircles 232

– substrates 245, 252
– DNA-templated assembly 246, 248
– templated electronics 245ff, 252
– transcription 423
– transistor 221
– tripods 261
– unzipping forces 422

– wires 261
DNase I 391
DOPE 327
DOTMA 327
DPN see also dip-pen nanolithography 58
Drude model 271
drug
– anti-proliferative 7
– carrier 2
– delivery 169
– local delivery 6
– nanoporous alumina 6
– restenosis 7
threedimensional storage 163
dynamic force spectroscopy 405
dynein 185

e
E. coli 104, 245, 249, 251, 452
E. coli Rec A protein 245, 249, 251
ECM proteins 68, 72
EDX 9
electrical communication 202
electrochemical indicators 209
electrochemiluminescence 200
electrochromic ink 162
electrode arrays
– microfabricated 261
electrodiffusion theory 109
electroless deposition 49, 202
electron beam lithography 68, 192
electron mediators 202
electron transfer turnover rate 203
electron-beam lithography 38
electronic conduction 245
electroosmotic flow 20
electrophoretic mobility 332
electroplating 23
electrostatic binding 348
ELISA 229, 233, 239
ellipsometry 48
emulsion solvent evaporation 334
encapsulated translation
– in polymer nanocontainers 177
encapsulation 170, 181
– in liposomes 181
endocytosis 181, 320, 349, 351
endolysosomal membrane 334
endonucleases 196, 201
endoosomolysis 332, 324
endosomal escape 320
endothelial barrier 181
endothelial cells 84, 334
endothelial fenestration 338
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endothelial growth factor (EGF) 338
energy conversion 163
enrichment cycle 114
enzyme metallography 369
ephemeral branch points 310
epithelial cell 324, 327
ethidium bromide 332, 390
ethyl ammonium bromide 329
ethylene diamine 25
excitatory neurotransmitters 67
excitonic fluorescence 345
exoskeleton 322
extremophilic actinomycetes 127
extremophilic bacteria 196

f
F1-ATPhase 190
Fab-chains 201
FAD monolayer 203
Fan-out 162
far-red 349
fast-atom beam milling 88
fermentation 16
ferritin 279
ferrofluids 130
fibroblast growth factor (FGF) 338
fibroblasts 68
fibronectin 35, 41, 56
field-effect-transistors 200
filament-binding protein 194
filaments 185
FISH 362
FITC 43f
flagella 136
flagellar motor 150, 196
flexible polymers 412
flocculation 347
florescence microscopy 49, 248
flow sensors 14
fluidic mixing elements 14
fluorescein 346
fluorescein-dextran 447
fluorescence activated cell sorting (FACS)

114
fluorescence emission spectra 343
fluorescent cells 452
fluorescent gold labeling 357
fluorescent labels 343
fluorescent materials 452
fluorescent microspheres 190
fluorinated silanes 36
5-fluorocytosine 228
focal contact 60ff
folate 338

folic acid 350
force spectroscopy 411, 415ff
force-induced dissociation 408
formaldehyde dehydrogenase 204
fossils 394
Fourier transform infrared (FTIR) 391
FRET 314
functional assemblies 424
fungal cell wall 322
Fusarium oxysporum 131
fusogenic peptides 332
FUTORAN 20

g
G4S linker 123
gain-of-function mutants 120
galactose 338
b-galactosidase 122, 154
ganglion 68
ganglion neurons 68
gap junction 67, 97
gelelectrophoresis 240
gelsolin 194
gene delivery 320
– chitosan-mediated 324
– intranasal 324
– in vivo 338
– nonviral 330
– nonviral nanoparticle 339
gene insertion 338
gene therapy 177, 180, 320, 336ff
gene transfer
– in vivo 331
gene vectors
– transferrin-modified 333
genetic controls 409
genetic screening 195
genomagnetic nanocapturers (GMNCs) 453
genomics 256
Geobacillus stearothermophilus 78, 80
geomagnetic field 139, 143
giant amphiphile 175
glass microneedles 404, 415
gliding assay 186, 188
gliding microtubules 189
GLP (good laboratory practice) 239
glucose oxidase 35, 203
glutamine 67
glutaraldehyde 48, 249, 451
glutathiones 130
glycerol 336
glycine 67
glycoprotein 77
GMNC 453
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gold
– thiol interaction 248
– clusters 235
– enhancer 357
– fish 361
– nanoparticles 213, 237
– nanotubes 96, 98
– staining 355
– substrates 35
– surface 37
G-protein 237
graft copolymers 336
grafting 24
gramicidin 95, 99, 172
green fluorescent protein 190
Greengold 369
greigite 137, 140
GroEL 398
guanidine hydrochloride 82
guanine 256, 308
Gyrolab� microlaboratory 17

h
halobacteria 147
Halobacterium salinarum 150, 392
Haloferax volcanii 153
halophilic bacteria 195
halophytes 153
– antibiotics against 153
halorhodopsin 148, 150
Hamiltonian path problem 315
heaters 20
HEK293 cells 324
helix bundle 93f
helix coil transition 175
helper-oligonucleotides 240
a-hemolysin 86, 94ff
heterobifunctional crosslinker 71
heterocyclic ligands 268
heterogeneous immunoassay 35
hexahistidine tag 194, 367
hexamethydisilazane 24
hinge peptide 122
hip joints 1
histadine 270
his-tag see hexahistidine tag
Holliday junction 310
hollow capsules 171ff
hollow sphere 174
holography 163ff
HOP* 397
horseradish peroxidase 228
H. salinarum 153
hybridization efficiency 240

hydrodynamic flow 260
hydrogel 33, 47
hydrolysis 266, 451
hydroquinone 210, 219, 247ff
hyperplasia 4, 6
hyperpolarization 67

i
125I 9
imaging in liquid 395
immunoassay 42, 228
immunofluorescence 350
immunoglobulin G (IgG) 35, 390
immunoglobulin M (IgM) 390
immunogold staining 354
immuno-PCR 229ff
– competitive 229
immunosensor 209
implant 1
in situ hybridization
– gold/silver-based 361
in situ PCR
– with gold 361
indomethacin 170
inflammatory responses 4
infrared 349
inhibitory neurotransmitters 67
incjet printhead 14
insert analysis 118
insulin 178
integrin 53ff, 55
intercalator 219, 313
inter-device wiring 246
interfacial molecular recognition 260
interferometry 163
interleukin 8 84
intermolecular interactions 419
intratracheal instillation 333
ion channels 99
ion sculpting 95
ionophore 176
IPCR 231, 239
iridium 375
ISFET 200
ISO standards 10
isopycnic gradient centrifugation 155

k
kinesin 185
Klebsiella aerogenes 129
Klenow fragment 213
KNOB protein 324
knock-out mutants 143
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l
LabCD 17
Lab-on-a Chip 13ff, 23, 26, 85
b-lactamase 176
Lactobacillus 80, 128
lactose 338
lambda phage 176
laminar flow 14, 22, 46
laminin 35f, 41, 68, 71, 73
Langevin function 139
Langmuir-Blodgett technique 24, 86, 89, 156
laser tweezers 415
latex particles 209
lattice symmetry 79
layer-by-layer deposition 170ff, 213
layer-by-layer hybridization 211
lectin 80
leukemia 452
leukocidin 95
ligand 404
ligand molecule 405
ligand-gated channels 181
ligand-receptor interactions 409, 420ff
light scattering 290
– by gold nanoparticles 294
linear motors 186
lipid bilayers 168
lipid chips 85
lipid membrane 85, 87
– lateral diffusion 87
lipids
– gold labeled 365
lipofectamine 324
lipoplex 327, 331
liposomes 89, 168ff, 181, 365
– biotinylated 297
– blood clearance 181
– cationic 327
– sphingosine based 331
liquid crystal 159
lithography 23, 67, 249, 252
Living Chip� technology 15
localized surface plasmon resonance (LSPR) 430f
Lotus effect 27
low density lipoprotein (LDL) 338
luciferase 234, 325
Lugols iodine 359
lumen 96
luminescence 350
lyophilization 336
lyoprotective agents 336
lyotropic mesophases 172
lysine phosphate 332
lysoomolytic 324

lysosomal enzymes 320
lysosomal escape 336
lysozyme 82

m
M13 phage 114, 123, 213,
macroinitiator 336
magnetic bacteria 139
– flagella 139
magnetic beads 207, 404, 417, 422
magnetic force microscopy 395
magnetic particles 206, 422
magnetic resonance imaging 343
magnetic separation 207, 453
magnetic triggering 206
magnetic tweezers 415, 419, 422
magnetite 137, 140, 141
magneto-controlled amplified detection 206
magnetocrystalline 281
magnetoreceptor 395
magnetosome 136ff, 140ff
– gene expression 141
– greigite crystals 141
– membrane 137, 142
Magnetospirillum 136ff
magnetotactic bacteria 126, 136ff
magnetotaxis 136ff
mannose 338
mass transport 47
master tool 23
MC3T3 cells 10, 60, 62
mecaptoacetic acid 347
melamine 171
melting transition 289, 292
membrane 97
membrane array 107
membrane protein 151, 175, 393
membrane-bound process 409
MEMS see Micro Electro Mechanical Systems
mercaptopropyl-trimethoxysilane 347
mercaptopurine 178
Merlin Diagnostika 16
metallosomes 365 ff
methanol 347
methoxysilyl-propyldiethylenetriamine

(DETA) 450
methyltransferase 228ff
Mevinolin 153
mica 397
micellar lithography 59
– block copolymers 59
micelles 58f, 349
Micro Electro Mechanical Systems 14ff, 70
Micro Total Analysis Systems (mTAS) 16
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microarrays 56, 58, 100, 211, 236
– DNA 13, 24, 56, 211, 236, 389
– protein 13, 24, 31, 42, 58, 100, 236
microfluid divices 31
microbeads 423
microbial nanoparticle production 126ff
– Au/Ag alloy particle 128
– CdS for 129, 130
– CdS particles through CdSO4 reduction 131
– gold nanoparticles 131
– magnetite 130
– silver particles 127
microcapillary 47
microcarriers 90
microchannels 21, 44
microcontact printing (mCP) 31ff, 71
microcontainers 47
microelectrode array 68
microemulsion 445
microfabrication 13ff
microfludic devices 13ff
– reaction chambers 21
– array 70
– stacking 18
– sealing 18
microfluidic network (mFN) 33
microgravimetry 213, 215
micromachining 19
“micro”-nanostructures 63
microneedles 417, 419, 421
micropipette 107, 423
micropumps 14
microscopy 53
microspectrophotometers 26
microsystem technology 14
microtubule 185ff 267
microvalves 14
minerals 126
mitochondria 185
mold 46, 71
molecular beacon 202, 453
– gold-quenched 372
molecular chaperones 398
molecular diffusion 422
molecular dynamics simulation 109, 413
molecular dynamics
– first principle MD 267
molecular electronics 244
– DNA-templated 245ff, 252
molecular engineering 244
molecular force spectroscopy 414
molecular imprinting 27
molecular memory 398
molecular motor 181, 185ff, 417f, 421, 424

– actin-based motors 185ff, 417
– flagellar rotatory motor 185ff, 417
– kinesin motors 185ff, 417
molecular pulling 390f
molecular robots 186
molecular rotors 404
molecular switches 424
molecular synapse 313
molecular variation 398
monolayer 203
mononuclear lymphoid cells 452
motility assay 186, 191
motor proteins : see biomolecular motors
MPTS 451
mRNA display 115
multienzymes 234, 241
multifunctional protein assemblies 234
multivalent cations 415
myocardial infarction 2, 84
myosin 53, 185, 194

n
nanocapsule 321
nanocircuity 215, 313
nanocomplexes 322
nanodroplets 445
nanoelectronic applications 261
nanofabrication 454
nanofactory arrays 181
Nanogen 26
nanogold 353
– fluorescent 359
nanolithography 237
nanomachine 123, 181, 227
nanomagnets 282
nanometer-scale epitope 409
nanonewton forces 413
nanoparticle superlattices 88
nanoparticles 200ff, 289
– aggregation 430
– biogenic synthesis 126ff
– CD-10 452
– CNBr-treated 452
– colloidal gold 291
– development of 452
– DNA
– DNA-functionalized 201ff, 237ff, 291, 299
– dye-doped 444
– enzyme hybrids 202
– gold, synthesis 301f
– iron oxide 449
– magnetic silica 444ff
– metal 289, 444
– palladium 373
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– pharmceutical 321
– platinum 264, 372
– Raman fingerprints 297
– silica-based 454
– solid lipid (SLN) 332
– table 290
– TMR-doped 454
– zwitterionic 336
nanoplex 335
nanopores 93ff
nanoporous alumina 4ff
nanoprobes 252, 452
nanopropellers 190
nanoreactor 108, 445, 447
nanoscopic machines 424
nanosensors 446
nanotiterplates 15, 22, 25
nanotransistor 222
nanotubes
– as AFM probes 397
native chemical ligation 239
near infrared 349
nebulization 333
neural networks 162
neurocomputers 74
neuroelectronic circuits 66
neurological implants 66
neuromancer 73
neuronal cell patterning 66
neuronal networks 66, 74
neuronal protheses 73
neuron-glial cell adhesion 41, 46
neurons 66ff, 69, 200
neurotransmitter 67
NgCAM 45
N-hydroxysuccinimide 451
NIH-3T3 cells 230
Ni-NTA 367f
nitinol� 3
nitriloamine 194
novelty filtering 158
Novobiocin 153
nucleoprotein filament 249, 251
nucleosomes 416

o
O2 plasma 24
O-acylisourea 450
OCN groups 451
octadecyltrichlorosilane 24
olfactory lamellae 395
oligonucleotides 246
– disulfide-derivatized 247
– synthesis 261

oligospecific antibody constructs 236
OmpF channel protein 175
OmpG 107
oncology 8
ophthalmic delivery 321
optical storage 164
optical trapping interferometer 416
optical traps 417
optical tweezers 190, 404, 409, 419ff
organometallic complexes 270
osteoblasts 60ff
Ostwald ripening 344
oxidoreductase 234

p
PAH 24
palladium 271
PAMAM starbust dendrimers 241
parallel inking 44
paranemic crossover molecule 310
paratungstate 279
particle probes 447
particles
– carboxy-modified 450
patch-clamp 72
paxillin 53
PC 20
PCR 16, 116, 118, 229, 239, 258
– immuno (see IPCR)
– real time 239
PDMS 21, 31ff, 34, 39, 70f, 107, 174, 189, 217
PEEK 20
PEG see also poly(ethylene glycol) 36, 56, 99,

100, 324
PEG-beta-PEI 336
PEG-beta-PLL 336
PEI 24
– polyplexes 324
PEO 56, 174, 192
peptide binding 119, 121, 123f
– aluminium 119
– amino acid sequence 121
– biotin-acceptor 123
– context dependence 122
– gold 119
– mica 119
– polysterene 124
– polyvinyl chloride 124
– silica-precipitating 121
– silver 119
– ZnS nanocrystals 119
peptide nucleic acid see : PNA
peptide
– gold cluster labeled 364
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peptidoglycan 80
peptone media 148
peptosomes 175
percutaneous transluminal balloon angioplasty

(PTCA) 2
phage display 113, 115
phage M13 see : M13 phage
phenyltriethoxysilane (PTES) 447
phosphate-buffered saline (PBS) 452
photoactivated compounds 420
photobleaching 343, 445, 452
photochemical patterning 70
photochromic classifier 161
photochromic ink 164
photocuring 47
photocurrent action spectra 212
photodegradation 445
photoelectrochemistry 200, 212
photoexcitation 204
photoionization 347
photoisomerization 151
photolithography 26, 69f, 244
photonic force microscopy 409, 422
photoreceptors 79, 149
photoresist 70
photorewriteable storage 162
photostability 346
photosynthesis 148, 155
photovoltage 156
pH-responsive dendrimers 178
phycoerytherin 346
physical vapour deposition 6
piezo-driven membrane pump 17
piezoelectric crystals 200, 213
piezoelectric printheads 26
piezo-electric transducer 423
PIPAAm 179
pLacZ 324
plasma 58
plasma etching 24
plasma polymerization 24
plasma processes 24
plasma-etching 70
plasmid 332
plasmid delivery
– in vivo 322
plasmid DNA 320, 331
plasmon absorbance 202, 205
plasmon vibration 129
platinum (II)
– in vitro 263
platinum
– aquated 263
– dimers 268

PMMA 20, 25, 39
PNA 231, 241
pollenallergen 84
poly(ethylene glycol) see PEG
polyaniline 203
polycation liposome system (PCL) 330
polydispersity index 334
polyelectrolytes 171, 320
polyelectrolyte layers 171
polyethyleimine (PEI) 324, 332f
polyhedral catenanes 311
polylactic acid (PLA) 334
polylactide-co-glycolide (PLGA) 334
polylysine 35f, 41, 332
polymer films 161
polymer nanocontainers 168ff
– controlled permeability 175
polymerase chain reaction see PCR
polyornithine 68
polyphosphate 343
polyplexes 333
polysaccharide 413
polysterene 36
polystyrene latexes 171
polyvinyl alcohol (PVA) 334
POM 20
population complexity 116f
porin 97, 94
postsynaptic receptors 67
pregnancy testing 353
prion diseases 364
prion protein 391
proteasomes 196
protein A 35, 209
– IgG bond 408
protein domains 405, 410f
– engineered 424
protein engineering 104
protein folding 409
proteinase K 40
proteomics 237, 256
proton-gradient 142
proto-Z-DNA 314
PS 20
Pseudomonas stutzeri AG259 127
PSS 24
puromycin 230
purple membrane (PM) 154f, 157
PVD 24
pyranosyl-RNA 237, 241
pyrene 178
Pyrex 7740 19
Pyrolobus fumarii 147
pyrroloquinoline quinine 203

467Index



q
quantum dot 172, 202, 343
quartz crystal microbalance (QCM) 212, 237

r
radilarians 126
Raman spectroscopy 129, 297
rapid prototyping 46
RecA 221
l-receptor 115
receptor-functionalized surface 409
receptor-ligand interactions 405, 408
recombinases 196
redox-active polymers 202
redox-enzymes 202
redox-relay groups 202
REF52-fibroblasts 61
refractive index 430
respiratory syncytial virus 324
restenosis 4
reticuloendothelial system (RES) 319
retinal 148f, 151
– all-trans 149
– 13-cis 149
tetraethoxysilane (TEOS) 278
RGD 54ff, 57, 68
rhapidosomes 279
rhodamine 6G 343, 447
rhodopsin 392f
ribosome 115, 196, 227, 230
ribozyme 398
RNA 279, 415
– detection assays 292
– polymerases 196, 391
rotary motors 186

s
sacrifical electron donor 212
SAM 56, 70ff
sandwich immunoassay 349
Sauerbrey equation 213
scanning force microscopy (SFM) see AFM
Schizasaccharomyces pombe 130f
science-fiction 73
seeds 1, 7ff
selenium 344
self-assembled monolayer see SAM
SEM 251
semiconductor nanoparticles see quantum

dot 202
semiconductor 245
serotonin 67
SERS 430, 434
– cytochrome 434f

– DNA detection 437f
serum nucleases 319
signal transduction 72
silanes 34, 398
silica 444ff
– carboxy-modified 451
– monoliths 278
– RUBpy-doped 452
silicon 19
silicon carbide 3
silver developing 292
silver nanowires 9
single base mismatch 214
single bond rupture 407
single molecular device 419
single molecule force microscopy 404, 412
single-chain antibody 230
single-channel recording 105
single-domain particles 130, 138
single-molecule force clamp 420
single-molecule force spectroscopy 420, 424
skeletal muscle 338
S-layers 77, 80, 83, 85, 123, 126, 216
– fusion proteins 85
– homology (SLH) motifs 80
– recrystallization 83
SMC see smooth muscle cells
smooth muscle cells 3, 8
sodium borohydride 219
soft lithography 31
solution casting 24
sonication 322
spark erosion 23
spatial light modulators 159
spermiogenesis 363
sphalerite 141
spheroblast 153
spider silk 393f
spin coating 24
spinel structure 140
spliceosomes 196
spotters 25
SPR see surface plasmon resonance
sSMPB 234f
stamp 31ff, 46ff
– cylindrical 48
– surface chemistry 47
– three-dimensional 43
Staphylococcus 104
Staphylococcus nuclease 228
starburst dendrimers 169
steady-state photocurrent 204, 212
STEAG microParts 16
’stealth’ liposomes 169
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stents 1f
stepping assay 188, 190
stereochemistry 100
stimuli-responsive nanocapsules 178
stochastic sensing 101, 105
stop codon 120
streptavidin 35, 81f, 123, 194, 214, 216, 231ff, 259
streptolysin O 102
stress fibers 61
stripping potentiogram 210
stripping response 208
stripping voltammetry 210
succinic anhydride 450
suicide vectors 154
sulfo SMPB 238
superconductivity 245
superhydrophobicity 27
superparamagnetic 138, 280
supramolecular chemistry 256
surface biology 387
surface enhanced Raman spectroscopy see SERS
surface plasmon resonance (SPR) 85, 237,

291, 429
– amplification 432
– BIAcore instrument 431
– DNA detection 433
– localized 430f
– substrates 439
surface roughness
– aspect ratio 21
SWISS-PROT data base 121
Sylgard 184 34, 38f, 46
synapse 67

t
mTAS see also micro Total Analysis Systems

16, 18
tecto-RNA 310
3T3-fibroblasts 61
TEM 264
tetrachloroplatinate 263
tetramethylrhodamine 447
– dextran complex 447
Thermoanaerobacter ethanolicus 130
thermoresponsive micelles 179
thiocholine 204
thioglycerol 343
titin 394, 410
tobacco mosaic virus (TMV) 278
top-down 27
topoisomerases 196
transfection efficiency 324
transfectivity 334
transferrin 324, 333, 338, 350

transgene expression 324
translational enhancer element 324
translocases 196
transmembrane potential 67, 177
transmembrane proteins 93
trapping interferometer 422
trehalose 101, 336
tricosadiynoic acid 169
TRITC 35, 43f
truncated octahedron 236
tubulin 278
tungstate 279, 374
turbostratic carbon 4
turbulence 14

u
ultrafiltration membranes 84, 90
unbinding process 406
undecagold 353
unimolecular micelles 170

v
vaccines 90
valinomycin 172
valves 22
vascular diseases 2
vectors
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