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Preface

We are delighted to present Nanostructure Design: Methods and Protocols. 
Nanotechnology is one of the fastest growing fields of research of the 21st 
century and will most likely have a huge impact on many aspects of our life. 
This book is part of the excellent Methods in Molecular BiologyTM series as 
molecular biology offers novel and unique solutions for nanotechnology.

Nanostructure Design: Methods and Protocols is designed to serve as a 
major reference for theoretical and experimental considerations in the design 
of biological and bio-inspired building blocks, the physical characterization of 
the formed structures, and the development of their technological applications. 
It gives exposure to various biological and bio-inspired building blocks for the 
design and fabrication of nanostructures. These building blocks include pro-
teins and peptides, nucleic acids, and lipids as well as various hybrid bioorganic 
molecular systems and conjugated bio-inspired entities. It provides information 
about the design of the building blocks both by experimental exploration of 
synthetic chemicals and biological prospects and by theoretical studies of the 
conformational space; the characterization of the formed nanostructures by var-
ious biophysical techniques, including spectroscopy (electromagnetic as well 
as nuclear magnetic resonance) together with electron and probe microscopy; 
and the application of bionanostructures in various fields, including biosensors, 
diagnostics, molecular imaging, and tissue engineering.

The book is divided into two sections; the first is experimental and the 
second computational. At the beginning of the book, Thomas Scheibel and 
coworkers describe the use of a natural biological self-assembled system, the 
spider silk, as an excellent source for the production of nano-ordered materi-
als. Using recombinant DNA technology and bacterial expression, large-scale 
production of the unique silk-like protein is achieved.

In Chapter 2, by Anna Mitraki and coworkers in collaboration with Mark van 
Raaij, yet another fascinating biological system is explored for technological uses. 
The authors, inspired by biological fibrillar assemblies, studied a small trimeriza-
tion motif from phage T4 fibritin. Hybrid proteins that are based on this motif are 
correctly folded nanorods that can withstand extreme conditions.

In Chapter 3, Maxim Ryadnov, Derek Woolfson, and David Papapostolou 
study yet another important self-assembly biological motif, the leucine zipper. 
Using this motif, the authors demonstrate the ability to form well-ordered fibril-
lar structures. In Chapter 4, Joseph Slocik and Rajesh Naik describe methodolo-
gies that exploit peptides for the synthesis of bimorphic nanostructures. Another 
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demonstration of the use of peptides for self-assembled structures is described 
in Chapter 5 by Radhika P. Nagarkar and Joel P. Schneider. The authors use 
these peptides for the formation of hydrogel materials that may have many 
applications in diverse fields, including tissue engineering and regeneration.

In the last chapter of the book’s experimental section (Chapter 6), Yingfu Li 
and coworkers describe a protocol for the preparation of a gold nanoparticle 
combined with a DNA scaffold on which nanospecies can be assembled in a 
periodical manner. This demonstrates the combination of biomolecules with 
inorganic nano particles for technological applications.

In Part II, on the computational approach, Bruce A. Shapiro and coauthors 
describe in Chapter 7 recent developments in applications of single-stranded 
RNA in the design of nanostructures. RNA nanobiology presents a relatively 
new approach for the development of RNA-based nanoparticles.

In Chapter 8, Idit Buch and coworkers describe self-assembly of fused homo-
oligomers to create nanotubes. The authors present a protocol of fusing 
homo-oligomer proteins with a given three-dimensional structure to create new 
building blocks and provide examples of two nanotubes in atomistic model 
details.

The authors of Chapter 9, Joan-Emma Shea and colleagues, present a thor-
ough discussion of the theoretical foundation of an enhanced sampling protocol 
to study self-assembly of peptides, with an example of a peptide cut from the 
Alzheimer Aβ protein. The self-assembly of Aβ peptides led to amyloid fibril 
formation. Thorough and efficient sampling is crucial for computational design 
of self-assembled systems.

In Chapter 10,  Maarten G. Wolf, Jeroen van Gestel, and Simon W. de Leeuw 
also model amyloid fibril formation. The fibrillogenic properties of many pro-
teins can be understood and thus predicted by taking the relevant free energies 
into account in an appropriate way. Their chapter gives an overview of existing 
simulation techniques that operate at a molecular level of detail.

Klaus Schulten and his coworkers provide an overview in Chapter 11 of the 
impressive array of computational methods and tools they have developed that 
should allow dramatic improvement of computer modeling in biotechnology. 
These include silicon bionanodevices, carbon nanotube-biomolecular systems, 
lipoprotein assemblies, and protein engineering of gas-binding proteins, such 
as hydrogenases.

In the final chapter (Chapter 12), Ugur Emekli and coauthors discuss the lessons 
that can be learned from highly connected β-rich structures for structural interface 
design. Identification of features that prevent polymerization of these proteins into 
fibrils should be useful as they can be incorporated in interface design.

Biology has already shown the merit of a nanostructure formation process; it 
is the essence of molecular recognition and self-assembly events in the orga-
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nization of all biological systems. Biology offers a unique level of specificity 
and affinity that allows the fine tuning of nanoscale design and engineering. 
While much progress has been made, challenges are still ahead. We hope that 
Nanostructure Design: Methods and Protocols, which is based on biology and 
uses its principles and its vehicles toward design, will be useful for newcomers 
and experienced nanobiologists. It can also help scientists from other fields, such 
as chemistry and computer science, who would like to explore the prospects of 
nanobiotechnology.

Ehud Gazit
Ruth Nussinov
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1

Molecular Design of Performance Proteins 
With Repetitive Sequences

Recombinant Flagelliform Spider Silk as Basis for Biomaterials

Charlotte Vendrely, Christian Ackerschott, Lin Römer, 
and Thomas Scheibel

Summary
Most performance proteins responsible for the mechanical stability of cells and organisms 

reveal highly repetitive sequences. Mimicking such performance proteins is of high interest for 
the design of nanostructured biomaterials. In this article, flagelliform silk is exemplary intro-
duced to describe a general principle for designing genes of repetitive performance proteins 
for recombinant expression in Escherichia coli. In the first step, repeating amino acid sequence 
motifs are reversely transcripted into DNA cassettes, which can in a second step be seamlessly 
ligated, yielding a designed gene. Recombinant expression thereof leads to proteins mimicking 
the natural ones. The recombinant proteins can be assembled into nanostructured materials in a 
controlled manner, allowing their use in several applications.

Key Words: Biomaterials; recombinant production; repetitive sequence; spider silk proteins.

1. Introduction
Proteins with repetitive sequences often have specific structural properties 
and functions in nature. Such proteins comprise transcription factors, devel-
opmental proteins (1), or structural biomaterials like elastin (2), collagen (3), 
and silk (4).

Spider silks, for instance, possess outstanding mechanical properties (5–7), 
which are highly important for the stability, for a spider’s web. Among the 
diversity of silks produced by an individual spider, major ampullate silk forms 
the frame of the web and is responsible for its strength. In contrast, flagelliform 
silk building the capture spiral provides the elasticity necessary for dissipating 
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the energy of prey flying into the web. Typically, all spider silks are composed 
of proteins that have a highly repetitive core sequence flanked by short, nonre-
petitive sequences at the amino and carboxy termini (Fig. 1) (8,9).

Sequence comparison of common spider silk proteins reveals four oligo-
peptide motifs that are repeated several times in each individual protein: (1) 
(GA)n/(A)n, (2) GPGGX/GPGQQ, (3) GGX, and (4) “spacer” sequences that 
contain charged amino acids (4,10–14). Previously, distinct secondary structure 
contents (i.e., nanostructures) have been detected for silk proteins, depending 
on these amino acid sequences. The structural investigation of the motifs has 
often been performed using either entire silk fibers or short, nonassembled pep-
tides mimicking the described oligopeptide sequences. Methods like Fourier 
transform infrared (FTIR), X-ray diffraction, and nuclear magnetic resonance 
(NMR) revealed that oligopeptides with the sequence (GA)n/(A)n tend to form 
α-helices in solution but β-sheet structures in assembled fibers (15–22). Such 
β-sheets presumably assemble the crystalline domains found within the natural 
silk fiber (19,23–25).

In contrast, the structures adopted by GPGGX/GPGQQ and GGX repeats 
remain unclear. Based on X-ray diffraction studies, these regions have been 
described to resemble amorphous “rubber” (26,27), and NMR studies suggested 
that they form 31-helical structures or can be incorporated into β-sheets (17,19). 
Flagelliform silk, which is rich in GPGGX and GGX motifs (Fig. 1), likely 

Fig. 1. Repetitive nature of the flagelliform silk protein sequence. The core sequence 
consists of 11 ensemble repeats that contain four consensus motifs: Y, X, sp, and K. Sfl, 
the recombinant protein mimicking the core domain of natural flagelliform protein, is 
composed of Y6X2spK2Y2. In the natural protein, the repetitive core sequence is flanked 
by nonrepeated sequences at the amino terminus (NT) and the carboxy terminus (CT).
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folds into β-turn structures (28,29), which yield a right-handed helix termed b-
spiral on stacking, similar to structural elements of elastin (13,14,30).

The outstanding properties of silk materials together with the modular 
nature of the underlying proteins have prompted researchers to design proteins 
mimicking natural silk in a modular approach. This design strategy employs 
synthetic DNA modules that are reversely transcripted from oligopeptide motifs 
characteristic for spider silk proteins. The DNA modules are assembled step by 
step, yielding a synthetic gene, which can be recombinantly expressed in hosts 
such as bacteria. Designed recombinant silk proteins allow controlled assem-
bly of nanostructures and morphologies for various applications and therefore 
reflect a fascinating new generation of biomaterials.

2. Materials
 1. Escherichia coli strains DH10B and BLR [DE3] (Novagen, Merck Biosciences 

Ltd., Darmstadt, Germany).
 2. Plasmids: pFastBac1 (Invitrogen, Carlsbad, CA).
 3. Oligonucleotide primers (MWG Biotech AG, Ebersberg, Germany).
 4. Restriction enzymes: AlwNI, BamHI, BglII, BseRI, BsgI, EcoRI, HindIII, and 

NcoI (New England Biolabs, Beverly, MA).
 5. T4 ligase (Promega Biosciences Inc., San Luis Obispo, CA).
 6. Agarose, polymerase chain reaction (PCR), and DNA sequencing equipment.
 7. LB (Luria Bertani) medium.
 8. Appropriate antibiotics: Ampicillin stock solution (100 mg/mL).
 9. Isopropyl-β-d-galactopyranoside (IPTG) 1M stock solution.
 10. Lysis buffer: 20 mM HEPES, 5 mM NaCl, pH 7.5.
 11. Lysozyme (Sigma-Aldrich, St. Louis, MO).
 12. MgCl2 2 M solution.
 13. Proteinase-free deoxyribonuclease (DNase) I (Roche, Mannheim, Germany).
 14. Protease inhibitors (Serva, Heidelberg, Germany).
 15. Inclusion bodies washing buffer: 100 mM Tris-HCl, 20 mM ethylenediaminetet-

raacetic acid (EDTA), pH 7.0.
 16. Q Sepharose (Amersham Biosciences, Piscataway, NJ).
 17. Fast protein liquid chromatographic (FPLC) equipment.
 18. Binding buffer: 20 mM HEPES, 5 mM NaCl, 8M urea, pH 7.5.
 19. Elution buffer: 20 mM HEPES, 1M NaCl, 8M urea, pH 7.5.
 20. 4M ammonium sulfate.
 21. 1M ammonium carbonate.
 22. Hexafluoroisopropanol (HFIP): Toxic solution; handle with care.

3. Methods
3.1. Design of a Cloning Vector

We developed a gene design method to recombinantly produce spider silk 
proteins in bacteria (31–33). The commercially available vector pFastbac1, 
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featuring an origin of replication and a cassette for antibiotic resistance for 
selection, was equipped with a specific multiple-cloning site (MCS). The MCS 
was generated by two complementary synthetic oligonucleotides, which were 
annealed by decreasing the temperature from 95°C to 20°C with an increment 
of 0.1 K/s. Mismatched double strands were denatured at 70°C, and again the 
temperature was decreased to 20°C. The denaturing and annealing cycle was 
repeated 10 times, and 10 additional cycles were performed with a denaturing 
step at 65°C (instead of 70°C). The resulting double-stranded DNA fragment 
exhibited sticky ends for ligation with the vector pFastbac1 digested with BglII 
and HindIII. Both recognition sites were destroyed after ligation using T4 ligase. 
The resulting cloning vector pAZL contains recognition sites for the restriction 
enzymes BseRI, BsgI, BamHI, NcoI, EcoRI, and HindIII, which can individu-
ally be employed for various steps of the cloning procedure.

3.1.1. Cloning Strategy

The amino acid sequence of a repetitive protein is divided into distinct char-
acteristic oligopeptide motifs. The amino acid sequences of these motifs are 
backtranslated into DNA sequences. To obtain double-stranded DNA cassettes, 
both sense and antisense strands are synthesized (see Notes 1 and 2), which are 
annealed as described in case of the MCS.

The repetitive core sequence of flagelliform silk contains mainly four amino 
acid motifs (Fig. 1), which have been backtranslated into DNA sequences using 
the codon usage of Escherichia coli. For each construct, two complementary 
synthetic oligonucleotides were designed in a way that each 3′ end has two 
additional bases for direct cloning into linearized pAZL digested with either 
BseRI or BsgI (Fig. 2A). Multimerization or combination of the DNA cassettes 
was performed by digesting (1) pAZL containing one desired DNA cassette with 
AlwNI and BsgI and (2) pAZL containing another cassette with AlwNI and 
BseRI (Fig. 2B). After ligation using T4 ligase, pAZL was reconstituted, now 
containing both DNA cassettes. Since the recognition sequences of BsgI and 
BseRI are situated 14 and 8 basepairs away from the respective restriction site, 
all restriction sites are omitted between both DNA cassettes, and the cloning 
system allows direct ligation of the two cassettes without additional linker or 
spacer regions (Fig. 2B).

3.1.2. Cassettes With Specific Flagelliform Silk Sequences

The flagelliform silk protein of Nephila clavipes contains nonrepetitive amino- 
and carboxyterminal regions and 11 ensemble repeats in the core domain. Each 
reflects subrepeats with distinct recurring oligopeptide motifs (Fig. 1). From 
there, a spacer (sp) and three repeating motifs (Y, X, K) have been selected for 
backtranslation into oligonucleotides, which were then annealed as described. 
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Fig. 2. Cloning strategy for the production of proteins with repeated sequences. 
(A) The protein of interest is analyzed and its amino acid sequence is backtranslated 
into DNA cassettes corresponding to single-oligopeptide motifs. Single DNA cassettes 
are incorporated into a predesigned vector. In the chosen example, the seamless clon-
ing technique leads to the incorporation of a codon for a glycine residue between two 
cassettes. This connecting glycine residue is the natural linker in flagelliform silk but 
would also be a perfect linker for other peptide motifs since glycines do not signifi-
cantly perturbate the protein structure. (B) Motifs 1 and 2 are joined in one plasmid by 
seamless ligation using restriction enzymes BsgI and BseRI. By repeatedly  digesting/
ligating the respective plasmid, it is possible to obtain vectors containing a defined 
number and composition of motifs separated by glycine residues.
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The gene sequences of the native aminoterminal (NT) and carboxyterminal 
(CT) regions were amplified by PCR and inserted into pAZL like the other 
synthetic DNA sequences.
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The DNA cassettes Y, X, K, and sp were ligated to mimic one ensemble 
repeat of the native flagelliform protein. A consensus sequence of a single 
ensemble repeat is reflected by the sequence sfl: Y6X2spK2Y2. Successively, 
starting with a single sfl module, various constructs have been designed, leading 
to the exemplary proteins Sfl3, Sfl-CT, Sfl3-CT, NT-Sfl, and NT-Sfl-CT useful 
for studying structure-function relationships of individual silk motifs.

3.2. Recombinant Production of Sfl Proteins

After engineering various artificial flagelliform genes, they were subcloned into 
expression vectors pET21 or pET28 using the restriction enzymes BamHI and 
HindIII or NcoI and HindIII, respectively. Escherichia coli BLR [DE3] was 
transformed with the corresponding plasmid (see Note 3), and single clones 
were incubated in a 4-mL preculture at 37°C overnight. After inoculation of a 
2-L culture of LB medium, expression was initiated at OD600 0.8 using 1 mM 
IPTG at 30°C.

Escherichia coli cells were harvested 3–4 h after induction, and the cell  pellet 
was resuspended in lysis buffer at 4°C (5 mL per gram of cells). On addition of 
0.2 mg lysozyme per milliliter, the suspension was incubated at 4°C for 30 min 
until becoming viscous. Protease inhibitor was added before the cells were ultra-
sonicated. DNA was digested with 3 mM MgCl2, 10 µg/mL DNase, followed by 
incubation at room temperature for 30 min. Then, 0.5 volumes of 60 mM EDTA, 
2–3% Triton X-100 (v/v), 1.5M NaCl, pH 7.0, were added, and the suspension 
was incubated at 4°C for another 30 min. Recombinant flagelliform proteins are 
entirely found in inclusion bodies, which were sedimented at 20,000g at 6°C 
for 30 min. The inclusion bodies were resuspended in 100 mM Tris-HCl, 20 mM 
EDTA, pH 7.0, using an ultraturax. These steps were repeated one or two addi-
tional times to wash the inclusion bodies. After a final centrifugation step, the 
inclusion bodies were frozen in liquid nitrogen and stored at −20°C.

3.3. Purification of Flagelliform Proteins From Inclusion Bodies

Frozen inclusion bodies were dissolved in binding buffer, and the solution was 
applied to an equilibrated Q Sepharose Fast Flow column (20 mL self-packed, 
flow 1–1.5 mL/min), which was eluted by a linear sodium chloride gradient. 
Flagelliform silk proteins were eluted between 200 and 250 mM NaCl. Pooled 
protein fractions were precipitated at 30% w/v ammonium sulfate (final con-
centration 1.2M ammonium sulfate). After sedimentation, the protein pellet 
was dissolved in 20 mM HEPES, 5 mM NaCl, 8M urea, pH 7.5m and dialyzed 
against 10 mM ammonium hydrogen carbonate. The protein (purity > 98%) (see 
Note 4) was aliquoted, frozen in liquid nitrogen, lyophilized overnight, and 
stored at −20°C.
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3.4. Assembly of Recombinant Proteins Developing New Materials

Over the past few years, various studies have explored the potential of insect 
and spider silks as new materials. Regenerated or recombinant silks can be 
assembled in various forms, like threads, micro- or nanofibers, hydrogels, 
porous sponges, and films (34). Such biomaterials could be employed in 
biomedical, cosmetic, and technical applications.

Here, the example of a silk film is presented. The properties of those films 
are mediated by the employed protein dissolved in an appropriate solvent 
(35,36). Exemplarily, lyophilized Sfl is dissolved in HFIP and cast on a surface 
like polyethylene (PE). After evaporation of HFIP, the remaining Sfl film can 
be peeled off the surface (Fig. 3). The Sfl film reveals mainly β-sheet structure. 
The thickness of this silk film can be easily controlled by the amount of the 
protein and the size of the area where the organic solution is cast.

3.5. Design of Novel Proteins

The polymeric nature of spider silk inspires the design of novel proteins with 
defined nanostructures and desired properties. Specific motifs can be integrated 
to improve the solubility of the protein, to control its assembly process, and to 
control thermal, chemical, biological, and mechanical properties. For example, 
motifs have been incorporated into silk protein sequences to control assembly 
(37–40). Side-specific functionalization is also feasible by incorporating amino 
acids with chemically active side groups, such as lysine or cysteine (32,41,42). 
Conceiving the addition of larger peptide motifs with specific functionalities or 
structures will lead to novel chimeric proteins (43,44).

Fig. 3. Film casting using engineered flagelliform silk proteins. Lyophilized protein 
is dissolved in hexafluoro-2-propanol. The protein solution is cast on a surface, and the 
film is peeled off after evaporation of the solvent.
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Based on such technology, chimera combining a spider silk domain and an 
elastin peptide or a dentin matrix protein have been successfully engineered 
(43,45). Chimeric silk proteins are capable of providing a wide variety of functions 
or structures based on their peptide motifs, including chemically active sites, 
enzyme activity, receptor-binding sites, and so on (42,46–48). The combination 
of such potential with repetitive sequences will allow the design of new perfor-
mance proteins with defined nanostructures and chosen functionalities.

4. Notes
 1. The length of the oligonucleotides is generally between 30 and 120 bases, depending 

on technical limitations during synthesis.
 2. Screening of bacterial clones can be facilitated by adjusting the codon usage to 

incorporate a restriction site for a defined enzyme within the DNA cassette.
 3. An appropriate bacterial strain is important for the production of proteins with 

repetitive sequences. Escherichia coli BLR [DE3] does not contain recombinase 
activity, preventing homolog recombination and subsequent shortening of the 
repetitive genetic information.

 4. Since the employed spider silk proteins do not comprise tryptophan residues, fluo-
rescence measurements of the purified protein will reveal a maximum at 305 nm 
after excitation of tyrosine residues at 280 nm, but no tryptophan fluorescence 
maximum (350 nm) on excitation at 295 nm (31). Therefore, protein purity can 
easily be checked and quantified.
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Creation of Hybrid Nanorods From Sequences of 
Natural Trimeric Fibrous Proteins Using the Fibritin 
Trimerization Motif

Katerina Papanikolopoulou, Mark J. van Raaij, and Anna Mitraki

Summary
Stable, artificial fibrous proteins that can be functionalized open new avenues in fields such as 

bionanomaterials design and fiber engineering. An important source of inspiration for the creation 
of such proteins are natural fibrous proteins such as collagen, elastin, insect silks, and fibers 
from phages and viruses. The fibrous parts of this last class of proteins usually adopt trimeric, 
β-stranded structural folds and are appended to globular, receptor-binding domains. It has been 
recently shown that the globular domains are essential for correct folding and trimerization and 
can be successfully substituted by a very small (27-amino acid) trimerization motif from phage 
T4 fibritin. The hybrid proteins are correctly folded nanorods that can withstand extreme condi-
tions. When the fibrous part derives from the adenovirus fiber shaft, different tissue-targeting 
specificities can be engineered into the hybrid proteins, which therefore can be used as gene therapy 
vectors. The integration of such stable nanorods in devices is also a big challenge in the field of 
biomechanical design. The fibritin foldon domain is a versatile trimerization motif and can be 
combined with a variety of fibrous motifs, such as coiled-coil, collagenous, and triple β-stranded 
motifs, provided the appropriate linkers are used. The combination of different motifs within the 
same fibrous molecule to create stable rods with multiple functions can even be envisioned. We 
provide a comprehensive overview of the experimental procedures used for designing, creating, 
and characterizing hybrid fibrous nanorods using the fibritin trimerization motif.

Key Words: Fibritin; fibrous proteins; fusion proteins; nanorods; trimerization.

1. Introduction
1.1. Fibrous Proteins in Nature and Their Possible Use in Applications

Fibrous proteins such as collagens, elastins, silkworm and insect silks, and viral 
fibers are mainly designed for providing mechanical functions and structural 
support in nature (1–5). Their primary sequences consist of repetitive sequences 
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that serve as building blocks for their bottom-up, controlled self-assembly, lead-
ing to complex molecular architectures. Furthermore, site-specific changes can 
be easily introduced at the sequence level to achieve their functionalization. 
This possibility of chemical and structural control at the nanoscale confers 
considerable advantages to fibrous biomaterials compared to conventional, 
nonbiological fibrous materials (6–8).

Fibrous proteins from viruses are a distinctive family of extracellular pro-
teins, usually entirely composed of β-structure (9). Their fibrous parts fold into 
triple β-structured folds and are joined to globular domains, usually located 
at their C-termini. These globular domains are essential for the trimerization 
of the fibrous parts (10,11). On top of excellent mechanical properties, this 
family of proteins, as well as amyloid-forming peptides derived from them, is 
exceptionally resistant to extreme conditions (temperature, detergents, denatur-
ants) (12,13). This exceptional resistance offers the possibility of interfacing 
with the inorganic world, that is, to use biological nanofibers and nanotubes in 
nanodevices (6,14–16).

In adenoviruses, the C-terminal globular domain is the cell receptor domain, 
essential for attachment specificity (17,18). Adenoviruses are used as gene 
therapy vectors, and new generations of vectors seek to selectively target tis-
sues. If an attaching specificity different from the one conferred by the natural 
C-terminal is desired, the C-terminal domain has to be replaced by another 
motif/domain. This domain has to be a trimerization motif to support trimeriza-
tion of the fibrous part (19). This kind of “knobless” construct/vector, further 
derivatized with the desired tissue-targeting motifs, can be used for enabling 
gene therapy and tissue engineering applications (20–22).

1.2. Methodology for Creating and Studying Chimeric Proteins Between 
Fibritin and Triple-Stranded Segments of Fibrous Proteins

The methodology for creating and studying chimeric proteins was first devel-
oped from fundamental studies aimed at structural understanding of fibrous 
proteins. In phage T4 fibritin, a 27-amino acid (aa) domain (amino acids 
457–483 of fibritin) forms a trimeric globular, β-propellor-like structure located 
at the C-terminal end of a triple coiled-coil motif (23). This small domain 
(termed foldon) can fold and trimerize autonomously (24). N-terminal deletion 
mutants with an intact foldon domain trimerize successfully, whereas fibritins 
with a deleted or mutated foldon domain fail to fold correctly. It has therefore 
been proposed that the foldon domain serves as a registration motif for the 
segmented triple coiled-coil motif of the fibritin (25). It has been subsequently 
shown that chimeric proteins between the foldon domain and fibrous sequences 
from collagen, phage T4 short-tail fibers, and HIV glycoproteins can be created 
and can fold successfully (26–28).
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We have recently created chimeric proteins by replacing the head of the 
adenovirus fiber by the fibritin foldon to gain insight into the trimerization 
mechanisms of the fiber. The previously reported structure of a stable frag-
ment (residues 319–582 of the fiber) (29) served as the basis for the chimeric 
protein design. Three chimeric proteins were constructed, two comprising the 
shaft segment (residues 319–392) with the foldon domain in its C-terminal 
end (replacing the natural head domain) and one with the foldon domain in the 
N-terminal end of the shaft segment. In one of the chimeric proteins with the 
foldon at the C-terminal end, the natural linker sequence (Asn-Lys-Asn-Asp-
Asp-Lys, residues 393–398) that connects the globular head to the shaft was 
used to connect the shaft sequences to the foldon domain. In the second, as well 
as in the protein with the foldon at its N-terminal end, the two domains were 
joined without incorporating the linker sequence. The chimeric proteins with 
the foldon domain appended to the C-terminus of the fiber shaft sequences fold 
into highly stable, sodium dodecyl sulfate (SDS)-resistant trimers, indicative 
of correct folding and assembly (30). The crystal structure of these two chime-
ras was subsequently solved, showing that the individual domains retain their 
native fold (see Fig. 3) (31). The results suggested that the foldon domain not 
only ensures correct trimerization of the shaft sequences but also allows them 
to assume their triple β-spiral fold. This result combined with the versatility of 
the foldon domain, suggests that its fusion to longer adenovirus shaft segments 
as well as segments from other trimeric, β-structured fiber proteins should 
be feasible.

The experimental methodology described can be applied to the following 
areas:

Fundamental studies of new fibrous folds. Although several novel fibrous folds emerged 
during the last decade, many still remain unresolved. The asymmetric nature 
(coexistence of globular and fibrous parts; large differences in relative dimen-
sions) and natural flexibility in trimeric fibrous proteins are major barriers in 
crystallogenesis. Even when crystals can be obtained, they often suffer from local 
disorder. Replacement of big globular terminal domains with the fibritin foldon, 
allowing the creation of stable crystallizable fragments, can become a general 
strategy leading to solving the fibrous part structures.

Construction of gene therapy vectors. When the fibritin foldon replaces the C-terminal 
globular head of adenovirus, it enables correct trimerization of shaft repeats, but 
the construct is devoid of biological activity. However, it can be derivatized with 
tissue-targeting motifs that can offer different attaching specificities and therefore 
could be used as gene therapy vectors.

Rational design of fibrous constructs with controlled dimensions. Adding a desired 
number of building blocks derived from β-structured fibrous motifs to the fibritin 
foldon can create stable nanorods that could be used for integration in devices.
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2. Materials

All reagents are analytical grade.

2.1. Cloning

 1. Oligonucleotides have been synthesized by MWG-biotech; reconstitute the lyoph-
ilized powder at 100 pmol/µL.

 2. Perform polymerase chain reaction (PCR) using Pwo polymerase (Roche).
 3. Bacteriophage T4 genomic DNA is obtained from Sigma.
 4. Restriction enzymes are purchased from Roche.
 5. For preparative gel electrophoresis of DNA fragments less than 1 kb, use Nusieve 

GTG agarose. The isolated fragments can be purified using the QIAquick Gel 
Extraction kit (Qiagen).

 6. For the ligation reactions, the Rapid DNA Ligation Kit is supplied by Roche.
 7. The amplified DNA fragments are cloned in the PT7-7 vector (32).
 8. Plasmid DNA production is performed in the strain DH5α (Invitrogen).
 9. For plasmid DNA purification, the Plasmid Miniprep Kit (Qiagen) can be used.

2.2. Culture and Lysis of Escherichia Coli

 1. Protein expression is performed in the strain JM109(DE3) (Promega).
 2. Prepare 1 L of LB (Luria Bertani) medium supplemented with sorbitol (330 mM), 

betaine hydrochloride (2.5 mM), and ampicillin (100 µg/mL).
 3. Dissolve ampicillin (Sigma) at 100 mg/mL in water, aliquot, and store at −80°C.
 4. Isopropyl-β-d-thiogalactopyranoside (IPTG) is dissolved in water at 0.5M and 

stored at −80°C in aliquots.
 5. Ethylenediaminetetraacetic acid (EDTA) stock solution: 0.5M in water. Dissolve 

18.6 g EDTA (disodium salt, dihydrate, M = 372.2) into 70 mL water, titrate to pH 
8.0, and make up to 100 mL. Store at room temperature or at 4°C.

 6. Lysis buffer: 50 mM Tris-HCl at pH 8.0, 2 mM EDTA, 20 mM NaCl. Add a tablet 
of Roche Complete™ protease inhibitors to lysis buffer just before use.

 7. Streptomycin sulfate is purchased from Sigma.
 8. For cell lysis, use a French press.

2.3. Purification (see Note 1)

 1. Anion exchange chromatography:
  a. Column: Resource Q column (Pharmacia).
  b. Buffer A: 10 mM Tris-HCl buffer at pH 8.5, 1 mM EDTA.
  c. Buffer B: 10mM Tris-HCl buffer at pH 8.5, 1 mM EDTA, 200 mM NaCl.
 2. Hydrophobic interaction chromatography:
  a. Column: Phenyl superose 5/5 column (Pharmacia).
  b.  Buffer 1: 25 mM Na2HPO4, 25 mM NaH2PO4, 1 mM EDTA, 1.7M ammonium 

sulfate, pH 6.5.
  c. Buffer 2: 25 mM Na2HPO4, 25 mM NaH2PO4, 1 mM EDTA, pH 6.5.
 3. For the fractional precipitation, ammonium sulfate is purchased from Sigma.
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2.4. Sodium Dodecyl Sulfate Polyacrylamide Gel Electrophoresis

Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) is 
considered a standard procedure known to all biochemists and molecular biolo-
gists; therefore, we do not describe it in detail here. However, all the recipes for 
preparing buffers and setting up gels according to the original protocols (33) 
can be found on the Jonathan King lab Web site, http://web.mit.edu/king-lab/
www/cookbook/cookbook.htm.

2.5. Crystallogenesis

For crystallization of proteins in general, several aspects are important. First, 
reagents should be crystallization grade if available or otherwise of the high-
est purity that can be obtained. The experiments should be set up using glass-
ware or high-quality plastics resistant to common organic solvents and clear 
enough for convenient visualization of the experiments afterward. Provision 
of a reliable fixed-temperature room or fixed-temperature incubators free of 
excessive vibrations is necessary for storing the potentially long-term crystal-
lization experiments. Finally, a stereomicroscope is needed for observation of 
the crystallization trials, if possible with magnification greater than 50-fold to 
observe microcrystals and to judge if precipitates appear crystalline. A camera 
for recording crystallization results is also useful.

Crystallization plates can be obtained from many sources. First, tissue 
culture plates are available from general laboratory suppliers; these plates 
(e.g., Linbro plates and Terasaki plates) can be adapted for crystallization 
use. Plates developed and marketed especially for crystallization purposes 
are also available and, although somewhat more expensive, can be recom-
mended for their ease of use. Our favorites are ready-to-use sitting-drop vapor 
diffusion plates, for example, CrysChem plates (Hampton Research, Aliso 
Viejo, CA, http://www.hamptonresearch.com/) and CompactClover plates 
(Jena Bioscience, Jena, Germany, http://www.jenabioscience.com/); these are 
to be covered with extraclear tape and should be resistant to organic solvent 
if these are used in the crystallization screen. There are several worldwide 
suppliers of crystallization reagents, ready-made crystallization screens, 
crystallization plates, and other materials useful for protein crystallography. 
Hampton Research was the first company on the market and still has a lead-
ing position. More recently, companies like Molecular Dimensions (Apopka, 
FL, http://www.moleculardimensions.com/) and Jena Bioscience have come 
onto the market, also providing a full catalogue of crystallization reagents 
and consumables. These companies often also supply material for data collec-
tion, such as goniometer heads, adaptors, capillaries, and loops for mounting 
crystals.

http://web.mit.edu/king-lab/
www/cookbook/cookbook.htm
http://www.hamptonresearch.com/
http://www.jenabioscience.com/
http://www.moleculardimensions.com/
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3. Methods
3.1. Cloning

 1. One critical parameter for successful amplification in a PCR is the correct design 
of oligonucleotide primers. While constructing chimeric proteins, the aim of 
primer design is not only to obtain a balance between specificity and efficiency 
of amplification but also to ensure structural compatibility of the joining parts. If 
crystal structures are available, their inspection is necessary to provide guidelines 
for the incorporation or not of appropriate linker sequences. In the case study 
described here, it was estimated that the joining of the shaft domain residues 
319–392 and the fibritin foldon domain residues 457–483 should not introduce 
structural conflicts because the three Gly392 residues of the fiber shaft lie on a 
triangle with sides of 13.5 Å and the three Gly457 residues of the foldon domain 
lie on a triangle with sides of 12.5 Å. In most of the known triple-stranded folds 
from viruses, hinges exist between globular and fibrous parts (9). If the fold is 
unknown, hinges can still be predicted from inspection of sequences, breaking 
of sequence repeat patterns, and so on. When constructing a chimeric protein 
between fibrous parts of unknown fold and the foldon domain, incorporating the 
hinge sequences as linker sequences between the two parts is a good initial strat-
egy for avoiding structural conflicts.

 2. The fragment coding for the foldon domain, spanning residues Gly457 to Leu483 
of fibritin can be obtained by PCR using the bacteriophage T4 genomic DNA as 
a template. The forward primer I is designed to contain the BamHI restriction site 
that results in the addition of two residues, Gly and Ser at the N-ter of the foldon 
(Table 1). The reverse primer II contains the ClaI site for cloning into the expres-
sion vector PT7.7. For the construction of the chimeras that comprise the foldon 
domain in replacement of the natural head domain, fiber shaft fragments starting 
from Val319 can be joined to the N-ter of the foldon by incorporating or not the 
6-aa linker of the fiber protein (Asn-Lys-Asn-Asp-Asp-Lys, residues 393–398) 

Table 1
Primers Used in Constructing Foldon-Adenovirus Shaft Chimeras

N° SEQUENCE (5′→3′) Restriction site

I CAAGCTCTCCAAGGATCCGGTTATATT BamHI
II CTTGCGGCCCCATCGATTGCTGGTTATAAAAAGGTAGA ClaI
III GAAGGAGATATACATATGGTTAGCATAAAAA NdeI
IV GGTAAGTTTGTCATCATTGGATCCTCCTATTGTAAT BamHI
V TTGTCCACAGGGATCCTTTGTCATCATTTTTGT BamHI
VI CAAGCTCTCCAACATATGGGTTATATTCCTGAA NdeI
VII CTTGCGGCCCCATGTTATGCGGATCCTAAAAAGGTAGA BamHI
VIII CAAACAATACTAAAGGATCCGGAGTTAGCATAAAAA BamHI
IX CAGGGTAAGTTTGTCATCGATTTTTTATCCTATTGTAA ClaI



Fibritin Domain for Engineering b-Structured Nanorods 21

that connects the globular head to the shaft (Fig. 1). The DNA fragments are 
amplified between primers III–IV and III–V subsequently from the complemen-
tary DNA of the protein containing the original stable fragment (Val319–Glu582) 
cloned in the pT7.7 vector.

 3. For adenoviruses, as for most of the triple-stranded fibers from viruses, the globu-
lar trimerization domains are located at their C-termini (34). Therefore, the most 
natural design is to place the foldon at the C-terminus of the chimeric proteins. 
In the framework of the original study, the authors created also a construct that 
connects the foldon domain to the N-terminal end of the shaft segment (Fig. 1). 
Although the resulting proteins fail to fold into SDS-resistant trimers, the con-
struction strategy is also mentioned. For this construct, the gene encoding the 
foldon (Gly457–Leu483) is amplified between primers VI and VII and the shaft 
segment, spanning residues Val319–Glu582, is amplified between primer VIII and 
primer IX (containing stop codon taa). The generation of the BamHI site results in 
the introduction of three residues, Gly-Ser-Gly, between the two segments.

 4. Set up the PCR reactions according to the product instructions provided with 
the polymerase. Place tubes into the preheated thermal cycler and perform each 
amplification for 30 cycles according to the following schedule: 30-s denaturation 
at 95°C, 30-s annealing at 60°C, and 45-s extension at 72°C.

 5. Purify the PCR reactions by preparative gel electrophoresis on a 4% Nusieve GTG 
agarose gel, cut the bands of interest with a sharp blade, and extract the amplified 
DNA fragments using the QIAquick Gel Extraction kit.

 6. Digest 1 µg of the purified bands and pT7.7 vector with the corresponding restric-
tion enzymes for 1 h 30 min at 37°C and purify the DNA using the QIAquick Gel 
Extraction kit.

 7. Set up 20-µL ligation reactions according to the instructions of the Roche Rapid DNA 
Ligation Kit. Start with 35–50 ng of vector while the insert to vector ratio is kept at 3:1.

 8. Aliquot 100 µL of competent DH5α cells into an Eppendorf tube and add 4 µL of 
the ligation mixture. Swirl the contents of the tube gently and incubate on ice for 
30 min. Heat pulse each transformation reaction in a 42°C water bath for 2 min. 
Add 900 µL of LB medium to each tube and incubate at 37°C for 1 h with shak-
ing at 220 rpm. Centrifuge for 3 min at 1300 g discard 800 µL, and resuspend the 
pelleted cells in the remaining 200 µL. Use a sterile spreader to plate 200 µL of 
the transformed bacteria onto LB agar plates that contain ampicillin (100 µg/mL). 
Colonies will appear following overnight incubation at 37°C.

 9. Culture single colonies overnight in 5 mL LB medium supplemented with ampi-
cillin (100 µg/mL). Harvest cells and isolate the plasmid DNA using the Plasmid 
Miniprep Kit. Positive clones are identified by restriction enzyme digestion.

3.2. Protein Expression

 1. Pick a single colony from a freshly streaked plate, inoculate 10 mL LB supple-
mented with ampicillin (100 µg/mL), and grow overnight with shaking at 37°C.

 2. Inoculate 1 L of LB medium containing sorbitol (330 mM), betaine hydrochlo-
ride (2.5 mM), and ampicillin (100 µg/mL) with 10 mL of an overnight culture 
and grow at 37°C until the OD600 reaches 0.4. Cool culture to 22°C.
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Fig. 1. (A) Schematic representation of the domain structure of the chimeric proteins: (1) 
the stable adenovirus fiber fragment (fiber residues 319–582). Residues belonging to the shaft 
domain (V319 to G392) are symbolized with a rectangle, and residues belonging to the globu-
lar head (L399–E582) are symbolized with a circle. Residues 393–398 (NKNDDK) form the 
linker that connects the fibrous and globular parts and are drawn in italics. (2) The chimeric pro-
tein that comprises the fibritin foldon domain (fibritin residues G457 to L483, oval shape) fused 
to the C-terminus of the shaft domain with use of the natural linker between the two domains. 
For the sake of clarity, the numbers corresponding to the fibritin residues are underlined. The 
residues GS, highlighted in bold, are not part of the coding sequence and are introduced as a 
result of the cloning strategy. (3) The chimeric protein with the foldon domain appended at the 
C-terminal end of the shaft domain without the use of the natural linker sequence. 
(4) The chimeric protein with the foldon domain appended at the N-terminal end of the shaft 
domain. The residues GSG, highlighted in bold, do not belong to the coding sequence and 
are introduced as a result of the cloning strategy. (B) Amino acid sequences of the fiber shaft 
residues 319–392 and of the fibritin foldon residues 457–483. The fiber shaft sequence repeat 
numbers (repeats 18–22 according to 29) are indicated to the left. The repeats are not aligned. 
(From ref. 30 with permission.)
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 3. When the temperature of the culture reaches 22°C, add IPTG to 0.5 mM final 
concentration to induce protein expression. Continue the incubation for 14 h 
at 22°C.

 4. Harvest the bacterial cells by centrifugation at 14,000 g at 4°C for 10 min and pour 
off the supernatant.

 5. Add approximately 20 mL of lysis buffer (50 mM Tris-HCl pH 8.0, 2 mM EDTA, 
20 mM NaCl) containing a tablet of Roche Complete protease inhibitors.

 6. After cell lysis using a French press, remove cell debris by centrifugation at 
43,000 g at 4°C for 20 min.

 7. Recuperate the supernatant and add streptomycin sulfate (Sigma) to a final con-
centration of 1% (w/v). Stir the suspension for a further 15 min in the cold room 
to remove the viscous nucleic acid. Centrifuge for 15 min at 19,000 rpm and 4°C 
and discard the pellet.

3.3. Protein Purification (see Note 1)

 1. Measure the volume of the supernatant after streptomycin sulfate treatment and 
pour it into a glass beaker.

 2. Weigh 0.361 g of solid ammonium sulfate for every 1 mL of protein solution to 
reach a final concentration of 60% saturation.

 3. Place the beaker on ice and stir with a magnetic stirrer. Add the ammonium sulfate 
to the protein solution slowly and in small batches.

 4. After addition is complete, incubate for 15 min on ice and then remove the precipi-
tated protein by centrifugation at 43,000 g at 4°C for 20 min.

 5. Decant off the supernatant into a measuring cylinder and determine the total 
volume.

 6. Add 0.129 g of solid ammonium sulfate per milliliter of protein solution to take 
the concentration from 60% to 80% saturation as described above.

 7. After centrifugation, discard supernatant and dissolve the protein precipitate in 
1mL of 10mM Tris-HCl buffer pH 8.5, 1 mM EDTA.

 8. Transfer the protein suspension into a dialysis bag and dialyze against 10 mM Tris-HCl 
buffer pH 8.5, 1 mM EDTA, overnight in the cold room.

 9. The next day, equilibrate the Resource Q column with 10 mM Tris-HCl buffer pH 
8.5, 1 mM EDTA (buffer A) at a flow rate of 3 mL/min. Load the sample onto the 
column and elute the protein with a gradient of 0–200 mM NaCl (buffer B).

 10. Pool the fractions containing the protein, bring them to 1.7M ammonium sulfate, 
and dialyze against a phosphate buffer (25 mM Na2HPO4, 25 mM NaH2PO4, 1 mM 
EDTA, 1.7M ammonium sulfate, pH 6.5) overnight in the cold room.

 11. Apply the sample to a Pharmacia phenyl superose 5/5 column equilibrated with 
buffer 1 (25 mM Na2HPO4, 25 mM NaH2PO4, 1 mM EDTA, 1.7M ammonium 
sulfate, pH 6.5). Elute with a linear gradient of 1.7–0.0M ammonium sulfate 
(buffer 2).

 12. The chimeric protein elutes at about 1.5M ammonium sulfate. Collect the fraction 
and precipitate the purified protein by adding ammonium sulfate to 80% satura-
tion. Store the precipitated protein at 4°C.
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3.4. Characterization of Chimeric Proteins With Denaturing 
and Nondenaturing SDS-PAGE

A hallmark of well-folded, trimeric β-structured fibers is their SDS resistance. 
In the standard Laemmli SDS buffer, which contains 2% final SDS, all or most 
of these fibers are stable at 4°C. For the trimers to be completely dissociated, 
boiling for 3 min in sample buffer is recommended. This SDS resistance is a 
precious biochemical tool that allows easy assessment of native, trimeric states 
of proteins from nonnative and even intermediate states. In standard SDS gels, 
trimers do not bind SDS efficiently and migrate slowly in the gel; the denatured, 
misfolded, or aggregated forms are completely dissociated by SDS and migrate 
in the monomer position. Since this methodology can be applied to cell lysates, 
it allows rapid screening of various chimeric constructs before purification and 
selects the ones that fold successfully into trimers for further purification and 
characterization.

The following procedure is recommended:

 1. Mix the lysate or protein solution with Laemmli SDS sample buffer and split in 
two tubes.

 2. Place one tube on ice.
 3. Place the second tube in a heating block for 3 min at 100°C, then put the tube on 

ice and let it cool.
 4. Run the two samples in adjacent wells in the SDS gel and compare the running 

positions.

If the nonboiled band migrates with an apparent mass compatible with a trimer 
that chases to the monomer band after boiling, it is a good indication that the 
chimeric protein folds into a trimer (Fig. 2). It is very important for the gel to 
be refrigerated since it has been observed that above room temperature partial 
unfolding of native trimers can occur, leading to “open” forms that migrate 
slower than the native trimer (12). If the SDS gel is not refrigerated, partial 
unfolding induced by the combination of SDS and temperature may occur in 
situ and lead to formation of slower migrating bands.

3.5. Crystallization

For crystallization, several aspects of the protein preparation have to be con-
sidered. A high degree of purity (better than 99%) is important, although 
preliminary experiments with somewhat less-pure preparation can give some 
useful initial information about solubility and in some cases even yield crystals. 
As important as “chemical” purity is conformational homogeneity or, in other 
words, absence of flexibility. At this point appropriate design of the expression 
vector comes into play, as does the presence of a not too flexible linker between 
the fused domains. If purification aids such as histidine tags are to be introduced, 
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it is preferable to include a protease cleavage site between the tags and the 
protein to be crystallized as the purification tags lead to undesirable flexibility. 
Having said that, there are examples of successful crystallization of proteins 
including these purification tags, especially if these are relatively small.

The fibrous fusion proteins discussed here are in general not expected to 
be air sensitive, so vapor diffusion is the method of choice. Sitting-drop vapor 
diffusion can be recommended for ease of setup, visualization, and crystal 
harvesting. These can be sealed with extra-clear tape, which permits opening 
individual wells by carefully removing the tape only from that well and reseal-
ing with a piece of the same tape. If the proteins are found or expected to be 
oxidation sensitive, vapor diffusion experiments can be set up under a nitrogen 
atmosphere, or more easily, microbatch experiments can be performed. In 
microbatch experiments, protein solution is directly mixed with precipitant 
solution and incubated under a layer of mineral oil, allowing for slow evapora-
tion of aqueous solvent through the oil layer. A percentage of silicon oil can be 
mixed with the mineral oil if faster evaporation is desired.

Fig. 2. Expression of the chimeric proteins with the foldon domain at their C-terminus. 
After a pellet supernatant fractionation of Escherichia coli lysates, supernatants were 
electrophoresed on a 12.5% sodium dodecyl sulfate (SDS) polyacrylamide gel and 
visualized with Coomassie blue staining. Electrophoresis was carried at 4°C. The + 
symbol indicates boiling in loading buffer containing 2% SDS for 3 min prior to loading 
in the gel. Lane 7, lysate of noninduced bacteria. Lanes 1 and 2, supernatants of lysates 
of the original fiber stable fragment, nonboiled and boiled, respectively, are shown to 
allow comparison with the chimeric proteins. The trimer (lane 1) and monomer (lane 2) 
positions are marked with brackets. Lanes 3 and 4, chimeric protein with linker, 
nonboiled and boiled, respectively. Lanes 5 and 6, chimeric protein without the linker, 
nonboiled and boiled, respectively. The trimer and monomer positions for the chimeric 
proteins are marked with arrows. Lane M, molecular mass markers. (From ref. 30 with 
permission.)
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Increasingly, crystallization robots are available locally, especially if small-
volume drops can be set up; these can significantly expedite the crystallization 
process, eliminating a lot of tedious manipulations. There are robots specialized 
in sitting-drop vapor diffusion or microbatch experiments, but multipurpose ones 
are also available. It is generally not worth investing in a crystallization robot for 
a limited number of projects as the time invested in setup and maintenance of the 
robot is only amortized when it is used regularly and for many experiments.

A typical initial screen would consist of a 96-well plate with 96 very dif-
ferent conditions (35) and, if possible, several plates incubated at different 
temperatures (e.g., 20°C and 5°C). If hits are obtained, crystals are measured to 
confirm that they are protein, not salt or another small-molecule additive, and 
to assess their diffraction limit and quality. However, in many cases, no crystals 
are obtained in the first screen. If crystalline precipitates are obtained, further 
screens are performed around these conditions to see if crystals can be obtained. 
At the same time, it is worth carefully examining the cloning strategy and the 
expression and purification procedure to see if improvements in protein purity 
and conformational homogeneity can be obtained. In addition to these initial 
more-or-less random screens (and if enough material is available), it is worth 
screening common precipitants like ammonium sulfate and polyethylene glycol 
6000 at different concentrations, pH, and temperatures.

Crystallization trials should be regularly examined, with the results noted in 
a notebook or spreadsheet system and photographically documented if possible. 
A suitable regime would be a quick examination straight after setup, then more 
extensive ones after a day, after 3 d, after a week, after 2 wk, after a month, and 
so forth until suitable crystals have been obtained or the drops have dried. For 
more complete information on protein crystallization, several textbooks are 
available (36–38); a special issue of the Journal of Structural Biology about 
protein crystallization methods is also very useful (39).

3.6. Structure Determination

3.6.1. Choice of Method

Structure solution by crystallography is in principle feasible for molecules of 
almost any size if, of course, crystals can be obtained. If the protein is not too 
large, structure solution by nuclear magnetic resonance (NMR) spectroscopic 
methods may be considered (40). This has the major advantage of not having to 
crystallize the protein, although depending on the protein size different labeling 
techniques will be necessary. For up to around 30 kDa (trimeric size), labeling 
with carbon-13 and nitrogen-15 is likely to be sufficient, while with additional 
deuterium labeling structures of size up to 50–60 kDa may be tractable. Given 
the trimeric foldon size of just over 9 kDa, this would permit solving unknown 
trimeric nanorod structures of just over 20 or 40–50 kDa, respectively (7 or 
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13–17 kDa per monomer, respectively). Introduction of a protease cleavage site 
between the fibrous and foldon domains would allow removal of the foldon 
domain and the study of the fibrous domain on its own, allowing structure 
solution of trimeric nanorods of up to 30 and 50–60 kDa trimeric size by NMR 
spectroscopic methods.

3.6.2. Data Collection

The first step of data collection is the recovery of crystals from the crystalliza-
tion setup. As protein crystals are generally fragile, they will either have to be 
carefully transferred to a quartz capillary and mounted in conditions in which 
the crystal will not dry up or attract moisture from the surrounding atmosphere 
and dissolve. They can be picked up with a nylon or plastic microloop slightly 
larger than the crystal. If the loop is then covered with a plastic hood filled 
with a drop of mother liquor, data collection can proceed at room temperature. 
To prolong crystal life, a crystal can also be briefly incubated in a suitable 
cryoprotectant; in this case, they can either be flash frozen at 100 K or frozen in 
liquid nitrogen (41). If data collection is then performed at 90–120 K, significant 
increase in crystal lifetime can be obtained (radiation damage decreases at 
lower temperature; 42).

Depending on the space group of the crystals obtained and the structure solu-
tion method that is to be used, somewhat different data collection procedures 
will need to be employed. In all cases, complete datasets are necessary and, if 
the anomalous signal is to be exploited, high multiplicity. For high-symmetry 
space groups, a relatively small fraction of reciprocal space needs to be explored, 
while for lower-symmetry space groups, a larger fraction of reciprocal space 
will need to be covered (i.e., more images per dataset will have to be collected). 
For structure solution by molecular replacement or isomorphous replacement 
methods (see Subheading 3.6.3.), high multiplicity is not a necessity, while 
for anomalous dispersion methods it is. High-multiplicity datasets will require 
longer data collection times; at the same time, radiation damage will have to 
be avoided. Therefore, to allow successful structure solution, at times resolution 
will have to be sacrificed for data completeness or multiplicity.

3.6.3. Structure Solution

Given that the foldon structure is known, structure solution by a molecular 
replacement technique (43) will be possible if the foldon is a significant frac-
tion of the total protein, say 25–30%. If molecular replacement is not success-
ful, heavy atom derivatives will have to be produced for structure solution by 
 multiple isomorphous replacement (MIR), single isomorphous replacement 
using anomalous signal (SIRAS), multiwavelength anomalous dispersion 
(MAD; 44), or single-wavelength anomalous dispersion (SAD; 45). Common 
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derivatives are mercury compounds, which bind to cysteine residues and are 
especially useful for MIR or SIR(AS), or seleno-methionine derivatives, espe-
cially useful for the MAD method (46).

Heavy atoms are generally introduced into preformed protein crystals by 
soaking techniques (47), although cocrystallization is also a possibility. Seleno-
methionine can be introduced into proteins instead of methionine by growing 
methionine-auxotroph bacteria in expression cultures in the presence of seleno-
methionine (48) or by inhibition of the methionine synthesis pathway and 
provision of the necessary amino acids and seleno-methionine in expression 
cultures (49). If no cysteines or methionines are present in the natural sequence, 
these can be introduced by site-directed mutagenesis. A discussion and expla-
nation of macromolecular phasing methods is available in ref. 50 and in several 
textbooks and compilations (51–56).

3.6.4. Model Building, Refinement, Validation, and Analysis

Once interpretable electron density maps have been obtained, a model for the 
protein will have to be built either “by hand” using molecular graphics pro-
grams or, if the map is of sufficient quality (resolution better than 2.3 Å), in 
combination with automated building procedures like Arp-Warp (57). Once a 
complete protein model, including ordered solvent molecules, has been built, 
the structure should be refined using appropriate geometric restraints and the 
best-available dataset with respect to completeness and resolution. Refmac is 
the program of choice for refinement as it uses maximum likelihood targets 
(58). Validation of the structure is always necessary as important errors in 
model building and refinement may have gone unnoticed. Molprobity is the 
software of choice for this purpose (59). Validation judges parameters used in 
refinement such as bond distances and angles, planarity of aromatic groups, and 
parameters not used in refinement such as whether all amino acids are in suitable 
environments respective to their nature (polar, apolar, charged), whether the 
Ramachandran plot of the structure looks reasonable, and so on.

Once the structure has been solved, and preferably refined to completion, the 
structure will have to be analyzed, first judging whether a new fibrous fold has 
been discovered or whether the structure is similar to other known structures. The 
program DALI can perform similarity searches against the protein structure data-
base automatically (60). Further analysis will concern the biological interest of the 
structure. In the case of viral fibers, examine whether the structure may contain 
regions implicated in receptor binding or interaction with other biomolecules.

The structure is also likely to be of interest for materials science, and inspec-
tion may reveal the presence of surface loops that may be modified without 
affecting the structure. These modified surface loops may then be used to bind 
small molecules or other proteins to function as sensors, metals in an attempt 
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to make the fibers conductive, and the like. As many biological fibers contain 
sequence repeats, inspection of the structure will also likely reveal the start and 
end of the structural repeat, which is important for design of longer fibers made 
up of repeating sequences.

3.6.5. Verification and Application of the Foldon Fusion Strategy 
for Structure Solution of Trimeric Fibrous Domains

Papanikolopoulou et al. (31) have shown that the C-terminal four adenovirus 
type 2 fiber shaft repeats have the same structure when fused to a C-terminal 
foldon domain (Fig. 3A) as the native fold (29), showing that the foldon fusion 
strategy is viable and valid for solving crystal structures of unknown fibrous 

Fig. 3. Crystal structures of foldon fusion proteins. (A) Fusion construct consisting 
of human adenovirus type 2 fiber shaft residues 319–392 (bottom), a Gly-Ser linker, and 
bacteriophage T4 fibritin residues 457–483 (top). Note the partially disordered linker 
(31). (B) Structure of “minifibritin,” a fusion construct consisting the N-terminal domain 
of the bacteriophage T4 fibritin with the C-terminal foldon (61). (C) Fusion construct 
consisting of synthetic collagen sequence (GPP) repeats and the foldon domain (top). 
Note the pronounced angle between the two domains, caused by the stagger of the 
 collagen triple helix (27). These figures were prepared using the deposited coordinates 
(pdb-codes 1V1H, 1OX3, and 1NAY, respectively) and the Pymol program (62).
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domains. Also, it showed that a flexible linker between the two domains is not 
necessarily an obstacle to crystallization and structure solution. With regard to 
applications, the foldon fusion strategy has been used to solve the structure of the 
N-terminal domain of the bacteriophage fibritin itself (Fig. 3B; 61), a structure 
that could not be solved before due to flexibility of the intermediate domains. A 
third example is the structure of a collagen model peptide, a Gly-Pro-Pro repeat-
ing sequence, in which the staggered collagen triple helix leads to a rather sharp 
angle between the collagen and foldon domains (Fig. 3C; 27). However, this was 
not an insurmountable problem for crystallization and structure solution. What 
to our knowledge has not been tried with success is incorporating a protease site 
between the trimeric fibrous protein domain and the foldon domain, so that after 
correct trimerization and partial purification, the foldon domain can be removed 
and the fibrous domain further purified and crystallized.

4. Note
 1. This purification protocol was developed for the case study of the chimeric protein 

described here. It will be necessary to develop an adapted protocol for each case 
of chimeric protein studied.
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The Leucine Zipper as a Building Block 
for Self-Assembled Protein Fibers

Maxim G. Ryadnov, David Papapostolou, and Derek N. Woolfson

Summary
Nanostructured materials are receiving increased attention from both academia and industry. 

For example, the fundamental understanding of fiber formation by peptides and proteins both is 
of interest in itself and may lead to a range of applications. A key idea here is that the folding and 
subsequent supramolecular assembly of the monomers can be programmed within polypeptide 
chains. Thus, with an understanding of so-called sequence-to-structure relationships for these 
peptide assemblies, it may be possible to design novel nanostructures from the bottom up that 
exhibit properties determined by, but not characteristic of, their component building blocks. In this 
respect, the α-helical leucine zipper presents an excellent place to start in the rational design of 
ordered nanostructures that span several length scales. Indeed, such systems have been put forward 
and developed to different degrees. Despite their apparent diversity, they employ similar assembly 
routes that can be compiled into one basic methodology. This chapter gives examples and provides 
methods of what can be achieved through leucine zipper-based assembly of fibrous structures.

Key Words: Fibers; α-helical leucine zipper; hierarchical self-assembly; nanostructures; 
peptide design; supramolecular chemistry.

1. Introduction
Fundamental studies in designing novel nanostructures, such as protein fibers, 
advance our understanding of protein folding, assembly, and chemistry. 
Potential applications in this area include the fabrication of scaffolds for cell 
growth in culture and templates for the controlled and directed assembly of 
inorganic materials (1). Peptide-based fibers and matrices can be, and indeed 
have been, assembled from a variety of protein-folding motifs as well as from 
artificial peptide amphiphiles (2). The underpinning concept here is that rules 
and guides for assembly processes are programmed into such motifs, and that 
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this potential introduces nanoscale features often reflecting the chemistry of the 
motif into the targeted higher-order assemblies (3,4).

This chapter focuses on peptide-based fibrous assemblies (5) and the use of 
one peptide-folding motif in particular. This is the leucine zipper (LZ), which is 
commonly found in nature and is reasonably well understood (6). The LZ is one 
of the most straightforward elements for protein–protein interactions known (7). 
It comprises two polypeptide chains that, by wrapping around one another, form 
a rope-like helical bundle. There are excellent sequence-to-structure rules (8) that 
guide the folding, supramolecular assembly, and stability of LZs. For instance, a 
key feature of LZ sequences is the heptad repeat in which hydrophobic (H) and 
polar (P) amino acids are ordered into an HPPHPPP pattern. This pattern dictates 
both the folding of LZ strands and their subsequent association into bundles. LZ 
peptides that fold to stable structures are usually required to be about three to 
five heptads long, which is readily accessible to modern-day peptide synthesis. 
Finally, LZ peptides have proved to be ideal candidates for engineering nano-
structures (9–12) because of a direct relationship between sequence and 
scale, namely, one folded heptad repeat meters out about 1 nm of structure 
(Fig. 1). Combined, these features of the LZ facilitate the rational design of 
peptide- and protein-based nanoscale fibers (3). These include straight and kinked 
fibers (13); branched fibers (14) and polygonal matrices (12,15); fibers decorated 
with functional peptides (16), inorganic materials, dyes (17), and even whole pro-
teins (16); and finally fibers that respond to changes in their environment (18).

As this is a practical guide to designing and fabricating fibrous nanostruc-
tures, we focus necessarily on our own experiences with a system that we refer 
to as the self-assembled peptide fiber (SAF) system (19).

Fig. 1. (A) The two-heptad leucine zipper peptides. (B) An axially staggered hetero-
dimer with “sticky ends” to promote longitudinal assembly into a contiguous superhelix 
(indicated by arrows). (C) The heptad repeat, abcdefg, signature of LZ sequences config-
ured onto helical wheels. (The helices for A and B were taken from PDB entry 2ZTA.)
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2. Materials
2.1. Peptide Synthesis

2.1.1. 9-Fluorenylmethoxycarbonyl Solid-Phase Peptide Synthesis

 1. Solvents: Anhydrous dimethylformamide (DMF), piperidine, pyridine, diisopropyl-
ethylamine (DIPEA), N-methylpyrrolidone (NMP), dichloromethane (DCM), 
trifluoroacetic acid (TFA), triisopropyl silane (TIS), 1,2-ethanedithiol (EDT) 
(Rathburn or Fluka).

 2. 9-Fluorenylmethoxycarbonyl (Fmoc) amino acid derivatives and hydroxyben-
zotriazole (HOBt) uronium salts (O-benzotriazole-N,N,N′,N′-tetramethyluronium 
tetrafluoroborate [TBTU], O-benzotriazole-N,N,N′,N′-tetramethyluronium hexa-
fluorophosphate [HBTU], or O-(7-azabenzotriazole-1-yl)-N,N,N′N′-tetramethy-
luronium hexafluorophosphate [HATU]) from Merck Biosciences (Nottingham, 
UK) or Applied Biosystems (Warrington, UK); Pd(0) from Sigma.

 3. Resins (100–200 mesh, 0.2–0.6 mmol/g): Wang or polyethylene glycol-polystyrene 
(PEG-PS) and peptide amide linker-polystyrene (PAL-PS) or Rink Amide 4-
methylbenzhydrylamine (MBHA) for carboxyl-free and amide peptides, respec-
tively (Merck Biosciences or Applied Biosystems).

 4. Deprotection reagent: 20% piperidine in DMF.
 5. Coupling mixture: 0.5M HOBt uronium salt and 1M DIPEA in DMF.
 6. Cleavage cocktails: TFA/TIS/water (95:2:5:2.5) (cocktail 1) and TFA/TIS/EDT/

water (94.5:1:2:5:2.5) (cocktail 2) for cysteine-containing peptides.
 7. Methyltrityl (Mtt) deprotection reagent: DCM/TFA/TIS (94:1:5) (reagent M) for Fmoc-

Lys(Mtt)-OH.
 8. Allyl deprotection reagent: Pd(0) (3 Eq) in CHCl3/AcOH/NMM (37:2:1) 

under Ar.
 9. Capping mixture: 5% acetic anhydride and 6% pyridine in DMF.

2.1.2. Conjugation and Ligation

 1. Fluorescein-5-maleimide, tetramethylrhodamine-5-maleimide, succinimidyl esters 
of 5- (and 6-) carboxyfluorescein and 5- (and 6-) carboxytetramethylrhodamine 
from Molecular Probes. α-bromoacetic acid, dithiothreitol (DTT), and tris(2-
carboxyethyl)phosphine (TCEP) from Sigma.

 2. Buffer 1 (see Note 1): 0.1M 3-(N-morpholino)propanesulfonic acid (MOPS; pH 
7.5–8.2) or 0.1M N-2-hydroxyethylpropane sulfonic acid (EPPS; pH 7.9–8.2), 
2 mM ethylenediaminetetraacetic acid (EDTA).

 3. Buffer 2: 8M urea, 0.6M Tris-HCl, 5 mM EDTA (pH 8.4–8.6).
 4. Buffer 3: 50 mM Tris-HCl, 50 mM NaCl (pH 7.0–7.4).
 5. PD-10 columns (Sephadex G-25 M) from Amersham Biosciences.

2.1.3. Reversed-Phase High-Performance Liquid Chromatography 
and Mass Spectrometry

 1. Mobile phase: 5% (buffer A) and 95% (buffer B) aqueous CH3CN containing 
0.1% TFA.
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 2. Stationary phase: Vydac C18 and C8 reversed-phase columns. Analytical (5 µm, 
4.6 mm internal diameter [id] × 250 mm) and semipreparative (5 and 10 µm, 
10 mm id × 250 mm).

 3. High-performance liquid chromatographic (HPLC) system: Models PU-980, 
PU-2086 (Jasco, Japan).

 4. TofSpec E MALDI (matrix-assisted laser desorption/ionization) spectro meter 
(Micromass Ltd., UK), 4700 Proteomics Discovery System (Applied Biosystems).

2.2. Fiber Assembly

For the incubation buffer, use 10 mM MOPS (pH 7.4–7.6).

2.3. Fiber Decoration

 1. Incubation buffer: 10 mM MOPS (pH 7.4–7.6).
 2. Streptavidin 5 and 10 nm colloidal gold-labeled (streptavidin-gold Streptomyces avi-

dinii, 0.4 mL in 0.01M phosphate-buffered saline [PBS], pH 7.4, containing 0.02% 
polyethylene glycol [PEG], 20% glycerol, and 15 mM sodium azide) from Sigma.

 3. Anti-FLAG BioM2 (1 mg/mL in 50% glycerol, 10 mM sodium phosphate, pH 7.4, 
150 mM NaCl containing 0.02% sodium azide) from Sigma.

 4. Biotin from Sigma.

2.4. Polar Assembly

 1. Incubation buffer: 10 mM MOPS (pH 7.4–7.6).
 2. 5- (and 6-) carboxyfluorescein and 5- (and 6-) carboxytetramethylrhodamine from 

Molecular Probes.

2.5. Spectroscopy

2.5.1. Circular Dichroism

 1. Quartz cuvettes (0.1–1 mm; Starna, UK).
 2. Jasco-J 715, 810 spectropolarimeters fitted with Peltier temperature controllers.

2.5.2. Fourier Infrared

For Fourier infrared, use a thermostated Bruker Tensor 27 spectrometer fitted 
with a BioATR-II cell with a ZnSe crystal.

2.6. Microscopy

2.6.1. Confocal Fluorescence Microscopy

 1. Glass slides and coverslips from Fisher.
 2. Bio-Rad MRC600 confocal microscope fitted with a ×60 oil immersion lens, a 

krypton/argon mixed-gas laser, a dual-excitation filter, and K1 (520 nm, fluorescein) 
and K2 (585 nm, rhodamine) filter-block set.

 3. The COMOS software (Bio-Rad) for image collection.
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2.6.2. Wide-Field Fluorescence Microscopy

 1. Glass slides and coverslips from Fisher.
 2. Carl Zeiss Vision wide-field microscope fitted with ×10 and ×40 LD lenses, a 

krypton/argon mixed-gas laser, a dichromic mirror, and two filters: 520 nm for 
fluorescein and 585 nm for rhodamine.

 3. ORCA ER camera for data collection, Carl Zeiss Vision image software for data 
analysis.

2.6.3. Transmission Electron Microscopy

 1. Specimen grids: Carbon film on 3.05-mm copper grid, 400 lines/inch (Agar 
Scientific, UK).

 2. Self-closing fine-tip Dumont tweezers NOC (Agar Scientific).
 3. Stains: Uranyl acetate, ammonium molybdate (Agar Scientific); 1% (w/v) aque-

ous solutions, filtered through a 0.2-µm pore size Minisart units (Sartorius, UK) 
and stored at 5°C.

 4. JEOL JEM 1200 EX transmission electron microscope (tungsten filament oper-
ated at 120 kV), fitted with a MegaViewII digital camera, using Soft Imaging 
Systems GmbH analySIS 3.0 image analysis software.

 5. The ImageJ software for image analysis and measurements of fiber dimensions 
(http://rsb.info.nih.gov/ij/index.html).

2.7. Fiber Diffraction With Partially Aligned Samples

2.7.1. Partial Alignment of Fibers: Stretched Frame Procedure

 1. Borosilicate thin-walled capillaries (1.5-mm outer diameter, 1.17-mm inner diam-
eter) (Harvard Apparatus, UK).

 2. Cutting stone (Hampton Research, USA).
 3. Standard beeswax: Break into pieces, transfer the pieces into a glass beaker.
 4. Mounting clay (Hampton Research).
 5. Petri dishes, 90-mm diameter, Parafilm® (Fisher Scientific, UK).

2.7.2. Fiber Diffraction

 1. Rigaku CuKα rotating anode X-ray source (wavelength 1.5418 Å) and R-AXIS 
IV image-plate detector (Rigaku, Japan).

 2. Instrument control and data collection through the CrystalClear™ software (Rigaku).
 3. Data handled and converted to image files with MOSFLM (http://www.mrc-lmb.

cam.ac.uk/harry/mosflm/).

3. Methods
3.1. Basic Design Rules for LZ Sequences

Leucine zippers comprise two helices that pack intertwined or bundled in a 
rope-like fashion (Fig. 1A,B). The hallmark of LZ sequences is the heptad 
repeat—(abcdefg)n—in which the first (a) and fourth (d) sites are usually 

http://www.mrc-lmb.cam.ac.uk/harry/mosflm/
http://www.mrc-lmb.cam.ac.uk/harry/mosflm/
http://rsb.info.nih.gov/ij/index.html
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hydrophobic (Fig. 1C). The others are normally occupied by polar or small 
amino acids to provide water-soluble surfaces. To specify the dimer in LZ 
designs, the (a) and (d) residues are preferably made isoleucine and leucine, 
respectively. These form the core of the bundle. Residues at (e) and (g) can 
be used to further cement the core by electrostatic interactions and hence are 
often made oppositely charged; lysines and glutamates are commonly used 
amino acids at the sites. The other sites are taken by polar or small amino 
acids, usually glutamine and alanine, which have high α-helical propensi-
ties. Given these rules, sequences as short as three to six heptads can be 
designed to yield stable LZs. Inclusions of tyrosines or tryptophans at one of 
the (f) positions are often used as chromophores for accurate concentration 
measurements.

3.2. LZs as Nanoscale Building Blocks

Morphological and functional properties of LZ-based nanostructures can be 
rationally programmed into LZ sequences (2,3). The sequences are also highly 
accommodating of various molecular topologies that are often required by 
supramolecular hierarchies (15). Such an architectural flexibility is particu-
larly beneficial for responsive materials or in applications for which nanome-
ter precision is the key requirement. For example, nanoscale fibrillar networks 
able to self-arrange in three-dimensional (3D) cell culture are attractive for 
tissue engineering (20), whereas networks of metal nanoparticles separated 
at distances of as few as several nanometers may find use in molecular 
electronics (21). Intrinsically reversible, LZ assemblies can also be used as 
self-assembling particles (9), reactors, (10) or switches (22). Altogether, this 
considerably extends the assortment of functional nanostructures and places 
high demands on synthesis.

3.3. Synthesis of LZ Blocks

The synthesis of LZ sequences is relatively straightforward and can be 
achieved by solid-phase peptide synthesis (SPPS). Automated SPPS has been 
developed as a technique of choice for both peptide chemists and nonspecial-
ists. Some cases, however, require SPPS to be supplemented with subsid-
iary capabilities based on more specific and efficient synthetic procedures. 
Examples include the need for long peptides to avoid structuring of peptide 
chains synthesized on resin or  engineering specific molecular topologies that 
cannot be tackled using  conventional SPPS protocols (23). Semisynthetic 
methods developed to date, such as conjugation, fragment condensation, 
enzymatic coupling, and  chemoselective ligation, have been proposed as 
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approaches complementary to SPPS (24). Chemoselective ligation, which is 
typically performed in aqueous buffers, has proved remarkably effective for 
postsynthetic assembly of geometrically varied constructs. Compatibility of 
such molecular grafting with folding and assembly of peptides has been sup-
ported by a number of LZ designs (10,13,14,16,25,26). Although the majority 
of the reported examples are empirical, the properties are unique in peptide 
assembly and have not been demonstrated for other peptide elements to the 
same extent (2).

3.4. Self-Assembled Fibers

Natural LZ structures fold to give in-register assemblies. Thus, it can be 
envisaged that the staggering of LZ strands would lead to longitudinal fila-
mentous structures reminiscent of natural fibrin, vimentin, or tropomyosin 
(27). Indeed, LZ-based fibers were engineered using an axially staggered 
(28) or sticky-ended (19) assembly (Fig. 1B). These effectively shift the 
adjacent helices, which can be rationally designed. The shift can vary from 
a few amino acids (28) to some heptads (19,29,30) as in SAF (19), one of 
the first examples of the “shift-based” assembly (Fig. 1B). Axially staggered 
helices are mainly arranged by placing complementary charged residues at e 
and g positions in heptad repeats along the sequence (19,28). Specifically, the 
SAF arises from the coassembly of two 28-mers (standards) that form a stag-
gered heterodimer with oppositely charged sticky ends (Fig. 1). The resulting 
dimers, which are 2 nm wide and 4 nm long, propagate longitudinal assembly 
and lateral thickening to yield fibers 70 ± 20 nm thick and tens of microns 
long (13,29) (Fig. 2A,B).The fibers exhibit a conserved nanoscale order as 
judged by wide-angle X-ray fiber diffraction and positive-stain transmission 
electron microscopy (TEM), which reveals regularly striated surface ultra-
structure of the fibers (Fig. 2D). The striations run perpendicular to the long 
fiber axis and are separated at the lengths of the individual peptides. The SAF 
system works as a binary mixture; that is, each peptide is individually inac-
tive (unfolded) and assembles only with its companion (19) (Fig. 1B,2). The 
binary design allows for the incorporation of additional partners, specials, 
that can introduce a functionality not displayed by the standard assemblies. 
Given that LZs are rope-like, the termini of the helices are easily accessible 
for derivatization or fusions; that is, the assembly of staggered helices can 
be directed by nonlinear LZ conjugates (2). The special can be a modified 
standard or a hybrid construct complementary to standards. Specials incor-
porated into the SAF system in this way can be used to follow the assembly 
on the nanoscale (17) and to control (13–15) or decorate (16) the mesoscopic 
architecture of the fiber (Fig. 3).
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3.5. Peptide Synthesis

3.5.1. Fmoc Solid-Phase Synthesis

All peptides are synthesized on solid phase on 0.1-mM scale using standard 
Fmoc/tBu, Fmoc/tBu/Allyl, or Fmoc/tBu/Mtt solid-phase protocols with a 
hydroxybenzotriazole uronium salt/DIPEA as coupling reagents (see Notes 2 
and 3). Fourfold excess of amino acids and coupling reagents are used to ensure 
efficient coupling.

Fig. 2. Transmission electron micrographs of negatively (A) and positively (B) 
stained standard self-assembled peptide fibers (SAFs). (C) Partially dried and aligned 
fiber stem prepared using the stretched-frame procedure. (D) Fiber diffraction pattern 
of a partially aligned fiber sample; the meridional diffractions M1 and M2 correspond 
to the heptad repeat length (1.03 nm) and the helical rise per turn (5.14 nm), respec-
tively. This indicates the assembly parallel to the fiber main axis. The equatorial diffrac-
tions E1–E4 indicate that the leucine zipper (LZ) superhelices are packed hexagonally 
across the width of the fiber (the corresponding real-space distances are E1, 15.6 nm; 
E2, 9.8 nm; E3, 7.8 nm; E4, 5.93nm) (33).
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Fig. 3. Transmission electron micrographs of standard (A) and special (B–F) self-
assembled peptide fibers (SAFs). (B) Biotinylated SAFs coated with streptavidin 
labeled with 10-nm gold particles. (C) FLAG-modified SAFs coated with biotinylated 
anti-FLAG antibodies and subsequently with streptavidin labeled with 5-nm gold par-
ticles. Segmented (D), branched (E) fibers and fibrillar matrices (F) assembled from 
standard and special SAFs. (Reproduced from refs. 15 and 16 with permission from 
American Chemical Society.

 1. Mtt deprotection: Removal of Mtt groups is performed by washing with reagent 
M (10 mL/g of resin) three times for 3 min followed by washing three times with 
DMF or 5% pyridine in DMF and then DMF.

 2. OAl/Aloc-deprotection: Removal of allyl-based groups is catalyzed by Pd(0) 
(15 mL/g of resin) for 2 h with gentle agitation followed by washing with 0.5% 
DIPEA in DMF, 0.5% sodium diethyldithiocarbamate (DEDC) in DMF, and DMF 
two times each.

 3. Capping: Acetylation and amidation of peptides are usually referred to as capping. 
Partial capping, in which only one of the two is performed, is equally common. 
Amidation is done using Rink Amide MBHA or PAL-PS resins. Acetylation is the 
final step in the synthesis: The resin is kept under the capping mixture (10 mL/g 
of resin) for 30 h, which is followed by washing three times with DMF.

 4. Postsynthetic TFA cleavage: The resin is kept under cleavage cocktail 1 or 2 
(15 mL/g of resin) for 2–3 h, then removed by filtration under vacuum and washed 
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once with TFA (10 mL/g of resin). A two- to threefold volume of diethyl ether is 
added to the filtrates. Cleaved peptides are centrifuged to yield peptide precipitates 
(see Note 4).

3.5.2. Conjugation and Ligation

 1. Orthogonal modifications are carried out by applying Fmoc/tBu/Mtt or Fmoc/
tBu/Allyl schemes (31,32). Fmoc-Lys(Aloc)-OH, Fmoc-Lys(Mtt)-OH, Fmoc-
Glu(OAl)-OH derivatives are used to incorporate modification sites in fully pro-
tected peptides on resin. This allows for the site-specific derivatization of a peptide 
without affecting other residues. The peptide acts as a template for orthogonal 
modifications. The template is assembled on resin and left with the N-terminal 
amino group Boc-protected. The Mtt or Aloc group of a lysinyl residue is selec-
tively removed to give a free ε-amino group. The group can be modified or used 
to initiate stepwise or fragment orthogonal peptide extensions (14) (see Note 5).

 2. The selectively deprotected ε-amino group of the template is derivatized with a 
fluorophore using threefold excess of the succinimidyl esters of either 5- (and 6-) 
carboxyfluorescein or 5- (and 6-) carboxytetramethylrhodamine in DMF on resin. 
The reactions are catalyzed by DIPEA (6 Eq) for 30 min (see Note 6).

 3. α-Bromoacetic acid (4 Eq) is coupled to the free ε-amino group of the template by 
TBTU/DIPEA or DIC/HOBt (DIC, diisopropylcarbodiimide) (4 Eq) for 30 min. The 
peptide is cleaved and purified by reversed-phase HPLC (RP-HPLC). The bromo-
acetylated peptide is further ligated to an extension peptide amide with a C-terminal 
cysteine (see steps 4 and 5).

 4. The ligation is carried out with threefold excess of the extension peptide for 2–6 h 
in buffer 1 containing TCEP (10 Eq) at 0.5 mM peptides (1 mL) and monitored by 
MALDI-TOF (time of flight) (2-µL aliquots).

 5. The extension peptide (1 mg) is dissolved in the denaturing urea buffer 3 (0.5 mL), 
to which 2-mercaptoethanol (5 µL) is added, and incubated for 30–120 min at 
40°C. The obtained solution is mixed with the bromoacetylated peptide (3 mg in 
1 mL water) and incubated for 30 min (see Note 7).

 6. The use of fluorescein-5-maleimide and tetramethylrhodamine-5-maleimide 
allows for the derivatization of the template peptide in water, in which case the 
peptide is mutated to have a single cysteine residue to provide an orthogonal site. 
A maleimide sample is dissolved in buffer 3 at 0.5–1 mg/mL. Mix 0.8 mL of the 
solution with 0.2 mL of the template peptide (1 mM) in buffer 3 or 2 containing 
TCEP (5 Eq) for 1 h (see Notes 8 and 9).

 7. Conjugates are eluted with water (pH 7.0, Subheading 3.5.3.) or 1N acetic acid 
(Subheading 3.5.3.) through pre-equilibrated PD-10 columns.

3.5.3. RP HPLC and Mass Spectrometry

Peptides are purified using 45–60 min linear 20–60% or 40–80% buffer B 
gradients (flow rate of 4.5 mL/min). The same gradients are used for analytical 
HPLC with a flow rate of 1 mL/min. Eluted peptides are lyophilized and ana-
lyzed by MALDI-TOF.
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3.6. Fiber Assembly

 1. Standard: Stock solutions of both peptides are prepared in water at 1.5–3 mM. 
Aliquots are diluted to final concentrations of 50–200 µM (200–300 µL) in each 
peptide by 10 mM MOPS (pH 7.0–7.4) (see Note 10). The obtained solutions are 
incubated at a set temperature (5, 20, 36°C) over 6–20 h before TEM analysis.

 2. Specialist: Aliquots of specialist peptides stocks (1.5–3 mM) are mixed with those 
of standard peptides in 0.001–1 ratios and incubated over 6–20 h in 10 mM MOPS 
(pH 7.0–7.4) prior to TEM analysis.

3.7. Fiber Decoration

3.7.1. Protein-Binding Assays

 1. The 200 µL fiber solutions prepared from either SAF peptide with its biotinylated, 
FLAG-modified, or streptag-modified (orthogonal extension) companion, both 
biotinylated peptides (each at 100 µM) are incubated for 16–24 h at 20°C in MOPS 
(pH 7.0–7.4).

 2. Streptavidin-gold conjugates (SGCs) are diluted 10 times with 10 mM MOPS (pH 
7.0–7.4) containing phosphorocholine chloride (10 mM) to optimal concentrations 
of stock solutions of 0.05 mM (calculated from protein absorption at 280 nm and 
the extinction coefficient of 41,820 M−1 cm−1 [http://ca.expasy.org/tools/prot-
param.html]). Diluted conjugates are equilibrated for 30 min at 20°C before 
adding to appropriate fiber preparations preincubated for 30–45 min with 0.1% 
polyoxyethylenesorbitan monolaureate (Tween-20®). This is followed by either 
of the following routes:

  a.  A designated aliquot (2–100 µL) of the diluted SGCs is mixed with a fiber 
preparation in situ to incubate for 30–60 min (see Note 11).

  b.  Add 2 µL of anti-FLAG antibody to FLAG-modified fibers and incubate at 
4°C for 8–16 h. Add SGCs (see step 2a).

3.7.2. Binding Competition Assays

 1. Biotin washing: Preparations of naked and SGC-decorated fibers in SGCs (5–20 µM) 
are washed with MOPS buffer containing biotin (0.3–0.5 mM) (see Note 12).

 2. Biotin preincubation: Biotinylated and naked fibers are incubated in biotin-
containing MOPS buffer (0.3–0.5 mM) prior to adding SGCs (5–20 µM) (see 
Note 13).

 3. Streptag-fused fibers: Streptag (FSHPQNT) has a lower affinity for streptavidin 
(∼78 mM) than biotin (∼1 fM). Recruitment of SGCs to streptag-coated fibers is 
similar to that for naked fibers.

3.7.3. Preparation for TEM Visualization

 1. Following incubation, an 8-µL drop of a peptide solution is applied to a carbon-
coated copper specimen grid held by a pair of self-closing tweezers and dried with 
a filter paper after 30–60 s (see Note 14).

http://ca.expasy.org/tools/protparam.html
http://ca.expasy.org/tools/prot-param.html


46 Ryadnov, Papapostolou, and Woolfson

 2. To wash off unspecifically bound SGCs, the grid is placed upside down on a 20-µL 
drop of the MOPS buffer for 3 min. This is repeated three times. When higher 
concentrations of SGCs are used, an additional three washings (3 min each) can 
be performed. The grid is dried and examined under the microscope.

3.8. Polar Assembly

 1. Mix 100-µL aliquots of unlabeled peptides (100 µM each) with a fluorescein-labeled 
peptide (0.1 µM) in MOPS (pH 7.0) to mature for 16 h at 20°C. Rhodamine-labeled 
peptide (0.1 µM) is added to the mixture, and the obtained solution is left for another 
24 h before visualization using fluorescence microscopy.

 2. A 100-µL aliquot of unlabeled peptides SAF-p1 and -p2 (100 µM each) is initially 
incubated for 24 h at 20°C. The sample is then incubated for another 24 h with a 
rhodamine-labeled SAF-p2 peptide (1 µM), followed by a further 24 h incubation 
with fluorescein-labeled SAF-p1 peptide (1 µM). The resulting preparation is 
examined by fluorescence microscopy. The experiment is also done in the oppo-
site order of adding labeled peptides.

 3. Free 5- (and 6-) carboxyfluorescein and 5- (and 6-) carboxytetramethylrhodamine 
are used as controls.

3.9. Spectroscopy

3.9.1. Circular Dichroism Spectroscopy

 1. Circular dichroism (CD) spectra: Recorded for 50–200 µM peptide solutions at 
pH 7.0–7.4 (MOPS, HEPES, or phosphate buffer), at 5–20°C. Data points are 
recorded at 1-nm intervals using a 1-nm bandwidth and 4- to 16-s response times. 
Following baseline correction, ellipticities in millidegrees are converted to molar 
ellipticities (deg cm2 dmol res−1) by normalizing for the concentration of peptide 
bonds. Any contribution to the CD spectra from special peptides is neglected; for 
example, the concentration of peptide bonds for 100 µM is taken as 54 µM (2 × 
(28 − 1) × 100) for all spectra.

 2. Thermal denaturation: Data points for thermal unfolding curves are collected 
through 1°C/min ramps using a 2-nm bandwidth, averaging the signal for 8–16 s 
at 1°C intervals.

3.9.2. Fourier Transform Infrared Spectroscopy

Spectra (200–400 interferograms) are recorded in the range 400–4000 cm−1 
with a spectral resolution of 2 nm−1. Acquired data are processed using propri-
etary software (OPUS).

3.10. Microscopy

3.10.1. Confocal Fluorescence Microscopy

 1. The matured fluorescein-labeled fibers are visualized directly or after being mixed 
with a rhodamine-labeled peptide using the dual-excitation filter.
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 2. A 6-µL drop of a peptide solution is deposited on a microscope slide; the slide is 
covered by a glass slip. Fibers are visualized with a ×60 oil immersion lens using 
either a set of dual filters (blue and yellow for images if both fluorophores are 
present) or the relevant filter individually if only one fluorophore is present.

 3. Collect 15 images of the same view and average to 1 by Kalman averaging. The 
averaged images are converted to the red-green-blue (RGB) TIFF (tagged imaged 
file format) files. For dual-filter images, left-hand 384 × 512 pixels are adjusted to 
allow the contrast to cover the full range and then changed to green. Right-hand 
384 × 512 pixels are adjusted to the full-contrast range and changed to red. The 
two halves of the image are overlaid and mixed to create the final, false-color 
image. For single-filter images, the entire image is adjusted to cover the full range 
and changed to a relevant color.

3.10.2. Wide-Field Fluorescence Microscopy

 1. The matured fluorescein-labeled fibers are visualized directly or after mixing with 
a rhodamine-labeled peptide.

 2. A 6-µL drop of a peptide solution is deposited on a microscope slide; the slide 
is covered by a glass slip. Fibers are visualized with a ×40 lens; the DIC imag-
ing mode is used to optimize the focus. Fluorescence data are collected with the 
relevant excitation wavelength.

 3. The images are processed, false-color red (rhodamine) or green (fluorescein), 
using Carl Zeiss Vision imaging software before overlaying.

3.10.3. Transmission Electron Microscopy

 1. An 8-µL drop of the fiber samples is applied onto a specimen grid held by a pair 
of self-closing tweezers and dried with a filter paper after 30–60 s (see Notes 14 
and 15).

 2. An 8-µL drop of a stain solution (1% uranyl acetate or 2% ammonium molybdate) 
is deposited onto the specimen grid and dried with a filter paper after 30–60 sec 
(see Note 16).

 3. Specimen grids are allowed to air dry for 15 min before observation.
 4. Digital images are collected with the MegaViewII digital camera as RGB TIFF files.
 5. Image files are opened in ImageJ. The software for distance measurements is cali-

brated with the image scale bar as a reference. The fast Fourier transform (FFT) is 
calculated to characterize any repeated motif, such as orthogonal striations (Fig. 2).

3.11. Fiber Diffraction With Partially Aligned Samples

3.11.1. Partial Alignment of Fibers: Stretched-Frame Procedure

 1. Capillaries are cut in 2.5-cm sections using the cutting stone.
 2. The beeswax is melted in the beaker using a benchtop hot plate (marks 3–4 are 

usually enough with most stir plate/hot plate units). One extremity (typically 
1–2 nm) of each capillary section is dipped into the melted wax and cooled. The 
operation is repeated to create a flat surface on the end of the capillary. The capillary 
is stored at ambient temperature.
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 3. The waxed capillaries are mounted on small pieces of the clay at the bottom of a 
Petri dish; the waxed ends should face each other, 1–2 mm apart, with both capillaries 
precisely aligned.

 4. A 10-µL drop of the fiber solution is placed between the waxed ends of aligned 
capillaries. Depending on the system, either fresh peptide mixture or grown fiber 
solutions can be used.

 5. A Petri dish is sealed with a strip of Parafilm and stored in an incubator set at the 
required temperature. The fiber solution is air dried within 48 h to yield a stem of 
partially dried fibers.

 6. If the resulting dried stem links both capillaries, one of the clay-mounted capillaries is 
carefully moved back. The stem will break at the point of contact between sample 
and wax to give a partially dried fiber stem pointing perpendicularly from the wax 
support.

3.11.2. Fiber Diffraction

 1. The sample prepared as described in Subheading 3.11.1. is mounted onto a gonio-
meter head. The dried fiber stem is aligned and focused with the camera so that the 
fiber axis is oriented vertically. Only use the cryostream with samples that have 
been prepared at 5°C.

 2. The image plate is set to a 300-mm sample to the detector distance. One single 
frame is collected with a 0.5° width over 10 min.

 3. The intensity of diffraction as a function of the angle 2Θ is integrated using the 
CrystalClear program. The distances are obtained using Bragg’s law: d = λ/(2 sinΘ), 
with λ = 1.5418.

 4. Data files are imported into MOSFLM and saved as TIFF files.

4. Notes
 1. All aqueous solutions are based on filtered (0.22 µM) ultrapure water with a resis-

tivity of 18.2 MΩ.
 2. Syntheses are carried out either manually or using a synthesizer. Various synthe-

sizers are available commercially from Protein Technologies, CEM, Advanced 
Chemtech, and Applied Biosystems.

 3. High-load resins (≥ 0.6 mmol/g resin) are preferred for synthesis scales greater 
than 0.1 mmol.

 4. Cleavage cocktail components can be either mixed prior to adding to the resin or 
added separately. Note: Scavengers (TIS, EDT, water) are to be added before TFA. 
Arginine-containing peptides require prolonged or repeated cleavage when Fmoc-
Arg(Pbf)-OH is used.

 5. β-Alanines or ε-aminohexanoic acids can be used to extend the lysine ε-amino 
group prior to conjugations. These act as spacers and considerably improve yields.

 6. Additional washings with DMF, DCM, or acetone may be required to remove 
unreacted fluorophores from the resin, particularly before cleavage.

 7. Cys-based conjugation reactions are advised to be carried out in inert atmosphere 
(under nitrogen or argon) to avoid oxidation of thiol groups of cysteines.
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 8. Thiol groups of cysteine are nucleophilic enough to specifically react with 
maleimides in the presence of primary amines at neutral pH 7.0–7.4. Higher pH 
increases the probability of side reactions with the amines. If DTT is used, it 
should be removed by dialysis prior to conjugation.

 9. Concentrations and degrees of labeling for the fluorophore-labeled peptides are 
determined using the following equations:

 Concentration (fluoresceuin) = ((A280 – ((A494 ´ 0.2)) ´ Dilution factor) / 1280

 Concentration (rhodamine) = ((A280 – ((A555 ´ 0.3)) ´ Dilution factor) / 1280

 Degree of labeling (fluoresceuin) = (A494 ´ Dilution) / 68,000 ´ Concentration

 Degree of labeling (rhodamine) = (A555 ´ Dilution) / 65,000 ´ Concentration

 10. Both buffers and stock solutions have to be fresh to ensure reproducibility. The 
SAF peptides tend to aggregate in aqueous buffers within a week.

 11. Decoration occurs within 30–60 min, and longer incubations do not improve fiber 
coatings.

 12. Using this method may lead to an increased background, which complicates 
adequate analysis.

 13. Binding to the biotinylated fibers is negligible in comparison to that for SGCs. 
Comparable background levels are observed for both naked and biotinylated fibers.

 14. To dry, gently apply a filter paper against the edge of the grid without touching 
the drop.

 15. Excessive amounts of free peptides and buffer (susceptible to interact with the 
stain contributive to a strong background) can be washed off the grid with water. 
Each wash is followed by drying.

 16. When stain gathers around the edges of fibers, the observations should be referred 
to as negative staining. It is possible to remove this excess of stain by copious 
washings with water. Areas where the stain is still present would correspond to 
portions of the sample where the heavy atoms interact with the moieties on the 
fiber. This observation is referred to as positive staining.
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Biomimetic Synthesis of Bimorphic Nanostructures

Joseph M. Slocik and Rajesh R. Naik

Summary
The widespread interest in the use of biomimetic approaches for inorganic  nanomaterial 

 synthesis have led to the development of biomolecules (peptides, nucleic acids) as key  components 
in material synthesis. Using biomolecules as building blocks, additional  functionalities can be 
introduced by engineering multifunctional peptides that are capable of binding, nucleating, and 
assembling multiple materials at the nanoscale. We describe methodologies that exploit peptides 
for the synthesis of bimorphic nanostructures.

Key Words: Bimetallic; bionanotechnology; hybrid; nanoparticles; peptides; phage display.

1. Introduction
Biology represents the ultimate paradigm for materials processing, synthe-
sis, and assembly of complex functional nanostructures. In nature, structures 
range from single nanoparticles of iron oxide (1,2), silica (3), or silver (4,5) to 
exquisitely assembled multidimensional architectures such as diffracting arrays 
and large extended nanoparticle networks, with perhaps the most compelling 
example the intricate structure of the diatom (3,6–8). For this reason, materi-
als found in nature have inspired the synthesis of many new nanomaterials by 
exploiting biochemical processes, the diverse collection of biomolecule tem-
plates, and the extraordinary control biological systems offer. While it is not yet 
possible to replicate the complexity of the diatom structure in vitro, advances 
in biomimetic synthesis have resulted in nanoparticles produced within protein 
cages (9), silica-encapsulated materials derived from biosilification reactions 
(10,11), and more recently peptide-directed bimetallic (12) and metal-insulator 
structures (13).

We describe the synthesis of bimetallic nanoparticles and extend the syn-
thesis to include other compositions (i.e., metal sulfide/metal structures using 
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peptides derived from phage display) (12). These materials offer enhanced 
 properties from their individual nanoparticle counterparts, such as improve-
ments in catalytic activity, electrical conductivity, and optical properties. In 
addition, we address the physical characterization and assess nanoparticle 
catalytic activity as a means to evaluate nanoparticle structure, size, and com-
position.

2. Materials
 1. Peptides: Gold-binding peptides are identified using a combinatorial phage dis-

play peptide library (phage display kit from New England Biolabs). Briefly, gold 
nanoparticles are incubated with the library of phage-displayed peptides (109 
random peptide sequences), washed to remove unbound nonspecific phages over 
several rounds of panning against stringent conditions (buffers and detergents), 
eluted to yield gold-binding phages, amplified, subjected to additional rounds of 
washings, and sequenced by PCR (polymerase chain reaction). This procedure 
ensures the selection of peptide sequences that exhibit the highest affinity for gold 
(14). This process is then repeated for the selection of peptides that exhibit an 
affinity for palladium nanoparticle substrates (see Note 1). After a selection-and-
identification process (Fig. 1), a multibinding peptide sequence is designed from 
both gold and palladium phage sequences (see Note 2). The final peptide design 
identified from phage display is then synthesized using a peptide synthesizer 
and standard Fmoc (9-fluorenylmethoxycarbonyl) protocols by New England 
Peptides. Peptides are obtained crude at about 90% purity and at a yield of 20 mg. 
A stock solution of peptide is prepared by weighing 1 mg of lyophilized peptide 
in a 1.5-mL microfuge tube and dissolving with 100 µL doubly deionized water to 
yield a peptide concentration of 10 mg/mL.

 2. Buffers: 0.1M HEPES buffer, pH 7.4: Dilute 1 mL of sterile 1M, pH 7.4 N-2-
hydroxyethylpiperazine-N′-2-ethanesulfonic acid (HEPES) buffer (Amresco) 
with 9 mL of doubly deionized water. 0.25M Tris buffer, pH 9.2: Dissolve 0.3 g of 
trishydroxymethylaminomethane hydrochloride (Aldrich) with 10 mL of deion-
ized water. Adjust pH of buffer to 9.2 by adding 0–50 µL of dilute NaOH. Degass 
buffer for 30 min with N2 (see Note 3).

Fig. 1. Design of multifunctional peptide template for gold and gold-palladium 
nanoparticle synthesis.
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 3. 0.1M stock solutions of metal ions: Dissolve 17.0 mg of HAuCl4 and 19.9 mg of 
K2PdCl6 (Aldrich) in 500 µL of doubly deionized water. Store solutions at 4°C and 
covered in foil.

 4. 0.1M stock solution of sodium borohydride reductant: Dissolve 1.9 mg NaBH4 in 
500 µL of double-deionized water in a microfuge tube. Prepare right before syn-
thesis as NaBH4 loses reducing strength over time.

 5. 35 mM stock solution of Cd2+: Weigh 7.5 mg of CdCl2 in a 3-mL glass vial, seal 
with a rubber septum, purge with N2 or Ar gas at about 2 psi using an inlet needle 
and exit needle for 10 min to remove all oxygen, and dissolve with 1.2 mL of N2 
degassed 0.01M HCl using a syringe. It is important to maintain an anaerobic 
environment during all steps of CdS synthesis (see Note 4).

 6. 35 mM stock solution of sodium sulfide: Weigh 5 mg of Na2S in a 3-mL glass 
vial, purge with N2 for 10 min, and dissolve in 2 mL N2 degassed deionized water. 
Again, maintain anaerobic environment and keep refrigerated at 4°C.

3. Methods

3.1. Gold Nanoparticle Synthesis

 1. Add 10 µL of peptide from 10 mg/mL stock solution to 500 µL of HEPES buffer 
(0.1M, pH 7.4) in a 1.5-mL microfuge tube on benchtop in open air.

 2. To peptide solution, add 2.5 µL of 0.1M HAuCl4 and incubate for 4 h on benchtop 
(see Note 5). Over time, solution will change to dark red, indicating formation of 
gold nanoparticles (Fig. 2).

 3. After 4-h incubation period, peptide-coated gold nanoparticles are purified from 
excess peptide and salts by centrifuging particles at 15,000 ́  g for 10 min (see 
Note 6). Remove excess peptide from the gold nanoparticle pellet by pipeting 
the supernatant off and discard. Redissolve gold nanoparticle pellet in 500 µL of 
doubly deionized water, repeat centrifugation, and repeat washing twice.

 4. On final washing, dissolve pellet in 500 µL of water (see Note 7).

3.2. Gold-Palladium Nanoparticle Synthesis

 1. Add 2.5 µL of K2PdCl6 (0.1M) to purified particles from above and incubate for 
10 min (see Note 8).

 2. To Pd4+-Au(FlgA3) nanoparticles, add 10 µL of 0.1M NaBH4 and incubate on 
benchtop for 2 h (Fig. 2).

 3. Purify the Au-(FlgA3)-Pd nanoparticle product carefully by sedimentation on 
a sucrose gradient, fixed-density sedimentation, or column chromatography 
(see Note 9). For fixed-density sedimentation of particles, prepare 20 mL of a 
1M sucrose by dissolving 6.95 g sucrose in 20 mL of water. Place 7 mL of 1M 
sucrose in a 15-mL centrifuge tube and carefully add 100 µL of crude Au-Pd 
nanoparticles to sucrose so that a colored band appears at the top of the sucrose. 
Centrifuge mixture at 300 ́  g for 30 min, observe placement of colored band, 
increase centrifugation speed to 500 ́  g for 30 min, and again observe migration 
of band. Continue increasing speed by 20 ́  g intervals at 30 min until multiple 
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bands appear. Individual Pd nanoparticles sediment differently from Au-Pd and 
will produce two colored bands. Pipet each band from the tube and analyze by 
transmission electron microscopy (TEM) or other physical analysis technique.

3.3. Synthesis of CdS Nanoparticles

 1. Weigh 2 mg of lyophilized peptide-modified cysteine (see Note 10) into a 3 mL glass 
vial (8.66 × 10−7 mol peptide), add a micromagnetic stir bar, and seal with septum.

 2. Purge peptide with N2 using an inlet and exit needle for 10 min.
 3. Dissolve peptide in 100 µL of degassed deionized water using a syringe.
 4. To dissolved peptide, add 1 mL of degassed 0.25M Tris buffer, pH 9.2, by 

syringe.
 5. Transfer 25 µL of Cd2+ from 35 mM stock solution to peptide in Tris buffer via 

microliter syringe.
 6. Incubate Cd2+ with peptide for 30 min.
 7. Add 25 µL of Na2S from 35 mM stock solution to Cd2+-peptide complex via syringe.
 8. Cover in foil and stir on magnetic stir plate for 18 h. Over time, solution will 

slowly turn yellow.
 9. After 18 h, particles can be exposed to air (see Note 11).
 10. Purify by repeated ethanol precipitation. Add 30 mL of cold absolute ethanol to 

crude CdS-peptide reaction. Refrigerate at 4°C for 18 h to promote precipitation 
of CdS-peptide. Centrifuge precipitate at 15,000 ́  g for 10 min, redissolve pellet 
in 500 µL of 0.25M Tris buffer at pH 9.2, and add 30 mL of cold absolute ethanol. 
Repeat process two more times. After third round, dissolve pellet in 200 µL of 
deionized water. Store CdS-peptide at 4°C covered in foil.

Fig. 2. Peptide-mediated synthesis of Au-Pd and CdS-Pt hybrid nanostructures.
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3.4. Synthesis of CdS-Pt Nanohybrids

 1. Add 3 µL of purified CdS-peptide to 100 µL of deionized water in a 1.5-mL 
microfuge tube.

 2. Add 1.5 µL of 0.1M K2PtCl4 to CdS-peptide in water.
 3. Incubate for 30 min.
 4. Reduce CdS-peptide/Pt2+ with 10 µL of 0.1M NaBH4.
 5. Incubate for 3 h, at which time solution will turn light brown.

3.5. Characterization of Peptide-Coated Nanoparticles

3.5.1. Physical Characterization

 1. Perform UV-visible spectroscopy on both particles in a 750-µL quartz cuvette scan-
ning from 200 to 750 nm. Dilute 100 µL of nanoparticles from synthesis with 400 µL 
of doubly deionized water (see Note 12). Observe plasmon resonance peak of Au 
(∼520–550 nm) or bandgap peak of CdS (∼280–310 nm) for shape and wavelength.

 2. Examine peptide-coated gold nanoparticles and peptide-coated Au-Pd bimetallic 
particles by TEM for structural details. Prepare TEM grids (200-mesh copper grids 
with carbon type A substrate, Ted Pella Inc.) by pipeting 10 µL of nanoparticle sample 
onto grid for each nanoparticle. Observe micrographs for structural features, geometry, 
sizes, and coverage of palladium nanoparticles on gold (Fig. 3).

 3. Confirm elemental composition by energy dispersive X-ray spectroscopy. Most 
TEM microscopes are equipped with integrated EDAX systems (Energy disper-
sive X-ray spectroscopy).

 4. Analyze particles by sedimentation in a sucrose gradient using a CPS particle size 
analyzer (CPS Instruments) or dynamic light scattering (DLS) for size distribu-
tions (see Notes 13 and 14). Inject 100 µL of nanoparticles onto sucrose  gradient 
and collect sedimentation profile. For DLS, use a disposable cuvette, dilute 
sample to 3 mL with water, and collect size plot.

Fig. 3. TEM micrographs of (A) Au(FlgA3) nanoparticles (scale bar 40 nm) and
(B) bimetallic Au-Pd nanoparticles (scale bar 7 nm). Arrow indicates palladium  nanoparticle.
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3.5.2. Assessment of Catalytic Activity

 1. Add 100 µL of unsaturated alcohol (3-buten-1-ol; Aldrich), 500 µL of deuterium 
oxide (D2O; Aldrich), Au-(FlgA3)-Pd particles prepared in Subheading 3.2., and 
a stir bar in a 50-mL conical flask.

 2. Seal flask with a rubber septum and purge with H2 gas for 15 min using an exit needle 
at about 2 psi. After 15 min, a slight positive pressure of hydrogen is applied.

 3. Stir reaction contents on a magnetic stir plate for 4 h.
 4. After 4 h, transfer contents from flask to microfuge tube and centrifuge at 

15,000 ́  g for 10 min to remove Au-Pd catalyst particles (see Note 15).
 5. Remove supernatant with products and place in a 5-mm bore nuclear magnetic 

resonance (NMR) tube (Wilmad/Labglass). Save nanoparticles for additional reac-
tions by dissolving solid pellet in 50 µL of D2O.

 6. Analyze products by 1H NMR spectroscopy using a 300-MHz NMR spectrometer. 
Collect 1H NMR spectrum using proton pulse sequence over about 20,000 scans 
(16 h collection time) and default settings (0.2-Hz line broadening, 8000 spectral 
width). Assign resonances of proton spectrum to original 3-buten-1-ol substrate and 
to hydrogenation product of butanol. Resonances for the olefinic protons are located 
downfield at 5–6 ppm for 3-buten-1-ol; after hydrogenation, the pair of resonances 
shift upfield to 0.5–1.5 ppm, indicative of alkane protons (Fig. 4). Using NMR pro-
cessing software, integrate these peaks and obtain a conversion ratio for butanol/3-
buten-1-ol. With this ratio, calculate a turnover frequency for Au-Pd nanoparticle 
catalyst. The turnover frequency is defined as (moles of product)/(moles Pd.time).

Fig. 4. Hydrogenation reaction of 3-buten-1-ol with Au-Pd in the presence of H2. The 
300-MHz 1H nuclear magnetic resonance (NMR) spectra of 3-buten-1-ol reactant (bottom 
spectrum) and butanol product (top spectrum) after hydrogenation with Au-Pd in D2O.
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4. Notes
 1. Peptides selected by phage display for a particular nanoparticle do not necessar-

ily translate into an effective template for nanoparticle synthesis. Therefore, 
all peptide sequences should be tested for ability to synthesize and stabilize a 
nanoparticle.

 2. The design of multibinding peptides should address the different permutations of 
possible sequences. For two specific sequences, two peptides should be examined; 
the Flg sequence is placed orthogonal to the N-terminus of the A3 sequence and 
then the C-terminus of A3.

 3. Degass buffer with N2 using a high-performance liquid chromatographic (HPLC) 
or schlenk line. With the schlenk line and double-manifold setup, “freeze-pump-
thaw” represents the best method to completely deoxygenate solvents. Briefly, sol-
vent is frozen, a vacuum is applied, the solvent is allowed to melt; this is repeated 
numerous times.

 4. To obtain a N2 or Ar purged environment, use of a glove box, schlenk techniques, 
or exit needle and gas inlet needle as described is required.

 5. Sulfonated buffer like HEPES, 2-(N-morpholino)ethanesulfonic acid (MES), 
3-(-N-morpholino)propanesulfonic acid (MOPS), in the absence of peptide, has 
been shown to reduce gold (see ref. 18) which quickly precipitates from solution.

 6. After 10 min, supernatant should be clear but could require additional centrifugation. 
Peptide-coated gold particles should be washed with deionized water and centrifuged 
at least three times total to remove excess unreacted peptide and buffer salts.

 7. Gold nanoparticles can be stored in solution for 9 mo at room temperature with no 
aggregation or degradation of particles.

 8. Addition of metal ions like Pd4+, Pt2+, Ag+, Cu2+, Ni2+, Zn2+, and even Au3+ will 
promote aggregation of peptide-coated gold particles and a distinct color change 
instantly. Incubation time should not exceed 15 min; otherwise, particles will 
begin to crash out of solution. The amount of Pd4+ can be varied to yield different 
palladium nanoparticle coverage on gold.

 9. Do not purify product by centrifugation or dialysis as this results in agglomeration 
of bare palladium particles.

 10. Synthesis of CdS requires a cysteine residue for binding and passivating CdS sur-
face. Cysteine (15), glutathione (16), and phytochelatin peptides (17) have been 
reported for synthesis of CdS.

 11. Peptide protects CdS against oxidizing conditions.
 12. Absorbance of nanoparticles from synthesis is high, >1 in corresponding spectrum, 

requiring dilution.
 13. Size distribution obtained from CPS particle size analysis will most likely differ 

from TEM. CPS analysis accounts for total size population, while TEM provides 
sizes representing collections from several fields of vision.

 14. CPS offers high resolution, sensitivity, and reproducibility for small-size particles, 
in contrast to DLS, which is biased toward larger particles.

 15. Au-Pd particles could interfere with NMR analysis as well as contain additional 
resonances from peptide interface. Isolation of bimetallic catalyst particles from 
hydrogenation products ensures accurate integration of peaks.
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Synthesis and Primary Characterization 
of Self-Assembled Peptide-Based Hydrogels

Radhika P. Nagarkar and Joel P. Schneider

Summary
Hydrogels based on peptide self-assembly form an important class of biomaterials that find 

application in tissue engineering and drug delivery. It is essential to prepare peptides with high 
purity to achieve batch-to-batch consistency affording hydrogels with reproducible properties. 
Automated solid-phase peptide synthesis coupled with optimized Fmoc (9-fluorenylmethoxy-
carbonyl) chemistry to obtain peptides in high yield and purity is discussed. Details of isolating 
a desired peptide from crude synthetic mixtures and assessment of the peptide’s final purity 
by high-performance liquid chromatography and mass spectrometry are provided. Beyond the 
practical importance of synthesis and primary characterization, techniques used to investigate the 
properties of hydrogels are briefly discussed.

Key Words: Biomaterial; HPLC; hydrogel; peptide self-assembly; solid-phase peptide 
synthesis.

1. Introduction
Self-assembly forms an important process in the bottom-up approach to the 
design of nanostructural architectures (1,2). For example, peptide self- assembly 
has been extensively utilized to design intricate well-ordered structures such 
as nanotubes (3–12) and ribbons (13–18). Peptide self-assembly has also been 
employed in the development of hydrogels, heavily hydrated materials com-
posed of dilute networks of assembled peptide. These materials are finding use 
in a variety of biomedical applications (19–21). In addition, peptides can be 
designed to undergo triggered self-assembly, leading to the formation of hydro-
gel material in response to physiologically relevant changes in their external 
environment; this allows material formation to take place with temporal resolu-
tion (22). The unique ability of peptide sequences to fold into specific second-
ary, tertiary, and quaternary structures has been exploited, and  hydrogels based 
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on the self-assembly of α-helices (23), β-sheets (24–29), coiled coils (30–32), 
and collagen mimetic peptides (33,34) have been reported in the literature. 
Moreover, biological function has been incorporated into hydrogels prepared 
from traditional polymers by ligating short peptide sequences to synthetic scaf-
folds (35–37).

For the reliable use of materials derived from peptides, it is essential to 
synthesize and purify the building blocks with high fidelity. With respect to 
hydrogels, batch-to-batch consistency can be achieved using peptides of high 
purity. In this chapter, solid-phase peptide synthesis is discussed in the context 
of the β-hairpin peptide hydrogels studied in our lab (25,38–42). Guidelines 
for the purification and primary characterization of the peptides are provided 
along with a brief discussion of select techniques utilized in the biophysical, 
structural, and mechanical characterization of the hydrogels. An example of the 
ramifications of purity on the material properties is also provided.

2. Materials
2.1. Reagents

2.1.1. Solid-Phase Peptide Synthesis

 1. N-Methyl pyrrolidone (NMP) (EMD Biosciences).
 2. Rink amide resin (PL-Rink Resin, loading = 0.64 mmol/g, 75–150 µm or 100–200 

mesh) (Polymer Laboratories, Amherst, MA) (see Note 1).
 3. Appropriately side-chain-protected 9-fluorenylmethoxycarbonyl (Fmoc) amino 

acids (Novabiochem).
 4. 1H-Benzotriazolium1-[bis(dimethylamino)methylene]-5-chloro hexafluorophos-

phate (1-),3-oxide (HCTU) (Peptides International): 0.45M solution prepared in 
N,N-dimethylformamide (DMF) (Fisher).

 5. Diisopropylethylamine (DIPEA) (Acros Organics): 2M solution prepared in NMP.
 6. 20% piperidine (Sigma) in NMP or 19% piperidine in NMP containing 1% 1,8-

diazabicyclo[5.4.0]-undec-7-ene (DBU) (Sigma).
 7. Capping solution: 5% acetic anhydride (Ac2O) (Acros Organics) in NMP.
 8. Methylene chloride or dichloromethane (DCM) (Fisher).
 9. Methanol (MeOH) (high-performance liquid chromatographic [HPLC] grade; 

Fisher).

2.1.2. Peptide Resin Cleavage and Side-Chain Deprotection

 1. Trifluoroacetic acid (TFA) (Acros Organics).
 2. Thioanisole (Acros Organics).
 3. Ethanedithiol (Acros Organics).
 4. Anisole (Acros Organics).
 5. Diethyl ether (Fisher).
 6. Nylon filter paper (MAGNA, nylon, supported, plain, 0.45 µm, 47 mm) (GE Water 

and Process Technologies).
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2.1.3. Reverse-Phase High-Performance Liquid Chromatography

 1. Solvent A: 0.1% TFA in water (see Note 2).
 2. Solvent B: 90% acetonitrile (HPLC grade; Fisher), 10% water, and 0.1% TFA.
 3. Protein or peptide C18 column (Vydac): For analytical purposes, the use of a 250-

mm length, 4.6-mm internal diameter (id) column packed with 5 µm particles is 
used; for semipreparative scale, a column 250 mm long, 22-mm id packed with 
10-µm particles is used.

2.1.4. Lyophilization

For lyophilization, use liquid N2.

2.2. Instrumentation

 1. A 433A peptide synthesizer from Applied Biosystems with SynthAssist software 
was used to carry out the synthesis of the peptides described here.

 2. HP 1100 series HPLC equipment from Agilent Technologies equipped with a 
Vydac C18 peptide/protein column was utilized to perform analytical HPLC.

 3. Bulk purification was carried out on Waters 600 series modular semipreparative-
scale HPLC equipment with a Vydac C18 peptide/protein column.

 4. Flexi-Dry freeze dryers from FTS, New York, were used for lyophilization.
 5. Electrospray ionization mass spectrometry (ESI-MS) was carried out on a Thermo 

Finnigan LCQ mass spectrometer to characterize peptide mass.

3. Methods
3.1. Solid-Phase Peptide Synthesis

Although the following procedures are specific to the ABI 433A peptide syn-
thesizer, they can be easily adapted for other automated synthesizers (43).

The ABI 433A is an automated batch peptide synthesizer that can perform 
syntheses from 0.1 to 1 mmol scale; however, the procedure described here is 
specific to a 0.25-mmol scale synthesis. In general, for the ABI 433A, the solid 
support resin is placed inside a reaction vessel. Filtered solvents or reagents are 
delivered to or drained from the reaction vessel by the application of N2 pressure. 
NMP is used as the universal solvent (44). During synthesis, vortexing of the 
reaction vessel or bubbling N2 through the reaction mixture facilitates mixing.

Although the instrumental software supports Fmoc-based synthesis using 
HBTU activation, we employ HCTU activation, which provides improved 
synthetic outcome. For any given synthesis, 1 mmol of dry powdered Fmoc-
protected amino acid is packed in each cartridge, and the cartridges are 
sequentially arranged on a guideway. When the instrument couples an Fmoc 
amino acid to a resin-based free amine, first a pneumatic injector ruptures the 
cartridge septum to deliver NMP required for dissolving the amino acid. HCTU 
and the base (i.e., DIPEA) (stored in separate reservoirs) are also mixed with 
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the amino acid to prepare active esters before delivery to the resin. A fourfold 
excess of the amino acid ensures that each coupling reaction reaches more than 
99% completion. This is crucial since an accumulated decrease in the coupling 
efficacy can negatively affect the final yield and purity of even small peptides, 
such as the 20-residue sequences prepared here.

Typically, coupling is allowed to proceed for 15 min, after which the resin 
is washed several times with NMP. Neat piperidine from the reagent bottle is 
diluted with NMP in 1:4 ratio, resulting in a 20% piperidine solution, and is 
delivered to the reaction vessel for Fmoc deprotection. Fmoc deprotection is 
actively monitored by measuring the UV absorbance (301 nm) of the dibenzo-
fulvene-piperidine adduct released from the resin-bound peptide. Based on the 
real-time deprotection data, successive rounds of deprotection are implemented 
automatically via the instrumental software. In addition, these extended rounds 
of deprotection automatically implement the application of a capping cycle 
(acetic anhydride) after the coupling of the next amino acid in the sequence is 
complete to minimize the formation of deletion sequences.

3.1.1. General Considerations

 1. Scale of synthesis: Due to the time and expense of synthesizing peptides, we 
routinely synthesize new sequences initially in small scale (0.1 mmol) to map out 
difficult sequential couplings (see Subheading 3.1.2.).

 2. Selection of the correct reaction vessel size: For efficient swelling, mixing, and 
washing of the resin, an appropriate size reaction vessel for the desired scale of 
synthesis should be used. A size that affords maximal resin swelling and mixing 
while minimizing the dead volume is desired.

 3. Instrumental calibration: Routine instrumental calibration ensures optimal deliv-
ery of reagents, minimizing unsuccessful syntheses due to instrumental error.

 4. Preparation of reagents: In our experience, reagents such as HCTU and piperidine 
do not store well in solution at room temperature; therefore, we recommend using 
fresh reagents for each new synthetic procedure (see Note 1).

3.1.2. Synthesis Optimization

Peptide sequences that have not been prepared previously in the lab are initially 
synthesized using a standard nonoptimized protocol. This allows problematic 
sequential positions to be identified where Fmoc amino acids may need to be dou-
ble coupled to the growing resin-bound sequence. In this nonoptimized protocol, 
each residue of the sequence is single coupled to the growing chain, and based on 
the Fmoc deprotection profile, the instrument will conditionally cap the growing 
chain at problematic sequential positions. HCTU activation and 20% piperidine in 
NMP are used for the coupling and Fmoc deprotection steps, respectively.

Figure 1A shows the Fmoc deprotection profile for peptide A 
(VKVKVDPPTKVKVKVKVKVKV-NH2), which was prepared using this 
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Fig. 1. Profiles monitoring UV absorbance of the dibenzofulvene-piperidine adduct at 
301 nm for each residue in the synthesis of the peptide VKVKVDPPTKVKVKVKVKV-
KV-NH2. (A) Nonoptimized synthesis in which each residue is single coupled, and 
20% piperidine in N-methylpyrrolidone (NMP) is used for deprotection. (B) Optimized 
synthesis in which amino acid double coupling and N-terminal capping with  acetic 
anhydride are employed at the positions indicated in the sequence (written from 
C- to N-terminus as synthesized). In addition, 1% 1,8-diazabicyclo[5.4.0]-undec-7-
ene (DBU) and 19 % piperidine in NMP is employed for 9-fluorenylmethoxycarbonyl 
(Fmoc) deprotection in panel B.
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nonoptimized protocol. Here, the absorbance at 301 nm monitors the release of 
the Fmoc group (dibenzofulvene-piperidine adduct) as a function of sequen-
tial position. As can be seen in the figure, the first valine is nearly quantita-
tively Fmoc deprotected after two successive rounds of treatment with 20% 
piperidine. The synthesis proceeds well until the deprotection of the valine at 
position 5 from the C-terminus, where five rounds of deprotection have been 
implemented. After these extended rounds of deprotection steps, the sequence 
is capped after the lysine at position 6 has been incorporated.

Peptides resulting from a nonoptimized synthesis can be purified to near 
homogeneity, but the purification is typically difficult and low yielding. 
We use the Fmoc deprotection data to generate an optimized synthetic procedure 
in which problematic residues are double coupled using HCTU and importantly 
a deprotection cocktail composed of 1% DBU, 19% piperidine in NMP is used for 
Fmoc deprotection. This cocktail was reported to be superior for Fmoc deprotec-
tion as compared to 20% piperidine only, and we have found this to be true (45). 
In addition, the sequence may be capped with Ac2O after residues that have 
been double coupled in the sequence. However, for repetitive amphiphilic pep-
tides, the sequential positions that will be capped should be carefully selected 
to optimize differences in hydrophobicity between the desired sequence and 
alternate deletion sequences, greatly simplifying the purification procedure.

Figure 1B shows the sequence of the peptide (written from the C- to 
N-terminus as synthesized) and the positions that have been double coupled and 
capped. The Fmoc deprotection profile for this optimized synthesis is shown. In 
comparison to the nonoptimized synthesis, fewer rounds of deprotection steps 
have been used for each residue, suggesting that the peptide had been prepared 
in a more facile manner. However, analytical HPLC is used to demonstrate the 
purity of the cleaved (crude) peptide as described in Subheading 3.3.1.

3.2. Peptide Resin Cleavage and Side-Chain Deprotection

After the deprotection of the final Fmoc group, the resin is washed with NMP 
(twice), followed by DCM (twice). The resin is then dried under vacuum for at 
least 1 h. It is advisable to carry out a test cleavage on a small quantity (30–40 mg) 
of resin to ensure selection of the correct cleavage reagent mixture and reaction 
time. With this said, we have found that the particular cleavage cocktail discussed 
next is extremely versatile in effecting resin cleavage and side-chain deprotection 
of almost all the sequences that have been prepared in our lab.

3.2.1. Cleavage Protocol

 1. Prepare 10 mL of the cleavage reagent by mixing TFA/thioanisole/ethandedithiol/
anisole in a 90:5:3:2 volume ratio (46).

 2. Place the dry resin in a round-bottom flask containing a magnetic stir bar and slowly 
add enough cleavage reagent such that it completely covers the resin. Stir the resin 
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slowly under a N2 atmosphere for 2 h. (If the sequence contains 4-methoxy-2,3,6-
trimethylbenzenesulfonyl [MTR]-protected or 2,2,5,7,8-pentamethylchroman-6-
sulfonyl [PMC]-protected arginine, then increase the reaction time to 4 h.)

 3. Remove the resin via filtration through a sintered glass funnel using positive N2 
pressure to aid the filtration process. Wash the resin two or three times with a 
small amount of neat TFA to ensure that all the cleaved peptide is removed from 
the resin. Avoid using vacuum to aid the filtration process. This limits possible 
oxidation of the peptide that could result from pulling air through the apparatus.

 4. Reduce the volume of the filtrate to 1/5 its original volume by flowing a stream of 
N2 across the liquid.

 5. Precipitate the peptide by adding ice-cold diethyl ether in small portions.
 6. Immediately collect the peptide precipitate via filtration using a nylon filter. Wash 

the precipitate with copious amounts of cold ether. Again, filtration may be aided 
by using positive N2 pressure instead of vacuum to limit possible oxidation of the 
peptide. The crude peptide is then dried under vacuum.

3.3. Purification and Primary Characterization

3.3.1. Initial Assessment of Peptide Purity and Establishing a Preparatory 
Reversed-Phase HPLC Gradient for Purification

The crude peptide obtained after resin cleavage and side chain deprotection is 
purified using reversed-phase HPLC (RP-HPLC). To assess the retention time of 
the desired peptide on a C18 peptide/protein column as well as to determine the 
impurity profile of the peptide synthesized, an analytical chromatogram of the 
crude material is collected. Typically, we analyze peptide solutions at a concen-
tration of 1 mg/mL of solvent A (injection volume = 100 µL, eluent flow rate = 
1 mL/min, column temperature = 20°C) on the analytical RP-HPLC. Before 
performing any HPLC experiment, the column is cleaned with 100% solvent B 
to eliminate any existing peptides adsorbed on the column. This is followed by 
equilibration with 100% solvent A prior to sample injection.

Figure 2A,B depicts an analytical HPLC trace and ESI-MS of the crude 
material obtained from the optimized synthetic procedure (Fig. 1B). In Fig. 2A, 
a linear gradient from 0% to 100% solvent B over 100 min is employed. The 
UV absorbance at 220 nm is monitored with respect to the retention time of the 
eluting species from the column. We typically monitor 220, 254, and 280 nm 
to detect peptide as well as aromatic species derived from the resin cleavage 
reaction. Here, we show only the data at 220 nm for clarity. Each eluted peak is 
manually collected as a separate fraction. Mass spectrometry of all the collected 
fractions indicates the retention time of the desired peptide. In the example 
discussed, the desired sequence elutes as the largest peak at 30 min, as shown 
in Fig. 2A. This indicates that an eluent mixture of 30% solvent B and 70% 
solvent A is necessary to elute the peptide from the C18 column since a linear 
gradient of 0% to 100% solvent B over 100 min was employed.
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Fig. 2. (A) Reversed-phase high-performance liquid chromatographic (RP-HPLC) 
trace of the crude material isolated from the resin cleavage reaction. Absorbance at 220 nm 
is monitored versus retention time for peptide A (VKVKVDPPTKVKVKVKVKVKV-
NH2) on a C18 column employing a linear gradient of 0% to 100% solvent B in 
100 min. Desired peptide elutes at 30 min. (B) ESI-MS (electrospray ionization mass 
spectrometry) of crude material isolated from resin cleavage reaction. The molecular 
ions of the peptide are labeled and defined (inset). Unlabeled peaks in the spectrum are 
indicative of the impurities in the crude material. (C) Representative semipreparative 
RP-HPLC chromatogram. The desired peptide fraction is collected from 45 to 49 min. 
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It should be noted that despite the amphiphilic nature of the peptide, it is 
synthesized in high yield via the optimized synthetic protocol. The purification 
stage involves separation of the desired fraction from impurities on the semi-
preparative scale. For semipreparative-scale purification, we initially dissolve 
the crude material in solvent A (1–4 mg/mL) and inject 5-mL portions of this 
solution onto the column. A distinct semipreparative gradient is calculated and 
used for the HPLC purification of the peptide.

Typically, we will decrease the gradient steepness from 1% solvent B per 
minute, which was used for analytical HPLC, to either 0.5% solvent B per  minute 
or 0.25% solvent B per minute depending on how similar the retention times 
of any impurities are to that of the desired peptide. In this example, we employ 
a gradient of 0.25% solvent B per minute. We have found through experience 
that small peptides should have a retention time greater than 30 min on the 
Vydac C18 columns used in our lab to maximize elution resolution. Therefore, 
a semipreparative gradient for peptide A, which eluted at 30% solvent B, can 
be calculated as follows:

Percentage solvent B that must be traversed during purification = 30 min on column × 
0.25% solvent B per min » 8% solvent B (1)

Initial column condition at start of gradient = 30% solvent B – 8% solvent B = 22% 
solvent B (2)

However, injecting crude material onto a column at high percentages of 
solvent B (in this example, 22% solvent B) decreases resolution; we typically 
introduce solutions of crude material to the column at 0% solvent B and subse-
quently rapidly approach the initial conditions using a steep gradient. The final 
gradient employed for peptide A is shown in Table 1.

The semipreparative chromatogram shown in Fig. 2C resulted from a 
protocol nearly identical to that discussed here. The peptide began to elute 
after about 40 min (Fig. 2C). A fraction was manually collected from 45 to 
49 min. After this time, the gradient was aborted and the column immediately 

Table 1
Semipreparative High-Performance Liquid Chromatographic (HPLC) Gradient 
Calculated for Peptide A

Time (min) Solvent B (%) Gradient

0  0 —
22  22 1% solvent B per min
312 100 0.25% solvent B per min



70 Nagarkar and Schneider

washed with 100% solvent B followed by reequilibration with 100% solvent 
A; the process was repeated for the remaining crude material. The isolated 
fractions from HPLC purification were combined and lyophilized, affording 
a white powder.

3.4. Assessment of Purity

Following lyophilization, the purity of the peptide is determined by analytical 
RP-HPLC and ESI-MS. A 1 mg/mL solution of the peptide is prepared in sol-
vent A. Of this solution 100 µL are injected onto the analytical C18 column, and 
an analytical HPLC experiment employing a linear gradient of 0–100% solvent 
B in 100 min is carried out. Figure 3 A depicts the analytical HPLC chromato-
gram of peptide A purified with the aforementioned semipreparative HPLC 

Fig. 3. Assessment of the peptide purity following semipreparative-scale high-
 performance liquid chromatographic (HPLC) separation. (A) Analytical reversed-phase 
HPLC of the lyophilized peptide carried out using a linear gradient of 0% to 100% 
solvent B in 100 min on a C18 column. (B) ESI-MS (electrospray ionization mass 
spectrometry) of the purified peptide and appropriate calculated masses.
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gradient. Peptide A was effectively separated from the prepeak and postpeak 
 impurities present in the crude after resin cleavage and side-chain deprotection 
(Fig. 2A). The purity of this peptide was further assessed by mass spectrometry, 
as shown in Fig. 3B. The observed molecular mass ions at 1115.9, 744.5, 558.7, 
and 447.3 correspond to the +2, +3, +4, and +5 charged states of the peptide, 
respectively. The peptide mass determined from ESI-MS is in agreement with 
the calculated masses established from the sequence.

Both HPLC and mass spectral analysis suggest that peptide A has been puri-
fied to near homogeneity. Typically, hydrogels prepared from β-hairpin peptides 
of this level of purity afford consistent batch-to-batch material properties. There 
is always the possibility that an impurity may coelute with the purified peptide 
that is not observed by mass spectrometry. This uncommon scenario is usually 
realized after observing inconsistent properties from a given batch of peptide. 
This problem can usually be remedied by repurifying the peptide by RP-HPLC 
using a shallower gradient or isocratic conditions or warming or cooling the 
column. As long as the impurities have different temperature-dependent reten-
tion times, performing the purification at two different temperatures provides an 
excellent means of producing extremely pure samples. Of course, different col-
umn types may also be employed to maximize differences in retention times.

3.5. Importance of Purity

The importance of purifying peptides to the highest possible level with respect 
to achieving reproducible physical and biophysical properties is exemplified in 
Fig. 4.

MAX3 (VKVKVKTKVDPPTKVKTKVKV-NH2) is a β-hairpin peptide 
that was designed to undergo a thermally triggered intramolecular folding and 
self-assembly event, which affords hydrogel material (38). Figure 4A shows 
the analytical chromatograms of two different batches of MAX3 that had been 
purified on separate occasions. The seemingly insignificant impurity (seen as 
a postpeak) in the “impure” batch grossly influences the temperature at which 
folding and consequent self-assembly occurs. The circular dichroism (CD) data 
in Fig. 4B show the mean residue ellipticity at 216 nm, an indicator of β-sheet 
structure, as a function of temperature. At low temperatures, peptide from both 
batches exists in random-coil conformations. As the temperature is increased, 
MAX3 folds and self-assembles into a β-sheet-rich hydrogel. It is clear from 
the data that the temperature at which this folding/assembly transition takes 
place is batch dependent; a small amount of impurity increased the temperature 
necessary to initiate peptide folding and self-assembly. Repurifying this batch 
to remove the impurity restored the peptide’s normal temperature-dependent 
behavior. When possible, our lab routinely publishes an analytical HPLC 
chromatogram and the mass spectrum of each peptide discussed in a given 
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 manuscript; these data are usually contained in the supporting information. 
This is important in that it establishes the level of purity needed to realize the 
observed biophysical/material properties reported.

3.6. Beyond Primary Characterization

Although this chapter is mainly concerned with the synthesis and primary 
characterization of peptides used in self-assembly, a brief introduction to sev-
eral techniques that are common to the study of self-assembled peptide-based 
hydrogels is provided next. These techniques offer insight into the secondary 
structure of the peptide in the self-assembled state, the nanoscale morphology 
of the assembled structures that constitute the hydrogel, as well as the bulk 
mechanical properties of the hydrogel itself. These brief introductions are 
meant to acquaint those new to the field; comprehensive descriptions of each 
technique can be found in the literature as indicated.

Circular dichroism (CD) can be used to determine the secondary struc-
ture of peptides in the self-assembled state of optically clear hydrogels (47). 
Characteristic dichroic signatures for α-helical, β-sheet, and β-turn secondary 
structures as well as random-coil conformations are easily detected. Importantly, 
CD spectroscopy provides an excellent means of monitoring changes in the sec-
ondary structure of peptides in response to changes in solution conditions (e.g., 
pH, temperature, ionic strength, chaotropes, etc.). However, obtaining spectra 
of hydrogel samples can sometimes be challenging due to the small path length 

Fig. 4. (A) Analytical high-performance liquid chromatographic (HPLC) chromato-
grams of distinct batches of peptide MAX3. Impure MAX3 has a small postpeak not 
seen in the pure trace. (B) Temperature-dependant circular dichroism spectra of 150 µM 
peptide at pH 9.0, 125 mM borate, 10 mM NaCl with purity corresponding to the chro-
matograms in (A). Figure depicts the secondary structure transition from random coil to 
β-sheet by monitoring the mean residue ellipticity at 216 nm as a function of tempera-
ture. Impure MAX3 folds and assembles at a higher temperature.
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cells that must be employed if the concentration of the peptide constituting the 
gel is high. If using small path length cells proves to be problematic, dilute 
preparations of assembled peptide can be studied employing larger path length 
cells as long as light scattering is minimized; this is the case in data that are 
shown in Fig. 4B.

Fourier transform infrared (FTIR) spectroscopy is another convenient tech-
nique to study the secondary structure of peptides in the self-assembled state 
(48). One advantage of FTIR is that, unlike CD, it is less sensitive to light 
scattering; as a result, greater concentrations of peptides can be studied. Well-
characterized absorptions are known for helical and β-sheet structures as well 
as random-coil conformations. Possible limitations of this technique are that 
TFA salts of peptides cannot be used since TFA absorbs strongly in the amide 
I¢ region. In addition, H2O cannot be used as a solvent for the same reason. 
Therefore, the TFA counterions of peptides are typically exchanged by dissolv-
ing the peptide in 0.1M HCl followed by lyophilization. The resulting HCl-
peptide salt is subsequently dissolved in D2O and lyophilized several times to 
exchange the water. Hydrogels can then be prepared using D2O and studied.

Oscillatory rheology can be used to study the mechanical properties of 
 peptide-based hydrogels (49). Commonly, the mechanical rigidity of the  hydrogel 
is assessed by measuring the storage and loss modulus of the gel as a function 
of time, frequency, or strain. In addition, detailed insight into the physical 
nature (crosslink type and density, response to shear strain, etc.) of the gels can 
be gleaned by performing rheological measurements.

Transmission electron microscopy (TEM) can be used to characterize the 
local nanostructure of self-assembled peptides (50). Typically, dilute suspen-
sions of assembled peptide are placed on grids and allowed to dry. Contrast-
enhancing agents are often used to study the fine details of the nanostructure. 
Importantly, drawing appropriate conclusions from TEM necessitates that 
enough observations are recorded to provide meaningful statistics. For hydro-
gels, one possible limitation in employing conventional TEM is that samples 
are dehydrated; thus, inferences must be made to relate the self-assembled 
structure observed on the grid to that which actually exists in the hydrated state. 
In the limiting case, the observed structure may be different from that in the 
hydrated state. To overcome this possible limitation, the in situ structure of gels 
can be studied by cryogenic TEM. Here, the water in the hydrogel is vitrified to 
preserve the in situ nanostructure. However, this technique is difficult and lies 
in the hands of experts.

Complementary to TEM, atomic force microscopy (AFM) can be an impor-
tant tool in studying the local nanostructure of self-assembled materials (51). 
AFM is particularly well suited to define the height of assemblies deposited 
on a surface, a dimension not amenable to TEM analysis. Conversely, AFM is 
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limited in its capacity to accurately measure in the XY dimension, which defines 
the width of a given assembly. For soft materials, taking measurements in the 
tapping mode provides a means of minimally invasive interrogation.

Small-angle neutron scattering (SANS) is an extremely powerful tool for 
globally defining the self-assembled structure present in a given hydrogel at 
both the local and network scales (52). Scattering intensity is measured as a 
function of the reciprocal space, and the resulting data can be fit using differ-
ent form factors that reveal information about the morphology and network 
properties of the self-assembly. In addition, SANS can be potentially used to 
track, in real time, the developing assembled structure; this affords information 
regarding the assembly mechanism. An important point worth mentioning is the 
use of ultra-small-angle neutron scattering (USANS) to characterize hydrogel 
morphology on the microscale. Such information can be critical for character-
izing hydrogels used in biological applications.

These techniques, when used together, offer a powerful suite of analysis that 
allows relationships to be drawn among peptide sequence, secondary structure, 
and self-assembly mechanisms that ultimately dictate the assembly morphol-
ogy and bulk material properties. These techniques can help establish the rules 
that govern the assembly of appropriately purified peptides so that custom 
materials can be fabricated for targeted applications.

4. Notes
 1. Handling of synthesizer reagents: The resins, Fmoc amino acids, as well as HCTU 

should be stored under refrigeration to prevent degradation over time. All reagents 
are weighed and handled in the hood to minimize personal exposure.

 2. Ultrapure water having a resistivity of 18.2 MΩ-cm obtained from a MilliQ 
(Millipore) purification system should be used to prepare all solutions and is 
referred to as “water” in this chapter.
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Periodic Assembly of Nanospecies on Repetitive DNA 
Sequences Generated on Gold Nanoparticles by Rolling 
Circle Amplification

Weian Zhao, Michael A. Brook, and Yingfu Li

Summary
Periodical assembly of nanospecies is desirable for the construction of nanodevices. We 

provide a protocol for the preparation of a gold nanoparticle (AuNP)/DNA scaffold on which 
nanospecies can be assembled in a periodical manner. AuNP/DNA scaffold is prepared by grow-
ing long single-stranded DNA (ssDNA) molecules (typically hundreds of nanometers to a few 
microns in length) on AuNPs via rolling circle amplification (RCA). Since these long ssDNA 
molecules contain many repetitive sequence units, complementary DNA-attached nanospecies 
can be assembled through specific hybridization in a controllable and periodical manner.

Key Words: DNA; DNA amplification; enzymatic manipulation; gold; nanotechnology; 
rolling circle amplification; self-assembly.

1. Introduction
The precise assembly of nanostructures is a key step toward fabricating nano-
devices such as nanoelectronics, nanophotonics, and biosensors (1,2). In many 
cases, the nanospecies are required to be assembled in a well-controllable, 
periodical fashion, which yet still faces great challenges (1,2). While the “top-
down” lithographic methods approach their resolution limit, the “bottom-up” 
self-assembly strategies have recently gained tremendous attention in the con-
struction of nanostructures (1,2). In particular, DNA has proven to be desirable 
as building blocks for programmable assemblies in the material world due to 
the high specificity of DNA basepairing and the fact that DNA molecules can be 
manipulated by a number of enzymatic reactions (e.g., polymerization, diges-
tion and ligation, etc.) (3,4). We provide a protocol for the preparation of a gold 
nanoparticle (AuNP)/DNA scaffold and its use for further periodical assembly 
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of nanospecies (5). The AuNP/DNA scaffold is constructed by performing 
rolling circle amplification (RCA) reaction on a 13-nm AuNP core. RCA is a 
biochemical method that can generate long ssDNA with a repeating sequence 
unit on which the complementary DNA-attached nanospecies can be assembled 
periodically (6–9). Moreover, the distance between two assembled nanospecies 
can be readily tuned by adjusting the length of circular DNA template used in 
the RCA reaction given that the length of each repeating unit in the RCA prod-
uct is identical to that of circular template (5). Furthermore, multiple assemblies 
in which two or more different types of nanospecies are assembled simultane-
ously can be potentially achieved by designing the sequence of complementary 
DNA or by performing different RCA reactions on each single AuNP (5).

The present protocol provides experimental details of the preparation of the 
AuNP/DNA scaffold and the periodical assembly of 5-nm AuNPs attached 
with complementary DNA molecules. The techniques (e.g., polyacrylamide gel 
electrophoresis [PAGE], transmission electron microscopy [TEM], and atomic 
force microscopy [AFM]) used to characterize the RCA product, AuNP/DNA 
scaffold, or assembled superstructures are also provided.

2. Materials
2.1. Preparation of 13-nm AuNPs

 1. Concentrated hydrochloric acid (HCl) (Fisher, 36.5–38%). Store in acid storage 
cabinet (see Note 1). Caution: Concentrated HCl can cause burns.

 2. Concentrated nitric acid (HNO3) (BDH, Toronto, Canada; 68–70%). Store in acid 
storage cabinet. Caution: Concentrated HNO3 can cause burns.

 3. Sodium citrate dihydrate (HOC(COONa)(CH2COONa)2
.2H2O) (Sigma; 

> 99.0%).
 4. Hydrogen tetrachloroaurate (III) trihydrate (HAuCl4

.3H2O) (Sigma; > 99.0%). 
Wrap in aluminum foil and store in a desiccator.

 5. Sodium bicarbonate (NaHCO3) (Sigma; > 99.5%).
 6. Double-deionized water (ddH2O): produced by a Millipore water purifier.

2.2. Preparation of DNA Primer-Functionalized AuNPs (AuNP-Primer)

 1. 13-nm AuNPs (∼13 nM): Synthesized according to Subheading 3.1. Store at 4°C.
 2. DNA1 (13 µM; see Note 2): A DNA oligonucleotide with the sequence 5′-thiol-

TTTTTTTTTTTTTTTTTTTTGGCGAAGACAGGTGCTTAGTC (see Note 3). It 
can be purchased from Keck Biotechnology Resource Laboratory (Yale University, 
New Haven, CT). Purified using standard PAGE procedure (see Subheading 3.3., 
step 8). Store at −20°C.

 3. Phosphate buffer: Prepare 0.5M sodium phosphate monobasic (NaHPO4) (Merck; 
molecular biology grade) and 0.5M sodium phosphate dibasic (Na2HPO4) (EMD; 
molecular biology grade) separately; adjust to pH 7.0 by adding NaHPO4 drop-
wise to Na2HPO4. Store at 4°C.
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 4. 1X RCA buffer: 50 mM Tris-HCl (Bioshop; BioUltraPure grade), 10 mM MgCl2 
(Bioshop, > 99.0%), 10 mM (NH4)2SO4 (Bioshop; > 99.0%), pH 7.5 (see Note 4).

2.3. Preparation of Circular DNA Template

 1. DNA2 (30.6 µM): A DNA oligonucleotide with the sequence 5´-
TGTCTTCGCCTTCTT GTTT CCTTTCCTTGAAACTTCTTCCTTTCTTTCT
TTCGACTAAGCACC (see Note 5). It can be purchased from Integrated DNA 
Technologies (IDT). Purify using the standard PAGE procedure (see Subheading 
3.3., step 8) and store at −20°C.

 2. DNA3 (78.5 µM): A DNA oligonucleotide with the sequence 5´-
GGCGAAGACAGGTGCT TAGTC. It can be purchased from IDT. Store at −20°C.

 3. T4 polynucleotide kinase (PNK; MBI Fermentas, Burlington, Canada). Store at 
−20°C.

 4. 10X PNK buffer A (supplied by MBI Fermentas with PNK): 500 mM Tris-HCl 
(pH 7.6), 100 mM MgCl2, 50 mM dithiothreitol (DTT), 1 mM spermidine, and 
1 mM EDTA (ethylenediaminetetraacetic acid). Store at −20°C.

 5. T4 DNA ligase (MBI Fermentas). Store at −20°C.
 6. 10X T4 DNA ligase buffer (supplied by MBI Fermentas with T4 DNA ligase): 

400 mM Tris-HCl, 100 mM MgCl2, 100 mM DTT, 5 mM adenosine triphosphate 
(ATP), pH 7.8. Store at −20°C.

 7. ATP (100 mM; MBI Fermentas). Store at −20°C.
 8. 0.5M EDTA (pH 8.0): Add 186.1 g EDTA (Bioshop; biotechnology grade) to 

800 mL ddH2O. Bring to pH 8.0 using NaOH pellets. Adjust the final volume to 
1 L using double-deionized water. Autoclave and store at 4°C.

 9. 10X TBE stock solution: Add 432 g Tris-HCl (Bioshop; BioUltraPure grade), 
220 g boric acid (Bioshop; biotechnology grade), and 80 mL of 0.5M EDTA (pH 
8.0) to a 5-L plastic beaker; add double-deionized water to a final volume of 4 L. 
Autoclave and store at 4°C.

 10. 2X gel loading buffer stock: Mix 8 g sucrose (Bioshop; ultrapure grade), 10 mg 
bromophenol blue (Bioshop; ACS grade meets or exceeds the stringent specifi-
cation set forth in the American Chemistry Society's Reagent handbook), 10 mg 
xylene cyanol FF (Sigma; molecular biology grade), 400 µL 10% sodium dodecyl 
sulfate (Bioshop; electrophoresis grade), and 4 mL of 10X TBE with enough 
double-deionized water to bring the volume to 40 mL; dissolve with mild heat and 
stirring. To the mixture, add 44 g urea (Bioshop; molecular biology grade); dis-
solve with mild heat and stirring. Store at 4°C.

 11. 10% acrylamide stock solution: Mix 1681.7 urea (Bioshop; molecular biology 
grade), 400 mL of 10X TBE, and 1 L of 29:1 acrylamide/bisacrylamide premix 
(Bioshop; molecular biology grade); add double-deionized water to 4 L; dissolve 
with mild heat and stirring. Store at 4°C.

 12. TEMED (N,N,N´,N´-tetramethylethylenediamine) (Bioshop; > 99.0%). Store at 4°C.
 13. 10% ammonium persulfate (APS) (Bioshop; electrophoresis grade). Store at 4°C.
 14. 3M sodium acetate (Sigma; > 99.0%). Adjust to pH 7.0 using acetic acid (Sigma; 

ACS grade).
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 15. Elution buffer stock: Mix 8 mL of 5M NaCl, 2 mL of 1M Tris-HCl (pH 7.5), 0.4 mL 
of 0.5M EDTA (pH 8.0); add double-deionized water to 200 mL. Autoclave and 
store at 4°C.

 16. Polyacrylamide gel electrophoresis: Standard gel electrophoresis apparatus 
(EC3000-90, E-C Apparatus Corp.); glass plates; spacers; comb; bulldog clamps; 
aluminum plate; Kimwipes; plastic wrap; spatula; handheld UV lamp; razor blade; 
100-mL plastic beaker.

2.4. Preparation of AuNP/DNA Scaffold

 1. AuNP-primer (∼13 nM): See Subheading 3.2. for preparation. Store at 4°C.
 2. Circular DNA template (20 µM): See Subheading 3.3. for preparation. Store at 

−20°C.
 3. 10X RCA buffer: 500 mM Tris-HCl, 100 mM MgCl2, 100 mM (NH4)2SO4, pH 7.5; 

1X RCA buffer.
 4. dNTP (deoxyribonucleotide 5′-triphosphate) mixture (deoxyadenosine 5′-

 triphosphate [dATP], deoxythymidine 5′-triphosphate [dTTP], deoxyguanosine 
5′-triphosphate [dGTP], deoxycytidine 5′-triphosphate [dCTP]; 10 mM each; 
Fermentas). Store at −20°C.

 5. [α-32P]-dGTP (GE Healthcare). Store in a special radioisotope storage cabinet.
 6. φ29 (phi29) DNA polymerase (New England Biolabs; NEB). Store at −20°C.
 7. Polyacrylamide gel electrophoresis (see Subheading 2.3., item 16).
 8. 2-Mercaptoethanol (MCE) (Sigma; > 99.0 %).

2.5. Preparation of 5-nm AuNPs Attached With a DNA Oligonucleotide

 1. DNA4 (91.8 µM): A 5′-biotinylated DNA oligonucleotide with the sequence 
5′- biotin-CCTTGAAACTTCTTCCTTTCTTTCT (purchased from Keck 
Biotechnology Resource Laboratory). Purify using standard PAGE procedure (see 
Subheading 3.3., step 8). Store at −20°C.

 2. Streptavidin-coated 5-nm AuNPs (∼83 nM; Bbinternational). Store at 4°C.
 3. 10X streptavidin-biotin coupling buffer: 200 mM Tris-HCl, 200 mM EDTA, 3M 

NaCl, pH 7.5; 1X streptavidin-biotin coupling buffer.
 4. 1X RCA buffer: 50 mM Tris-HCl, 10 mM MgCl2, 10 mM (NH4)2SO4, pH 7.5.

2.6. Assembly of 5-nm AuNPs on AuNP/DNA Scaffold

 1. AuNP/DNA scaffold solution (∼2.6 nM): See Subheading 3.4. for preparation.
 2. 5-nm AuNPs attached with DNA3 (∼83 nM): See Subheading 3.5. for preparation.
 3. 1X RCA buffer: 50 mM Tris-HCl, 10 mM MgCl2, 10 mM (NH4)2SO4, pH 7.5.

3. Methods
3.1. Preparation of 13-nm AuNPs (10,11)

 1. Prepare 200 mL of aqua regia solution by slowly adding 50 mL of concentrated 
HNO3 to 150 mL of concentrated HCl in a 1000-mL glass beaker under stirring. 
(Caution: Aqua regia is highly corrosive. Always wear appropriate protective 
equipment such as goggles, gloves, and laboratory coat. Work in a chemical fume 
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hood. Aqua regia should be freshly prepared and never be stored. After use, aqua 
regia should be disposed after dilution and neutralization.)

 2. Clean the glassware and magnetic stir bar with aqua regia, then rinse them with 
copious double-deionized water.

 3. Dissolve 0.098 g HAuCl4•3H2O in a 500-mL two-neck flask with 250 mL ddH2O 
(the final Au3+ concentration is 1 mM). The solution has a pale-yellow color.

 4. Assemble the flask with a condenser and a stopper. Heat the flask on a hot plate to 
vigorous reflux while stirring (generally, the solution starts refluxing with stirring 
at about 110°C or above).

 5. While the gold solution is being heated, prepare 25 mL of 38.8 mM sodium citrate 
solution in a 50-mL glass beaker by adding 0.28 g sodium citrate dihydrate to 
25 mL ddH2O.

 6. When the Au3+ solution is refluxing vigorously (crucial), remove the stopper, 
quickly (crucial) add the sodium citrate solution using a 60-mL syringe. A color 
change, first from yellow to black and then to deep red, should be observed in 
about 3 min.

 7. Once the color change starts, the solution is refluxed for another 15 min. Then, 
remove the hot plate and allow the solution to cool to room temperature under 
stirring. Transfer the AuNP solution to an amber-color glass storage container and 
store at 4°C (do not freeze). Normally, this AuNP solution is stable for at least 
6 mo without any precipitation and color change.

 8. Clean all the glassware with aqua regia. Safely dispose aqua regia as follows: First 
dilute with water and then neutralize by sodium bicarbonate (caution: add sodium 
bicarbonate slowly to the diluted acid solution; CO2 gas produced in the process 
may cause acid spill).

 9. Characterize the AuNPs with TEM on a JEOL 1200 EX instrument. The TEM 
sample is prepared by dropping AuNP solution (4 µL) onto a carbon-coated cop-
per grid. After 1 min, the solution is wicked from the edge of the grid with a piece 
of filter paper. The TEM images can then be measured with a standard transmis-
sion electron microscope. The as-prepared AuNPs are spherical and about 13 nm 
in diameter (see Note 6).

 10. Characterize the AuNPs with a UV-visible spectrophotometer (Cary 300). 
A typical UV-visible spectrum of 13-nm AuNP solution has a characteristic 
 surface plasmon band at about 520 nm. The extinction coefficient for 13-nm 
AuNPs is about 2.7 × 108 M−1 cm−1 (12). The concentration of as-prepared AuNP 
solution is about 13 nM.

3.2. Preparation of DNA Primer-Functionalized AuNPs (10,11)

 1. Place 30 µL of 13 µM (see Note 7) (390 pmol) thiol-modified DNA primer (DNA1) 
in a 1.5-mL microcentrifuge tube. Add 50 µL of AuNPs (prepared in Subheading 
3.1.) to the tube with gentle shaking by hand (see Note 8).

 2. Let the solution stand for 8 h or longer (e.g., overnight) at room temperature. Add 
2 µL of 0.5M phosphate buffer (pH 7.0) to obtain a final phosphate  concentration of 
10.8 mM. Add 10 µL of 1M NaCl to obtain a final NaCl concentration of 108.6 mM. 
Shake the tube gently by hand to mix. Leave the tube at room  temperature for 12 h.
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 3. Add 1 µL of 0.5M phosphate buffer and 25 µL of 1M NaCl to the tube. The final 
concentrations of phosphate and NaCl are 12.5 mM and 296.7 mM, respectively. 
Mix the solution well by gently shaking. Let the tube stand at room temperature 
for another 12 h.

 4. Centrifuge the tube at 18,800g at room temperature on a benchtop centrifuge for 
15 min. After centrifugation, the reddish AuNP-primer precipitate should be at the 
bottom of the vial, and the supernatant should be clear (if there is still some AuNP 
left in the supernatant, centrifuge for another 5 min). Gently remove as much 
supernatant as possible using a pipet.

 5. Wash AuNP-primer by adding 200 µL of 1X RCA buffer (well-functional-
ized AuNP should be easily redispersed) and gently vortexing for about 15 s. 
Centrifuge the tube at 18,800g at room temperature for 15 min. Gently pipet off 
the supernatant. Wash the pellet twice more using the same centrifugation/redis-
persion cycles. Collect all the supernatant solutions.

 6. Redisperse AuNP-primer in 50 µL of 1X RCA buffer (the final concentration of 
AuNP-primer is about 13 nM assuming there are no AuNPs lost during the wash-
ing steps) and store at 4°C.

 7. Measure the absorbance of the supernatant solutions at 260 nm using a UV-visible 
spectrophotometer (Cary 300). Calculate the number of picomoles x of uncoupled 
primer using Oligo Calculator (MCLAB). The number N of primers on each 13-
nm AuNP can then be calculated: N = (390 pmol − x pmol)/(50 × 0.013 pmol). 
Generally, there are about 150–200 DNA primers on each 13-nm AuNP.

3.3. Preparation of Circular DNA Template (13)

 1. Mix 16.3 µL of 30.6 µM linear DNA (DNA2) (500 pmol), 26.7 µL ddH2O, 5 µL of 
10X PNK buffer A, and 1 µL of 100 mM ATP in a 1.5-mL microcentrifuge tube. 
Gently vortex. Add 1 µL of PNK and mix well by pipeting up and down. Place the 
tube in a thermomixer at 37°C for 30 min.

 2. Place the tube in the dry heat block at 90°C for 5 min to quench the reaction. Remove 
the tube from the heat block and allow it to cool at room temperature for 10 min.

 3. Add 7.6 µL of 78.5 µM (600 pmol) template oligonucleotide (DNA3) and 209.4 µL 
ddH2O. Vortex thoroughly. Heat the tube in a dry heat block at 90°C for 30 s and 
allow it to cool at room temperature for 10 min.

 4. Add 30 µL of 10X T4 DNA ligase buffer and 3 µL of T4 DNA ligase. Mix well by 
pipeting. Let it stand at room temperature overnight (i.e., 12 h).

 5. Heat the tube in the dry heat block at 90°C for 10 min to quench the reaction. After 
brief cooling, add 900 µL of 100% ethanol. Vortex thoroughly. Place the tube in a 
−20°C freezer overnight.

 6. Centrifuge the tube at 18,800g for 30 min. The DNA (often pellets with salt) should 
be at the bottom of the tube. Gently pipet off the supernatant. Dry the tube using a 
Speedvac concentrator at room temperature (usually takes about 10 min).

 7. Add 10 µL ddH2O and 10 µL of 2X gel loading buffer. Vortex for at least 1 min to 
completely dissolve the circular DNA product. Purify by 10% denaturing PAGE 
(see below).
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 8. During the centrifugation and drying process, set up 10% denaturing PAGE (14) 
as follows: Rinse two glass plates with double-deionized water followed by 95% 
ethanol. Dry the plates with Kimwipes. Clean two spacers, one comb, and one 
100-mL plastic beaker with double-deionized water. Place the spacers in between 
the glass plates. Clamp the glass plates with four bulldog clamps and lay the plates 
flat on a plastic stand. Prepare acrylamide solution (always wear goggles, gloves, 
and laboratory coat) by adding 40 mL of 10% acrylamide stock solution, 40 µL of 
TEMED solution, and 400 µL of APS solution to a 100-mL plastic beaker. Mix 
thoroughly by pipet tip. Press the bottom of the plates by hand to provide a shal-
low slope from top to bottom. Pour the solution across the top of the plates and 
allow it to run between the plates. Continue to add acrylamide solution (do not let 
the top run dry or bubbles will form) until the solution fills the space between the 
plates (do not overfill). Lay the plates flat and insert comb. Polymerize for about 
30 min. After polymerization, remove comb and rinse the top of gel with double-
deionized water right away. Mount the plates together with an aluminum plate 
(to allow heat dispersion) in apparatus. Fill the upper and lower reservoirs of the 
electrophoresis tank with 1X TBE. Wash the wells with 1X TBE using a syringe 
with a needle. Prerun the gel for about 30 min at 600 V.

 9. Heat the ligation solution (prepared in step 7) at 90°C for 1 min. Load the sample 
into one well. Run the gel at 600 V until the tracking dyes indicate that the DNA 
has migrated one-half to three-fourths of the way through the gel.

 10. After the DNA is sufficiently resolved, turn off the power supply and disassemble 
the plates from the electrophoresis tank. Gently lift the top plate using a spatula. 
Cover the gel with plastic wrap evenly and smoothly and then flip over the gel. 
Peel a corner of the gel away from the remaining plate using the spatula and cover 
the gel by another sheet of plastic wrap.

 11. Place the wrapped gel on a fluorescent thin-layer chromatographic (TLC) plate 
(20 × 20 cm silica gel 60 F254; EM Science). Visualize the gel using a handheld 
UV lamp. The circular DNA product band will appear as the darkest black shadow 
right above the top tracking dye (xylene cyanol FF migrates as a 55-nt DNA frag-
ment in 10% denaturing PAGE; 15) (see Note 9).

 12. Cut out the band with a razor blade. Chop the gel into small pieces and put them 
in 1.5-mL microcentrifuge tube. Add 400 µL of elution buffer to the tube and place 
the tube in a thermomixer at 37°C with slightly shaking (101 g) overnight.

 13. Spin down the gel with a benchtop minicentrifuge. Gently pipet off the solution 
to another 1.5-mL microcentrifuge tube. Add 1 mL of 100% ethanol and 40 µL of 
3M sodium acetate (pH 7.0) to the tube. Place it in a −20°C freezer overnight.

 14. Centrifuge the tube at 18,800g for 30 min. Gently pipet off the supernatant. 
Carefully add 100 µL of 70% cold ethanol, close the lid, and gently (but 
 thoroughly) rinse the inside surface of the tube. Centrifuge the tube at 18,800g 
for about 10 min and remove the supernatant. Wash one more time with 70% 
cold  ethanol. Dry the tube using a Speedvac concentrator at room temperature. 
Dissolve the circular DNA product with 100 µL ddH2O. Determine the DNA 
 concentration based on the absorbance at 260 nm. Store at −20°C.
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3.4. Preparation of AuNP/DNA Scaffold

 1. Mix 4 µL (see Note 10) of about 13 nM AuNP-primer (prepared in Subheading 
3.2.), 1 µL of 20 µM circle DNA template (20 pmol; prepared in Subheading 
3.3.), 2 µL of 10X RCA reaction buffer, and 13 µL ddH2O in a 1.5-mL microcen-
trifuge tube. Place the vial in a heating block at 60°C (see Note 11) for 5 min. 
Remove the tube from the heating block and allow it to cool at room temperature 
for 30 min.

 2. Centrifuge the tube at 18,800g for 15 min. Gently remove the supernatant by a 
pipet. Wash the pellet twice with 50 µL of 1X RCA buffer using a centrifugation/
redispersion cycle. Finally, redisperse the pellet in 20 µL of 1X RCA buffer.

 3. Add 1 µL of dNTP mixture (10 mM) (for the synthesis of radioactive RCA prod-
uct, 1 µL of [α-32P]-dGTP [10 µCi] is incorporated. Caution: Be extremely careful 
handling radioisotopes. Always wear gloves, goggles, and protective clothing. All 
the experiments are performed behind an appropriate shield). Add 2 µL of phi29 
DNA polymerase. Mix thoroughly using the pipet tip. Place the tube in a thermo-
mixer at 30°C for 30 min (see Note 12).

 4. Wash the product twice using centrifugation/redispersion cycles using 50 µL of 
1X RCA buffer. The final AuNP/DNA scaffold is redispersed in 20 µL of 1X 
RCA buffer (the concentration of AuNP/DNA scaffold is about 2.6 nM assuming 
no AuNPs are lost during the washing steps).

 5. Characterize the AuNP/DNA scaffold by AFM as follows: Attach mica onto an 
AFM substrate using double-sided adhesive tape. Cleave the mica by peeling 
off external layers of mica using Scotch tape. Dilute the AuNP/DNA scaffold 
solution (prepared in Subheading 3.4., step 4) five times using 1X RCA buf-
fer. Drop about 50 µL of diluted solution onto the mica substrate. Use a piece 
of filter paper to wick away most of the solution from the edge of the mica 
substrate and allow it to dry in air for about 10 min. Mount the sample on the 
microscope (Digital Instruments Nanoscope II) and take images. A typical 
AuNP/DNA scaffold contains a few to tens of DNA molecules (typically a 
few hundreds of nanometers) that are attached on the AuNP surface (Fig. 1A). 
Due to the drying process, in some cases two or more ssDNA molecules (gray 
arrow) may stick together to form a double-stranded (ds) DNA-like structure 
(white arrow) (Fig. 1B).

 6. Characterize the RCA product using PAGE: Treat the AuNP/DNA (radiola-
beled) scaffold solution (prepared in Subheading 3.4., step 4) with MCE solu-
tion (250 mM final concentration of MCE) at 37°C for 2 h to displace the RCA 
product from the AuNP surface. Centrifuge the tube at 18,800g for 15 min. 
Analyze the DNA in the supernatant by denaturing PAGE (see Subheading 
3.2., steps 8–10); the radiolabeled RCA product in the PAGE gel is visualized 
using a  phosphorimaging plate and a Typhoon 9200 scanner (GE Healthcare). 
An intensive DNA band can be observed at the top of 10% denaturing PAGE 
gel as RCA product migrates very slowly due to its large size (typically 
>10,000 nt) (5).



Rolling Circle Amplification 87

3.5. Preparation of 5-nm AuNPs Attached With a DNA Oligonucleotide 
Complementary to the RCA Product

 1. Mix 2.5 µL of 91.8 µM DNA4 (a 5′-biotinylated DNA oligonucleotide), 50 µL of 
streptavidin-coated 5-nm AuNPs (∼83 nM), 10 µL of 10X streptavidin-biotin cou-
pling buffer, and 37.5 µL of ddH2O in a 1.5-mL microcentrifuge tube. Allow the 
mixture to stand at room temperature for 30 min.

 2. Wash the DNA2-attached 5-nm AuNPs twice with a centrifugation/redispersion 
cycle using 100 µL of 1X RCA buffer. The sample is then redispersed in 50 µL of 1X 
RCA buffer (∼83 nM assuming there are no AuNPs lost during the washing steps).

3.6. Assembly of 5-nm AuNPs on AuNP/DNA Scaffold

 1. Mix the AuNP/RCA product solution (20 µL, ∼2.6 nM, prepared in Subheading 3.4.) 
with DNA4-attached 5-nm AuNPs (50 µL, ∼83 nM, prepared in Subheading 3.5.) in 
a 1.5-mL microcentrifuge tube. Bring the temperature of the mixture to 65°C using a 
thermomixer and allow it to cool very slowly to room temperature (∼0.5°C/min).

 2. Centrifuge the tube at 2400g for 10 min. Wash the assembled superstructure once 
with 100 µL of 1X RCA buffer using centrifugation. Redisperse the pellet in 50 µL 
of 1X RCA buffer.

 3. Characterize the assembled superstructure by AFM (see Subheading 3.4., step 
5) and TEM (see Subheading 3.1., step 9). A typical assembled superstructure 
shows that 5-nm AuNPs periodically assembled on the DNA molecules attached 
to the 13-nm AuNP core (Fig. 2) (5). The distance of two assembled 5-nm AuNPs 
is about 21 nm (Fig. 2B), which is similar to the length of the repeating DNA unit 
in the RCA product (5) (see Note 13).

Fig. 1. Representative atomic force microscopy (AFM) images of gold nanoparticle 
(AuNP)/DNA scaffold (5). This figure is adapted from ref. 5, with permission.
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4. Notes
 1. All reagents and samples are stored at room temperature (∼23°C) unless stated 

otherwise.
 2. DNA concentrations are determined using a UV-visible spectrophotometer 

based on the absorbance at 260 nm and calculated according to Oligo Calculator 
(MCLAB).

 3. The sequence of an RCA primer should contain at least 15 nucleotides for effec-
tive hybridization with a circular template. It was found that the sequence of 
primer and circular template had little effect on the performance of RCA reactions 
(16,17). When designing DNA sequences, it is important to check for potential 
hairpin or internal duplex formation using the Mfold program (18).

 4. DTT should be absent in 1X RCA reaction buffer as this reagent may cause the 
dissociation of thiol-modified primer from the AuNP surface.

 5. Generally, a linear ssDNA that is 50–100 nt long can be easily ligated to produce 
a circular DNA; however, a linear ssDNA of 30 nt or shorter may be difficult to 
convert into a circular DNA.

 6. The 13-nm AuNPs are used in our studies due to their high quality and high repro-
ducibility (10,11). However, AuNPs of other sizes (10–50 nm) could also be used.

 7. Other DNA concentrations could also be used, but the reaction volume should be 
varied accordingly to obtain the same amount of product.

 8. The reaction volume in the preparation of AuNP-primer, AuNP/DNA scaffold, 
5-nm AuNPs attached with complementary DNA oligonucleotides, or assembled 
superstructures can be scaled up to prepare more product.

 9. A circular DNA migrates slower than the linear DNA with the same sequence. 
When analyzing ligation reaction mixtures for the production of a circular DNA, 
lighter bands that migrate slower than the circular DNA may also be observed; 

Fig. 2. Representative atomic force microscopy (AFM) image (A) and transmission 
electron microscopy (TEM) image (B) for the assembled superstructures. This figure 
is adapted from ref. 5, with permission.
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these bands correspond to linear dimmers, trimers, and so on produced by inter-
molecular ligation.

 10. φ29 DNA polymerase becomes less effective when larger amounts of AuNP-
primer are used (5).

 11. Heating at elevated temperature (e.g., 90°C) may cause the dissociation of thiol-
modified primer from the AuNP surface (19).

 12. A longer reaction time can be used to produce more RCA product. It is important to 
note, however, that a longer reaction time (e.g., 2 h) may cause instability of AuNPs 
as DTT (from φ29 DNA polymerase storage buffer) present in the reaction solution 
can undergo ligand exchange with the thiol-modified primer on the AuNP surface.

 13. In some cases, aggregated AuNPs are observed as each 5-nm AuNP may carry 
multiple complementary DNA that can cause the crosslink between the RCA 
product and 5-nm AuNPs. This problem could potentially be solved by assem-
bling mono-DNA-functionalized nanospecies (20).
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Protocols for the In Silico Design of RNA Nanostructures

Bruce A. Shapiro, Eckart Bindewald, Wojciech Kasprzak, 
and Yaroslava Yingling

Summary
Recent developments in the field of nanobiology have significantly expanded the possibilities 

for new modalities in the treatment of many diseases, including cancer. Ribonucleic acid (RNA) 
represents a relatively new molecular material for the development of these biologically oriented 
nanodevices. In addition, RNA nanobiology presents a relatively new approach for the develop-
ment of RNA-based nanoparticles that can be used as crystallization substrates and scaffolds 
for RNA-based nanoarrays. Presented in this chapter are some methodological shaped-based 
protocols for the design of such RNA nanostructures. Included are descriptions and background 
materials describing protocols that use a database of three-dimensional RNA structure motifs; 
designed RNA secondary structure motifs; and a combination of the two approaches. An example 
is also given illustrating one of the protocols.

Key Words: Molecular dynamics; molecular mechanics; RNA building blocks; RNA 3D 
modeling; RNA databases; RNA motifs; RNA nanostructure; RNA secondary structure; RNA 
structure.

1. Introduction
The field of nanobiology holds great opportunities for the development of meth-
odologies for treatment of various diseases, including cancer, as well as for the 
development of tools that can be used for the diagnosis and prognosis of these 
diseases. RNA (ribonucleic acid) represents a relatively new molecular modal-
ity for the development of these biologically oriented nanodevices. Without 
associated proteins, RNA-based therapeutics have a relatively low immune 
response and therefore represent a safe and effective means for the delivery 
of multiple therapeutic agents. These include siRNAs (small interfering RNAs) 
for downregulation of gene expression of multiple genes in multiple cell types; 
RNA aptamers (RNA sequences and structure that target specified binding sites); 
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ribozymes (RNAs with catalytic properties); antisense RNA (for binding  specific 
sites for gene regulation); and molecular beacons and sensors. In addition, RNA 
nanoscale entities can be used for the development of self-assembling nanoar-
rays, which may contain functional molecular entities such as biosensors or act 
as substrates for crystallization.

2. Structural and Functional Capabilities of RNA for Nanotechnology
RNA is a biopolymer that is composed of four nucleotides, two purines (adenine 
and guanine), and two pyrimidines (uracil and cytosine). These nucleotides are 
usually abbreviated as A, G, U, and C, respectively. RNA is synthesized as a 
single-stranded molecule that can fold on itself via complementary basepairing 
interactions, usually between purines and pyrimidines. The strongest basepair 
is G-C, followed by A-U and G-U and other possible combinations. These 
basepairs tend to stack and form helices, which are energetically favorable. The 
helical region of RNA has a well-known nanometer-scale structural geometry, 
approximately 2.86 nm per helical turn with 11 basepairs and an approximate 
2.3-nm diameter. The unpaired nucleotides can form bulges, symmetric and 
asymmetric internal loops and hairpin loops (see Fig. 1 for some typical 
examples), single-stranded overhangs or sticky tails, and other unpaired motifs. 
Unpaired nucleotides usually aid in the formation of helical junctions and bends. 
Moreover, the unpaired nucleotides can facilitate further structural assembly into 
more complex structures by forming complementary basepairing or inter- and 
intramolecular interactions of the different single-stranded regions in the RNA. 
One of the most important examples of such assembly would be loop–loop con-
tacts, such as kissing loops (see Fig. 1). Thus, even though RNA is chemically 
simple, involving only four nucleotides, it can form complex structures that are 
directly related to its complex function. However, artificial RNA structures can 
also be created in which the basepairing can be relatively simply controlled and 
predicted due to the natural tendency of RNA to form basepairs.

RNAs have very versatile functionalities, and the importance and capabili-
ties of these are still being discovered. RNA functionalities include a carrier of 
genetic information (messenger RNA), catalytic properties, RNA editing, gene 
silencing, and transcriptional and translational control, to name a few.

The versatility of RNA’s function and structure makes it a very good mole-
cule for use in nanobiology. Moreover, a protein-free RNA does not induce sig-
nificant immune response and thereby makes RNA nanoparticles attractive for 
medicinal use. Such all-RNA nanoparticles can thus limit antibody production 
and cellular immune reaction. Thus, nanoparticles constructed entirely from 
RNA can potentially be used in long-term treatment of chronic diseases such as 
cancer, hepatitis B, or AIDS. However, a limiting factor for RNA nanoparticles 
is their stability in the bloodstream and nonspecific cellular uptake, posing a 
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requirement for high dosage. The relative stability can be controlled by the 
chemical modification of the backbone; addition of proteins, lipids (1), or poly-
meric chains; as well as the formation of relatively compact structures (2,3). 
Targeting can be controlled by the use of appropriate RNA aptamers.

3. Building Block Approach for the Design of RNA Nanoparticles
The prediction and design of large macromolecular structures is drastically 
simplified if one can adopt a modular approach (4). This means designing dif-
ferent regions of the target structure independently. This approach works best 
if the target structure is separable into clearly defined domains. Ideal domains 
are portions of the macromolecular assembly that fold virtually independently 
into energetically stable units.

RNA can, in many cases, be regarded as a set of hierarchical modular objects 
(4,5). This is exemplified by the fact that pseudoknot-free RNA secondary 
structures of single sequences can be represented as tree data structures (6,7). 
The more interactions the RNA nanostructure possesses beyond a simple tree 
representation (like pseudoknots, or non-canonical tertiary interactions), the 
more the modularity of the RNA structure will be weakened.

Even if semi-independent domains cannot be identified, it is still possible 
to use fragments of RNA molecules as building blocks. Pseudoknot-free RNA 
structures can be separated into n-way junctions, hairpin structures, single-
stranded regions, and helices. One approach is to extract from known structures 

Fig. 1. Typical RNA motifs. Illustrated are the secondary and the associated three-
dimensional (3D) structural motifs that are frequently found in RNA structures. These 
are representative of some of the common building blocks that can be used to construct 
RNA nanoparticles. Seen are (a) a hairpin loop, (b) a triple base bulge loop, (c) a 
symmetric internal loop, (d) a multibranch three-way junction, and (e) a kissing loop 
structure construct with two complementary hairpin loops.
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unique and hard-to-predict n-way junctions as molecular building blocks. The 
requirements for a building block are somewhat weaker compared to a domain. 
Energetic stability might be desirable but is not a requirement per se. For 
example, the precise geometry of a three-way junction taken from a ribosome 
structure might be a result of interactions with the local environment of the 
junction. If this junction is extracted from its environment, one would expect 
the original geometry to be feasible, but not necessarily energetically optimal. 
The junction might still be a very useful building block in the target structure in 
which it is implanted because the inherent geometric rigidity of the target struc-
ture might supersede the orientational preference of that junction. An example 
of this would be an RNA tetrahedron, for which flexible three-way junctions at 
the corners should significantly reduce the flexibility of the tetrahedron because 
of the inherent overall rigidity of the structure.

Several experimental groups have shown that RNA can be used as efficient 
nanoparticles and scaffolds that are built from specific building blocks. Small 
structural fragments found in the ribosome and HIV have been used in the design 
of artificial RNA building blocks, called tectoRNAs (8). Each tectoRNA contains 
four right-angle motifs. These right-angle motifs have a structural element that 
forms a 90° angle between two adjacent helices, which are capped with a hairpin 
loop. The hairpin loops are programmed to interact with each other in a precise 
manner via formation of specific noncovalent loop–loop interactions, which are 
based on HIV kissing loops. Each right-angle motif also has an interacting single-
stranded 3′ end, called a sticky tail. The sticky tails further allow the assembly of 
tetramers into complex nanoarrays. Thus, these tectoRNAs can be programmed 
to self-assemble into novel nano- and mesoscale biofabrics with controllable 
directionality, topology, and geometry (8,9). Moreover, such RNA–RNA interac-
tions can guide the precise deposition of gold nanoparticles (10). For example, 
self-assembling tectoRNA ladders have been shown to induce a precise linear 
arrangement of cationic gold nanoparticles, demonstrating that RNA can control 
regular spacing of gold nanoparticles and can act as a nanocrown scaffold (11).

Another example is derived from the use of the bacteriophage phi29-encoded 
RNA (pRNA), which has been reengineered to form dimers, trimers, rods, hexamers, 
and three-dimensional (3D) arrays several microns in size through interactions of 
interlocking loops (12,13). Most prominently, a nanoparticle containing a pRNA 
trimer as a delivery vehicle was used to carry siRNAs to a cell. The cell targeting 
was accomplished with an RNA receptor-binding aptamer. This RNA nanoparticle 
was able to block cancer development in cell culture and living mice (14,15).

Also, H-shaped RNA molecular units were built from a portion of the group I 
intron domain (5,16,17). They were shown to be able to form oriented filaments 
(9,17). Specific RNA nanoarrangements based on HIV dimerization initiation 
site stem loops (18,19) were also shown to be capable of thermal isomerization 
to alternative structures (20).
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4. RNA Fabrication Techniques
Two main fabrication techniques can be used for programmable self-assembly 
of nucleic acid nanostructures (21). Assembly may be accomplished through 
a single-step process, as exemplified by the building of DNA nanostructures 
(22,23), or in a stepwise fashion, as was used in the building of RNA nano-
structures (8). In the single-step approach, all the component molecules are 
placed together. This mixed set of molecules is then slowly cooled. The meth-
odology works if the building block structure that is desired is more stable than 
any other possible structures. Thus, through the annealing process, the building 
block structures should form first at higher temperatures. As the  temperature 
is lowered, the weaker interactions associated with the nanostructure self-
 assembly will occur next. Sometimes it is difficult to design sequences that, 
when folded, have the desired structure well separated energetically from non-
desirable alternatives. If this is the case, it may be necessary first to form the 
building blocks, then at a later stage these building blocks are mixed together 
to allow for their self-assembly. In addition, it may be necessary to add Mg2+ 
ions to stabilize tertiary interactions. The multistep approach is more time 
consuming, and it is also important that the melting temperatures of the popu-
lations be well separated.

5. Computational Design
Computer modeling is well suited for assisting the experimental community 
in the design of novel nanostructures. The major advantage of computational 
nanodesign is that it provides a relatively inexpensive and fast way to explore 
many structural designs and assess their properties. One can view the design 
process as proceeding in at least two ways: using an RNA 3D motif approach 
or using a RNA secondary structure motif approach. These two methodologies 
have their individual strengths and weaknesses. It is also possible, where appro-
priate, to iterate back and forth between some of the steps in either protocol 
at particular points. Figure 2 illustrates the basic flow associated with the two 
methodologies. We discuss the individual computational components concerned 
with computer-driven RNA nanodesign, describe some of the specifics of the 
protocols, and finally show how a protocol can be used in a particular example.

5.1. RNA Databases

RNA databases are a valuable resource for finding structural motifs and charac-
terizations that can be used in building block design. Atomic structures, derived 
from the application of X-ray crystallography and nuclear magnetic resonance 
(NMR), containing RNA can be downloaded from the Protein Data Bank (PDB) 
(24). The PDB home page now contains various annotations of nucleic acid 
structures that can be very useful, including backbone torsion angles, basepair 
geometry parameters, and hydrogen-bonding classification. Several databases 
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contain RNA structures derived from the PDB, offering annotations, classifica-
tions, and substructures going beyond the information that the PDB offers.

The Nucleic Acid Database (NDB) is a repository of structural RNA and 
DNA data (25). It contains nucleic acid structures classified by type (for 
example, transfer RNAs, ribozyme structures, RNA helices) and experimental 
method (X-ray crystallography or NMR).

The Structural Classification of RNA (SCOR) database contains a classifica-
tion of RNA internal loop and hairpin loop structures (26,27). It allows the user 
to search for motifs by sequence, key word, or PDB/NDB identifier. A novel 
motif, the extruded helical single strand has been identified with the help of the 
SCOR database (28).

The NCIR is a database containing structural information about noncanonical 
RNA basepairs (29,30). It provides access to all RNA structures in which a 
specified basepair has been found. This is useful for obtaining the original data 
corresponding to a rare (noncanonical) basepair.

For designing novel RNA structures, it is useful to have a database that 
contains curated and extracted fragments of RNA structures that can be used 
as building blocks. This prompted us to develop the RNAJunction database 
(30a). It provides structural and sequence information of RNA junctions that 
are extracted from RNA coordinate data files. As mentioned in the section 

Fig. 2. Illustration of the two RNA nanostructure building protocols. From a user-
defined shape, two basic paths can be followed. In path ‘a’, an RNA sequence and its 
associated secondary structure are determined. A three-dimensional (3D) model of 
the secondary structure is then built and later used as one of the RNA building block 
motifs. In path ‘b’, RNA 3D motifs are extracted from a database for the construction 
of the RNA nanoparticle. One can mix either of the two protocols described in the text 
to produce the desired structure.
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introducing the RNA building block approach, it is the RNA junctions and the 
relative orientation of its connector helices that are most interesting for the 
design of RNA structures. The assumption here is that the designer knows the 
outline of the RNA structure to be built (for example, in the form of a 3D graph). 
In other words, one typical case is that one knows the number of branches in a 
junction (for example, a three-way junction) as well as the angles between the 
direction vectors of the junction’s connector helices. Thus, the motivation for 
RNAJunction is to provide search capabilities with respect to junction order, 
interhelix angles, sequence, and PDB identifier. Figure 3 shows a screen shot 
of the database describing an example RNA junction.

Fig. 3. Screen shot illustrating the results of a three-dimensional (3D) RNA motif 
search. In this particular case, information associated with a two-way junction is por-
trayed. Seen are the Protein Data Bank (PDB) identifier from which the junction was 
derived, the approximate angle that the junction attachment points make with each 
other (angle 60°), the NC=IUBMB classification (indicating that there are two helices 
separated by a single strand consisting of four bases), an RNAView (102) depiction of 
the motif, and a 3D rendering of the actual motif.
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5.2. Design From Known RNA Three-Dimensional Motifs

The main approach in 3D motif design of RNA structures starts from an abstract 
model of the target structure (a 3D graph). One then identifies suitable RNA 
n-way junctions corresponding to the vertices of order n in that graph. These 
junction structures are then superimposed onto the graph vertices such that 
their connector helices are parallel to the edges connecting the vertices. When 
two junctions of two adjacent vertices have been placed, one then attempts to 
attach the connector helices corresponding to the connecting edge with an ideal 
RNA double helix. While the precise order of placing junctions and connecting 
them with helices depends on the algorithm used, one can see that in this way, 
in principle, an arbitrarily complex 3D graph can be traced with RNA motifs, 
provided one can identify suitable junction structures corresponding to each 
vertex and its connecting edges.

5.3. Design From RNA Secondary Structure Motifs

In contrast to the 3D motif approach, a somewhat different and potentially more 
difficult and complicated approach develops the necessary structural motifs 
from designed RNA secondary structures, which are then used to create modeled 
RNA 3D motifs. To accomplish these tasks, it is necessary to be able to deter-
mine an optimal or near-optimal set of sequences that will form the necessary 
secondary structures of the RNA building blocks with minimal interaction 
between the individual building blocks. Thus, programs are needed that, when 
presented with a sequence, will fold the sequence into the appropriate second-
ary structure. Programs are also needed that will optimize the sequence so that 
folding proceeds with minimal interference from the other building blocks. This 
section describes some of the secondary structure prediction methods as well 
as an algorithm that can be used to do sequence optimization. Also described 
is a program that generates initial 3D models from the provided secondary 
structures.

5.3.1. Secondary Structure Prediction for Optimization of Building Blocks

A secondary structure of RNA can be defined as a list of primary sequence 
nucleotides that are paired in base–base interactions. The paired nucleotides 
form secondary structure helices, and the combination of these helices and 
the single-stranded (unpaired) nucleotides constitutes an RNA structure. The 
unpaired nucleotides that are totally constrained by one or more helices form 
the so-called loops (hairpin, bulge, internal, and multibranch). Considering 
helices and loops as the key motifs, a secondary structure can be represented 
by a tree topology in which loops form nodes and helices form edges between 
them. Such a topology representation is also suitable for free-energy calcula-
tions since they are based on the assumption that the total free energy of a 



Design of RNA Nanostructures 101

secondary structure (a tree) is a sum of the free energies of its independent 
elements (branches). In most general terms, loops tend to destabilize a second-
ary structure (raise the free energy), while helices and coaxial stacks tend to 
stabilize it (lower the free energy).

Computational prediction of a secondary structure is a nontrivial task, consid-
ering that a sequence of n nucleotides can theoretically form on the order of 1.8n 
secondary structures. Numerous approaches to solving the problem have been 
used, aiming to combine the strengths of both computational and experimen-
tal methods. Computational secondary structure prediction algorithms can be 
divided into two general categories. In the first category, structures of individual 
sequences are predicted using free-energy minimization algorithms. In the sec-
ond category, information provided by multiple sequence alignments is used to 
predict structures. Some programs combine these approaches. A comprehen-
sive review and evaluation of RNA secondary structure prediction programs 
was presented by Gardner and Giegerich in 2004 (31). Mathews and Turner 
presented a review of free-energy minimization methods, with an emphasis on 
dynamic programming-based algorithms (DPAs) (32). For nanoscale structure 
designs in which the inclusion of pseudoknot interactions could be beneficial, 
there are several programs capable of pseudoknot prediction based on empirical 
energy parameters (33–38). Shapiro et al. (39) reviewed RNA structure 
prediction programs with an emphasis on RNA 3D modeling from secondary 
structure data.

5.3.1.1. RNA SECONDARY STRUCTURE PREDICTION FOR A SINGLE SEQUENCE

When only a single sequence is considered as input, that is, there is no phylo-
genetically related sequence data to help (see next subheading), the method 
most often used for secondary structure prediction is free-energy minimization. 
While less accurate than the multisequence-based methods, it is a more practical 
approach in the majority of real-life problems.

The most widely used secondary structure prediction programs, such as 
Mfold (40), RNAfold (41), and RNAstructure (40,42), use the concepts asso-
ciated with DPAs. These programs produce a minimum free-energy structure 
and a sample of energetically suboptimal structures within a requested subop-
timal energy range. When it comes to the prediction of wild-type secondary 
structures, the functional conformation or multiple conformations of a given 
RNA sequence do not always correspond to a minimum free-energy structure. 
Therefore, the programs Sfold (43,44) and RNAshapes (45–47) narrow the 
search for the most likely solutions to a relatively few representative structures. 
Some secondary structure prediction algorithms use statistical sampling of 
known RNA secondary structures to create a model that can then be used to 
predict the secondary structure of a given new sequence (48).
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In general, the DPA-based programs and their derivatives offer a fast and 
reasonably accurate way of testing what the dominant secondary structure of 
a given RNA sequence may be. In a somewhat limited way, the solution space 
sampling programs can indicate if more than one stable conformation for the 
same sequence is possible. Thus, they make good evaluators of the building 
blocks nanodesign.

An RNA molecule may pass through several active or inactive conformations 
over its lifetime. These states may be a function of the kinetics of full-sequence 
folding, cotranscriptional folding (i.e., folding during sequence elongation), 
or environmental factors, such as proteins locking a molecule in one of two or 
more folding states.

Programs approximating folding kinetics implement stochastic simulations 
(49,50) or use genetic algorithms (GAs). GAs are based on the concepts of bio-
logical evolution and the survival of the fittest individuals (51). They include 
intermediate folding states and are thus capable of capturing unfolding and 
refolding of domains in transitional structures. GA implementations include 
our massively parallel GA MPGAfold (52–56) and the smaller-scale program 
STAR (57,58). Because of their stochastic nature, they need to be run multiple 
times to produce consensus structures. We have shown that MPGAfold can 
capture, in a coarse-grained fashion, the dynamic folding process inherent in 
many RNA molecules (55,59–64). MPGAfold and some other algorithms can 
simulate cotranscriptional folding and thus are capable of capturing folding 
kinetics unique to RNA transcription. Since the amount of information pro-
duced by programs such as MPGAfold is enormous (multiple stochastic runs), 
we have developed a suite of visual analysis tools, also suitable for DPA results 
analysis, called StructureLab (61,65).

Some of the algorithms mentioned give you the advantage of exploring fold-
ing states, which is important when multistable structural motifs or structural 
switches are a desired feature of the designed nanostructure. Inversely, if one 
wants to make sure that a structural building block does not have a likely alter-
nate conformation one may use these folding algorithms.

5.3.1.2. PREDICTION OF RNA SECONDARY STRUCTURES AND PSEUDOKNOTS 
USING MULTIPLE SEQUENCE ALIGNMENTS

Programs predicting RNA secondary structures based on alignments of multiple 
sequences produce a consensus secondary structure from both the energetic 
and evolutionary information provided by the alignment. This is a potentially 
more accurate approach than that based on free-energy minimization of single-
sequence structures, but it depends on a set of well-aligned sequences with 
enough diversity to indicate structure-preserving mutations. Programs in this 
category follow the same basic two-stage paradigm. First, a matrix of scores 
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for each basepair is computed. These scores typically incorporate information 
based on the thermodynamics of basepairs and covariation for a given pair of 
positions in the sequences considered. Second, this score matrix is mapped 
into one unique secondary structure. In our review paper on bridging the gap 
between 2D and 3D RNA structure prediction (39), we included a detailed dis-
cussion of these programs, including our own KNetFold (36,66–71).

5.3.2. Optimization of Sequence Structure Design

The secondary structure prediction algorithms just described provide use-
ful “structural surveys” of potential building blocks from various wild-type 
sequences. The next step in a rational structure design (although it may equally 
well be the first step) is determining the best sequence to fold into a desired 
(user-defined) secondary structure (72–75). In the case of a wild-type sequence 
folding naturally into or close to the desired structure, we may want to check if 
it could be modified to match the desired structure better or made more stable 
in its most likely conformation. If the only known constraint is a defined 
secondary structure, we may want to find a sequence “from scratch” that would 
fold into it.

The program RNAinverse (75) works by optimizing a sequence, given a 
secondary structure definition and a possibly partially defined sequence. If 
no starting sequence is provided, the program generates a random starting 
sequence. Whichever starting sequence and constraints on its modification are 
chosen, the program iterates over modified sequences folded by RNAfold (41) 
until a sequence folding into a minimum free energy (MFE) structure matching 
the specified structural constraints is produced. Since the MFE stopping crite-
rion may result in only a marginally stable structure, RNAinverse allows for a 
better approach to achieving a stronger preference for the specified secondary 
structure by optimizing the frequency of the specified secondary structure in 
the thermodynamic ensemble (refer to the subheading on suboptimal solution 
space sampling).

When it comes to nanoscale structure design, the approach taken by 
RNAinverse for the optimization of one single-stranded sequence has to be 
extended to multiple strands to deal with multiple building blocks. In this case, 
the stability of the individual building blocks has to be optimized in parallel 
with the optimization of the desired building block. Interactions and minimiza-
tion of unwanted interference between the building blocks is a desired goal. 
We have developed a program that utilizes RNAinverse to produce sequences 
for individual building blocks (individual strands), followed by minimization 
of the unspecified interstrand interactions and optimization of the user-specified 
interstrand interactions. This procedure is iterative, with RNAfold used for 
comparing the designed sequence folds to the desired target structures.
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5.3.3. Three-Dimensional Modeling of the Structure of the Building 
Blocks and the RNA Nanostructure

The knowledge of 3D models of RNA nanoparticles is crucial for the optimiza-
tion of design and the complete understanding of their function and properties. 
The use of 3D RNA building blocks can be obtained from known solution 
structures extracted from databases, as discussed, or can be generated using 
specific 3D modeling software, such as MANIP (76), RNA2D3D (77), or NAB 
(78). The modeled fragments can then be put together via template-assisted 
assembly by using software such as RNA2D3D and NanoTiler.

The concept of modeling RNA building blocks by creating the starting 
coordinates of such an entity from a given secondary structure generated by 
algorithms such as those described can be done using the program RNA2D3D. 
This includes some special features for modeling RNA tectosquares. The use 
of RNA2D3D is exemplified by our modeling of the telomerase pseudoknot 
domain (79). RNA2D3D can generate, view, and compare 3D RNA molecules. 
In this software, the 3D atomic coordinates of a nucleotide are initially embedded 
in a planar representation of an RNA secondary structure and are generated 
from a reference triad of atoms. The stems are created from the reference triad 
of its 5′ nucleotide using helical coordinates taken from the Biosym® database. 
The unpaired nucleotides, bulges, hairpin loops, branching loops, and other 
nonhelical motifs are generated using the coordinates of their reference triad 
relative to the 5′ neighboring nucleotide. As a result, a first-order approxima-
tion of the actual 3D molecule is established. Structure refinement uses molecular 
modeling or interactive editing. The interactive editing involves a rotation and 
translation of a nucleotide or a group of nucleotides and is used for the removal 
of structural clashes, enforcing tertiary interactions, and modification of mutual 
stacking.

Sometimes, the structures of the building blocks can benefit from mutating 
one or several residues. Mutation of residues in the 3D RNA structures can be 
produced by replacing the original residue with the desired one in the structure 
using a combination of CHIMERA® and DSViewer® software.

5.4. Mixing of the Three-Dimensional Motif Protocol 
With the Secondary Structure Motif Protocol

Different approaches can combine the 3D motif and secondary structure motif 
protocols. For example, one can start with 3D information that is derived from a 
database of motifs. Using the assumption that similar secondary structures possess 
similar tertiary interactions, an algorithm maps the RNA 3D structures found 
in PDB to their secondary structure equivalents. Other algorithms then measure 
secondary structure similarity and pick 3D structure motifs from a specialized 
database, thus providing fragments from which an entire secondary structure and 
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3D structure of a given sequence can be assembled (80). This approach can be 
combined with or used separately from the specification of RNA secondary 
structure templates that will determine the sequences that will fold into some 
of the RNA building blocks.

Thus, the elements that comprise the final nanostructure design can be 
derived from database motifs, modeled motifs that may be derived from opti-
mized secondary structures, or motifs that merge sequence and structure from 
both protocols. The ultimate utility of the designed nanoparticles can only be 
determined by understanding the structure/function relationships that exist 
in the underlying RNA components and by having an understanding of the 
properties of RNA folding. The correct assembly of RNA-based nanoparticles 
requires both a fundamental understanding of the role that RNA plays in bio-
logical processes and an understanding of how these processes can be designed 
into functional nanoparticles.

5.5. Checking Stability and Dynamic Characteristics

Once the 3D coordinates of the individual building blocks and nanoparticles 
have been established, we can use molecular dynamics (MD), molecular 
mechanics (MM), geometric structural analysis, energetic analysis, and high-
temperature simulations to refine the structural characteristics and elucidate 
the stability, flexibility, and effect of environmental factors on the constructed 
entities. Described next are some of the tools for refining and determining these 
3D structural features.

5.5.1. Molecular Dynamics

The main purpose of molecular dynamics (MD) simulations is to describe 
molecular motions. MD is a technique in which the time evolution of the 
molecular system is followed by numerical integration of the equations of 
motion. The MD method can provide highly detailed information not accessible 
by other methods, including atomically resolved conformational changes and 
response to environmental and chemical changes, such as concentration of ions, 
high temperature, pressure, mutations, and chemical modifications. We have 
successfully used atomistic MD simulations to model, predict, and characterize 
structures and dynamic behaviors of various RNA molecules, such as the minimal 
telomerase RNA pseudoknot domain (79,81,82) and HIV kissing loops (83), for 
characterization of single-bulge motifs (84), to find the characteristics of the 
16s ribosomal RNA S15 binding site (85), and to determine the unfolding and 
folding characteristics of a tetraloop (86) and RNA nanoparticles.

Molecular dynamics makes possible the dynamic characterization and an 
exploration of the conformational energy landscape of biomolecules and their 
surroundings. Recent reviews outlined the successful use of MD simulations to 
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characterize a wide variety of nucleic acid structures (87–92). The limitations 
of MD simulations include the size of biomolecules and the relatively short 
simulation timescale, limited to several tens of nanoseconds. Most important, 
the reliability of MD depends on accurate force fields for both nucleic acids 
and solvent. Explicit solvent simulations are most accurate and can provide 
information on specific water and ion interactions; however, they are more 
computationally extensive. MD simulations can be significantly accelerated by 
treating the solvent with continuum dielectric methods. In this case, only the 
intrasolute electrostatics need to be evaluated (93,94). Even though implicit 
MD simulations are less accurate than simulations with explicit solvent, they 
not only permit much longer simulations and larger molecules but also provide 
a variety of sampled conformations. Considerable improvements in the force 
field have also been achieved, making simulations more reliable and accurate. 
The typical force field used for RNA molecules is ff99 (95). There are three 
major MD software packages generally used for RNA molecules: Amber (96), 
CHARMM (97), and NAMD (Nanoscale Molecular Dynamics) (98).

5.5.2. Molecular Mechanics

Molecular mechanics (MM) is a method to calculate the structure and energy 
of molecules based on nuclear motions. MM implements energy minimization 
methods to study the potential energy surfaces of different molecular systems. 
MM can also provide important energy-related information, such as the exis-
tence of energy barriers between different conformers or steepness of a poten-
tial energy surface around a local minimum. MD and MM are usually based 
on the same classical force fields and thus can be found in the same software 
packages. For example, the MM-PB(GB)SA module in Amber can be used to 
calculate the contributions of gas-phase and solvation free energies for snap-
shots of the MD trajectories. Total MM energies Egas; internal energies Eint (i.e., 
bonds, angles, and dihedrals); and van der Waals Evdw and electrostatic Eelec 
components can be determined. Moreover, the same module can help estimate 
the enthalpy for folding by calculating the energy difference between folded 
and coiled RNA structures with the same sequence. The enthalpies for folding 
can then estimated as ∆H = Etot folded − Etot coiled.

5.6. Structural Analysis

Groove widths, backbone torsion angles, and local basepair parameters (twist, 
tilt, roll, shift, slide, and rise) for each strand and stem can be analyzed by 
the program CURVES (99) and compared to standard A-RNA, B-DNA, and 
A-DNA triplex helical parameters (100). The standard A-RNA, B-DNA, and 
A-DNA triplex helices can be built using Insight II®.

Ptraj, a module in Amber, which can also be used as a standalone package, is 
useful for analyzing MD trajectories, including the calculation of bond angles; 
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dihedral angles; the root mean square differences between various structures; 
displacements, including atomic positional fluctuations; correlation functions; 
and many other features.

The evaluation of all of these features is extremely useful for determining 
the 3D structural characteristics of the designed nano-building blocks and 
nanostructures whether they are designed using the 3D motif, the secondary 
structure motif, or the mixed approach. However, one has to keep in mind that 
the nanoconstructs can ultimately be quite large. This may require significant 
computing power or the use of coarse-graining techniques to reduce the com-
binatorics of the calculations.

6. Summary of the Three-Dimensional and Secondary Structure 
Motif Protocols for RNA Nanostructure Design
6.1. Protocol for Three-Dimensional Motif RNA Nanostructure 
Design as Defined by NanoTiler

 1. Determine the shape of the RNA nanostructure desired.
 2. Specify the shape in the form of a 3D graph.
 3. Input the 3D graph coordinate file.
 4. Read the database of available building blocks (RNA junctions).
 5. For each vertex in the input graph, identify the junction from the building block 

database that results in the smallest fitting error.
 6. Generate double-stranded helices interpolating between the fragments.
 7. For randomly chosen vertices, attempt to exchange the used junction building 

blocks to reduce the fitting errors between the junction and the double-stranded 
helices that were generated to connect the neighboring junctions.

 8. Optimize sequences of the generated model strands (optional).
 9. Apply MM and MD to further refine the individual building blocks and the struc-

ture as a whole.
 10. Analyze the structural and functional characteristics of the nanostructure to ensure 

that they conform to the desired attributes.
 11. Iterate the procedure as necessary to optimize the desired structural characteristics.

Note that the user can specify the acceptable fitting errors for placing junc-
tions and generating interpolating stems. NanoTiler is used for steps 3–8.

6.2. Secondary Structure Motif Protocol

 1. Determine the shape of the RNA nanostructure desired.
 2. Specify the shape in the form of a 3D graph.
 3. Input the 3D graph coordinate file.
 4. Determine the secondary structure templates for the building blocks.
 5. Run the sequence optimizer to obtain the optimized sequences for the building 

blocks.
 6. Use RNA2D3D and other molecular modeling software to obtain the 3D coordi-

nates for the building blocks.
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 7. Apply MM and MD to further refine the individual building blocks and the struc-
ture as a whole.

 8. Analyze the structural and functional characteristics of the nanostructure to ensure 
that they conform to the desired attributes.

 9. Iterate the procedure as necessary to optimize the desired structural characteristics.

NanoTiler is used for steps 3–5.

6.3. Mixed Protocol

The mixed protocol involves the use of database structures when obtainable, 
and the prediction, optimization, and modeling of structural components if 
necessary. Molecular dynamics and mechanics should also be applied, includ-
ing analysis of the structural characteristics to ensure that they conform to the 
desired structural and functional attributes.

Fig. 4. An example of the workflow in the three-dimensional (3D) motif protocol for 
generating computer models of RNA nanostructures with NanoTiler and the RNAJunction 
database (30a). From an abstract 3D graph (a hexagon in this case), an algorithm scans for 
suitable building blocks in the RNAJunction database. Kissing-loop building blocks (a) 
or two-way junctions (c) have a 120° angle and can be placed at the graph vertices. The 
kissing-loop building blocks with a 180° angle (b) are placed in the middle of the graph 
edges. The three different hexagon RNA structures were built from a library consisting 
of only these three building blocks. Sticky tails have been added manually by editing the 
molecular structures.
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Fig. 5. Illustrated is a 7-ns molecular dynamics plot of the 120° kissing-loop motif shown 
in Fig. 4a (102). The plot depicts the root mean square deviation (RMSD) of the motif rela-
tive to its average structure. The plot is relatively flat, indicating a stable structure.

6.4. Example of RNA Nanostructure Design Using
the Three-Dimensional Motif Protocol With NanoTiler

Computer-assisted nanodesign can use a shape-based approach by which the 
desired shape guides the choice of the specific building blocks. As an example, 
we show how the computational methods described can be used for the design 
of an RNA hexagonal shape that is approximately 15 nm in diameter (101, 102). 
The building blocks shown here were derived from the RNAJunction database. 
Examples of this concept applied to the automatic model building of hexameric 
rings are shown in Fig. 4a–c. The figure shows that kissing loops can be placed 
either in the corners (graph vertices) or in the middle of stem regions (corre-
sponding to graph edges). These models have been generated with our newly 
developed software NanoTiler. Input to the program is a simple representation 
of the graph as well as a library of possible building blocks. The input graph 
consists of a hexagonal wire frame structure; the building block library consists 
of three elements: one two-way junction with a 120° angle, a kissing loop with 
a 120° angle, and a kissing loop (originating from the structure of the HIV 
dimer initiation site) corresponding roughly to a 180° angle between the con-
nector stems. The computation time to generate these models with NanoTiler 
was less than 5 min in each case. Figure 5 illustrates the use of molecular 
dynamics on the 120° kissing-loop motif shown in Fig. 4a. The results show 
that the motif is quite stable.
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Self-Assembly of Fused Homo-Oligomers 
to Create Nanotubes

Idit Buch, Chung-Jung Tsai, Haim J. Wolfson, and Ruth Nussinov

Summary
The formation of a nanostructure by self-assembly of a peptide or protein building block 

depends on the ability of the building block to spontaneously assemble into an ordered structure. 
We first describe a protocol of fusing homo-oligomer proteins with a given three-dimensional 
(3D) structure to create new building blocks. According to this protocol, a single monomer A 
that self-assembles with identical copies to create an oligomer A1 is covalently linked, through 
a short linker L, to another monomer B that self-assembles with identical copies to create the 
oligomer Bj. The result is a fused monomer A - L - B, which has the ability to self-assemble 
into a nanostructure (A - L - B)k. We control the self-assembly process of A - L - B by mapping 
the fused building block onto a planar sheet and wrapping the sheet around a cylinder with the 
target’s dimensions. Finally, we validate the created nanotubes by an optimization procedure. We 
provide examples of two nanotubes in atomistic model details. One of these has experimental 
data. In principal, such a protocol should enable the creation of a wide variety of potentially use-
ful protein-based nanotubes with control over their physical and chemical properties.

Key Words: Building block (BB); homo-oligomers; oligomerization domain; nanotube; self-
assembly; symmetry; unit-cell.

1. Introduction
Bionanotechnology is a new discipline that aims at designing novel 

 biomaterials and molecular devices, often via self-assembly. Its rich variety of 
applications include electronic devices, membrane channels, scaffolding tis-
sues, and  targeted drug delivery systems (1,2). The self-assembly process of 
biomacromolecules, such as protein domains, results in the increase of internal 
organization and the stability of the system. Consequently, large complexes 
may be formed that have a specific functionality or no functionality at all (3).
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The natural ability of protein domains to self-assemble can be exploited 
to predict, design, construct, and validate novel molecular structures (4–7). 
During the past few years, there have been numerous reports describing the 
use of natural and artificial peptides to create nanostructures (8,9). Due to 
rapid development of peptide synthesis and molecular engineering techniques 
(10,11), the self-assembly of peptide chains can become a favorable route to 
obtain nanostructures, particularly those consisting of single or associated 
tubes, vesicles, or fibers. Computations are increasingly becoming a major tool 
in bionanotechnology and nanostructure design to obtain accurate measure-
ments and allow better comprehension. Advanced computational tools, such as 
fast simulation methods and efficient modeling algorithms, as well as a constant 
growth and enrichment of data that can be retrieved from protein databases can 
considerably accelerate the design process, ruling out unlikely models. The 
ultimate goal of computational design is that the top-ranking candidates passed 
to experiment will be valid with a high chance of occurring in the test tube. 
Although a range of methods have been devised for engineering nanostructures 
from naturally occurring peptides (or proteins), very few general strategies for 
such a construction toward different architectures and symmetries arose.

In 2001, Padilla et al. described a general approach for engineering 
self-assembling nanostructures by combining naturally symmetric protein 
components (12). The method is based on the fact that many natural proteins 
were formed as a result of a self-association of protein domains through nonco-
valent interactions. Proteins made of two monomers (dimers), three monomers 
(trimers), or even four monomers (tetramers) are relatively common. These 
natural proteins are referred to as oligomerization domains. Following spe-
cific geometric rules, two oligomerization domains are connected covalently, 
through a short linker, into a single larger molecule called a fusion protein. 
Hence, a fusion protein is made of three segments, with those segments at both 
ends having a strong tendency to associate with other copies of themselves (see 
Fig. 1). As a consequence of this design, the fusion protein self-assembles with 
many identical copies of itself into a symmetric object, referred to as a pro-
tein nanohedron. A vast range of nanohedral structures can be designed, such 
as cages, shells, unbounded layers, or filaments. Each may be referred to as an 
architectural class. Within each architectural class, several different symme-
tries may be possible. Every such symmetry has a unique construction rule.

Another general strategy for constructing a nanostructure computationally 
was published by Tsai et al. (13). The strategy involves optimal mapping of 
candidate protein building blocks onto the nanostructure shape. The result 
is a full atomic model of the protein nanostructure. The mapping technique 
describes the construction of the simplest architecture — the nanotube; the tube 
construction procedure involves wrapping a planar sheet onto a tube surface. 
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If the arrangement of the building block has a two-dimensional (2D) repeat-
ing pattern, then a planar sheet can be shaped by a repeating 2D lattice that is 
described by three lattice constants {a, b, γ}. An additional two integers {n1,n2} 
define the wrapping of the planar sheet onto the tube surface, where n1 defines 
the number of cells needed for wrapping a full round of the tube, and n2 defines 
the number of cells shifted after a complete round. Figure 2 illustrates the five 
parameters. The tube structure is optimized using CHARMM 22 force field 
(14) and a local optimization method.

In this work, we combine the two strategies (12,13) to computationally 
design a prespecified shape, the nanotube; first, we define a set of symmetries 
of a 2D lattice cell. The lattice cell will eventually wrap around a cylinder sur-
face. Then, for each lattice symmetry, we judiciously select homo-oligomers 
from the Protein Data Bank (PDB) (15) according to a defined set of criteria, 
as described in Subheading 2. To construct a fused protein as a building block, 
we first define a protocol for the selection of a specific linker that links two 
oligomerization domains and proceed to establish a method for connecting it 
to these domains. Next, we optimize the constructed cell by using CHARMM 

Fig. 1. The design strategy of fusion proteins that assemble into symmetric nano-
structures. (a) The semicircles represent a natural dimeric protein, whereas the triangle 
represents a natural trimeric protein. The symmetry axes of the oligomers are shown. 
(b) The two natural monomers, referred to as oligomerization domains, are linked 
through a short linker to create a single fusion protein. The linkage of the oligomeriza-
tion domains may produce two distinct geometries. (c) The designed fusion protein 
self-assembles into a nanostructure. The geometry of the nanostructure depends on 
the symmetry axes of its fusion proteins’ oligomerization domains. As a result, a 
molecular layer is formed from the fusion protein like the one illustrated at the left in 
b. (Reproduced from ref. 12 with permission.)
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force field 22 and a local optimization method. The fused protein and its lattice 
symmetry define the exact values of the lattice constants {a, b, γ}. To complete 
the construction procedure, we wrap the cell as a planar sheet around a cylinder, 
optimizing the wrapping constants n1 and n2. The construction of the cylinder 
leads to an atomic model of the protein nanotube. To verify the model’s stabil-
ity, we optimize it using the same optimization procedure. Two examples of 
nanotubes are presented; one was first observed experimentally, and subse-
quently was constructed computationally by Tsai et al. in ref. 13.

2. Methods
To create a nanotube, we wrap a planar sheet around a cylinder, at least 

one full round. To create a planar sheet, we construct a single 2D unit cell 
from one or more building blocks. This unit cell has a specific symmetry. The 
cell parameters {a, b, γ} are therefore set a priori by its symmetry and by the 
dimensions of its building block. The wrapping constants {n1,n2} are optimized 
during the tube construction. Therefore, given the cell parameters and the wrap-
ping constants, we can calculate the diameter of the tube. In other words, the 
tube construction procedure enables the calculation of the tube’s diameter for 
any doublet {symmetry, building block}. Hence, to construct a nanotube with 
a given diameter, the appropriate doublet of {symmetry, building block} can 
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Fig. 2. The two-dimensional (2D) lattice wrapping system. The 2D lattice is high-
lighted with the angle g between the two axes a→ and b→. This sketch is an example of 
wrapping with the parameters (n1 = 7, n2 = 4). (Adapted from ref. 13.)
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be selected from a prepared database of such doublets. In Subheading 2.1., we 
list representative lattice symmetries that were used for constructing a nanotube 
from fused oligomerization domain building blocks.

2.1. The Main Lattice Symmetries

Figure 3 illustrates symmetric schemes of a unit cell made of fused oligomer-
ization domain building blocks. The oligomers that build a lattice cell include 
dimers, trimers, tetramers, and hexamers. The various illustrated schemes impose 
the following constraints on the composition of the fused building blocks:

 1. Only homo-oligomers can be selected.
 2. Only one binding linker must be selected for each nanotube system.
 3. All the homo-oligomers consisting of the same number of monomers (dimers/ 

trimers/etc.) that are selected for a specific nanotube system must be identical.

As a result of these constraints, we can draw an important conclusion: A single 
nanotube system that conforms to the illustrated schemes of lattice symmetries 
can be constructed from the same building block only

Fig. 3. The symmetries of a two-dimensional (2D) unit cell built from fused oligo-
merization domain building blocks. Every circle represents an oligomer, and a thick 
line within a cell represents a linker.
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The illustrated schemes also impose constraints on the parallelism of the 
selected oligomers. Two identical monomers A1 and A2 are considered parallel if
Distance (A1 :N-terminus, A2 :N-terminus) < Distance (A1 :N- terminus, A2 :
C-terminus).

Table 1 describes the properties of the symmetry schemes in detail.

2.2. The Construction of a Fused Oligomerization Domain

As described by Padilla et al. (12), to construct a fused oligomerization domain 
experimentally, the gene of one of the oligomers is amplified from a plasmid 
using polymerase chain reaction (PCR), and its DNA is extended using primers 

Table 1
Properties of the Two-Dimensional Unit Cells Shown in Fig. 3

 Symmetry  Oligomers   Building  
Subfigure of cell in cell Parallelism blocks Comments

(a) C4 4 dimers Antiparallel 1 Building
      block is 
      cyclic; both 
      termini of 
      the dimers 
      are linked

(b) C4 4 tetramers Tetramers  4 —
  4 dimers and dimers
   have identical 
   parallelism

(c) P6 2 trimers Trimers are  6 Scheme is also
  5 dimers parallel   presented in
      Fig. 1

(d) C2v 12 dimers Parallel 4 All building 
      blocks are 
      cyclic; all 
      termini are 
      linked

(e) P6 4 hexamers Dimers and  6 Parallelism 
  5 dimers hexamers have   constraint is 
   identical   imposed by 
   parallelism   the 1–4, 2–5,
      and 3–6 
      hexamer links
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to include the linker’s residues. This DNA is digested and ligated into a vector 
containing the gene of the second oligomer, and the resulting DNA is expressed 
in bacteria cells.

The above procedure can only be used to construct a noncircular protein. To 
construct a circular fused oligomerization domain experimentally (as shown 
schematically in Fig. 3a), the Fmoc (9-fluorenylmethoxycarbonyl) solid-phase 
peptide synthesis (SPPS) technique can follow the procedure to circulate the 
constructed fused oligomerization domain, as described in ref. 9.

Here, we define a protocol for the construction of a fused oligomerization 
domain computationally. The following subheadings describe our protocol’s 
three main stages: selecting oligomers, selecting a linker, and covalently attach-
ing the linker to the oligomers.

2.2.1. Selecting Oligomers

The following oligomer selection procedure was used:

 1. All the oligomers were selected from the PDB (15). The selection criteria were:
 a. The oligomer must be a homo-oligomer.
 b. The parallelism is the one defined by Table 1.
 c.  The chain size must be small, for example, fewer than 50 residues. The chain 

size has a major effect on the computational times and resources required for 
the validation procedures.

 d.  Preferences: (1) The method of protein structure determination is X-ray dif-
fraction to obtain the highest accuracy of the structure. (3) There are no miss-
ing atoms and residues in the structure.

 e.  According to ref. 12, the secondary structure at the termini of the two mono-
mers A and B must be α-helix. To link both termini by a rigid linker, it is nec-
essary to choose a short α-helical linker so that all three α-helices will bind to 
create a single long, rigid α-helix. In our protocol, the secondary structure of 
the end residues at the termini of the monomers as well as the linker that links 
them together may have any secondary structure.

 2. To obtain a complete atomic model of the selected oligomer, all the missing 
hydrogen atoms were added using the CHARMM 22 force field.

 3. A local energy minimization method was run, in explicit water, using NAMD 
(Nanoscale Molecular Dynamics) (16). The objective was to stabilize the protein 
structure before we begin the actual fusion process.

2.2.1.1. MODELING MISSING RESIDUES

In case the selected oligomer has missing residues and the number of residues 
in its monomers is different, there is a need to equalize the number of resi-
dues in all the monomers. Since the selected proteins are homo-oligomers, the 
sequences of all the monomers are the same. Hence, we can model the missing 
residues of the short monomers by the same residues of the longest monomer. 
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To model the missing residues, we run MultiProt, an algorithm that detects 
multiple structural alignments of protein structures (17).

2.2.2. Selecting a Linker

To link the C-terminus of one oligomer with the N-terminus of the second 
oligomer, an appropriate linker must be selected. The linker must:

 1. Separate the oligomers and avoid steric clashes between them.
 2. Be short (i.e., less than 12 residues long) to maintain the stability of the fused 

building block.
 3. Bind to both termini of the oligomerization domains with favorable dihedral 

angles according to the predicted secondary structure of the residues at both ter-
mini and the linker itself.

 4. Be flexible, as opposed to the rigidity required by ref. 12. The flexibility of the 
linker ensures the ability to control the self-assembly process of the fused building 
blocks into a lattice cell with specific symmetry.

The following selection procedure was defined:

 5. Get the sequence of five residues from the C-terminus of a monomer from oligo-
mer A(an−4…an) and the five residues from the N-terminus of a monomer from 
oligomer B(b1…b5).

 6. Use the FASTA algorithm for pairwise sequence alignment (18) against the 
National Center for Biotechnology Information (NCBI) PDB structures (15) with 
the following sequence (in FASTA format): an−4…an (*)k b1…b5, where k is the 
number of residues allowed between the sequence of A and the sequence of B. 
From our experience, and according to the above-listed constraints, k must be in 
the range of [3,10]. Using a pairwise sequence alignment approach to select the 
linker ensures that there already exists a sequence of amino acids in nature that 
links a subset of the C-terminus residues from oligomer A with a subset of the 
N-terminus residues from oligomer B.

 7. For all ks find the solution with the highest Smith-Waterman score (19) such that 
residues from A and residues from B are aligned.

 8. Obtain the linker of k + 2 residues from the selected protein. The k + 2 resi-
dues include the linker and one additional residue on each terminus of the 
 oligomerization domain. These additional residues will be used for the binding 
procedure.

2.2.3. Binding the Linker to the Oligomers

Since the linker was obtained using a pairwise sequence alignment algorithm, 
the two additional residues at the selected linker’s termini are similar/identical 
to the residues an and b1 of the corresponding oligomers A and B. Hence, the 
selected linker can be linked to both oligomers using the backbone orientation 
of its k residues with both terminal amino acids. Following is a general proce-
dure for binding two oligomers A and B through one linker:
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 1. Prepare the C-terminus of monomer A, the N-terminus of monomer B, and both 
termini of the linker for a peptide bond formation. That is, remove two hydrogen 
atoms from the N-terminus and an oxygen atom from the C-terminus.

 2. Transform the linker to the location of the C-terminus of monomer A. Delete the 
redundant residue from monomer A or the linker.

 3. Transform monomer B’s N-terminus to the current location of the C-terminus of 
the linker. Delete the redundant residue from the linker or from monomer B.

 4. Run a local minimization algorithm on the fused oligomerization domains, in explicit 
water, applying harmonic restraining force on the oligomers. The purpose is to solve 
any side-chain clashes that might have arisen as a result of the binding procedure and 
at the same time retain the conformation preferences of each fused oligomer.

The building blocks that comprise the lattice cell can be cyclic (as illustrated in 
Fig. 3a). A cyclic fused oligomerization domain is comprised of four oligomers and 
four linkers, whereas a noncyclic fused oligomerization domain is comprised of two 
oligomers and one linker only. To construct a cyclic peptide from monomers A1, A2, 
A3, and A4 and linkers l1, l2, l3, and l4, we must ensure that in chain A1l1A2l2A3l3A4l4 
the C-terminus of l4 will bind to the N-terminus of A1. Therefore, the procedure for 
constructing a cyclic fused oligomerization domain is as follows:

 1. Prepare the termini of monomers A1…A4 and the termini of the linkers l1…l4 for 
a peptide bond formation.

 2. Place the monomers A1…A4 on the x-y plane such that the distance between con-
sequent termini will fit the length of the linker. The center of mass of all oligomers 
should also reside on the x-y plane.

 3. Place the linkers such that their termini will fit the termini of the consequent 
monomers. Delete the redundant residues from the monomers or the linkers.

 4. Run a local minimization algorithm on the cyclic fused oligomerization domain, 
in explicit water, applying harmonic restraining force on each oligomer.

2.3. Constructing a Unit Cell and Building a Nanotube

To construct a unit cell, it is necessary to place all its building blocks in their rela-
tive position according to the chosen scheme (Fig. 3). Therefore, once the first 
building block is constructed, the other building blocks are duplicated and trans-
formed according to the location of the unbound monomers of the oligomers.

Finally, given the lattice cell parameters {a, b, γ} as derived from the cell 
symmetry, the set of wrapping parameters {n1,n2}, and the constructed unit 
cell from the fused oligomerization domains, the protein nanotube can be con-
structed as follows:

 1. Register all the cells according to the portion of the tube that is specified to be 
built.

 2. Iteratively generate the coordinates for each registered cell using the tube-wrap-
ping transformation as described in ref. 5.
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2.4. Validation Procedures

The process of self-assembly of fused oligomerization domains to create a 
nanotube takes place in a solvent, and so it is clearly important to consider how 
the solvent affects the behavior of the system. The solvent does not directly 
interact with the fused building blocks, but it provides an environment that 
strongly affects the behavior of the tube. Therefore, it is not necessary to model 
the solvent molecules. Currently, we optimize the tube by a conjugate gradient 
minimization, in vacuum, without applying any harmonic force restraints. In 
the near future, we plan to run MD simulations with implicit water to validate 
the stability of the nanotube.

2.5. Results

We present two examples of different lattice symmetries.

2.5.1. P6 Symmetry of Dimers and Trimers

We constructed a nanotube of a P6 symmetry lattice cell comprised of 
dimers and trimers. Figure 3c illustrates the corresponding 2D scheme. 
Each building block is a fusion of the GCN4-Pvsl coiled-coil trimer crystal 
structure (20), PDB code 1ij3, with a designed p53 dimer nuclear magnetic 
resonance (NMR) model (21), PDB code 1hs5. Each monomer of the trimer 
is a helix, and all the helices are parallel. Since in the atomic model chain A 
has 32 residues whereas the other two chains have 31 residues and the last 
residue of chain A is modeled inaccurately (the dihedral angles do not fit the 
Ramachandran plot), we picked the first 31 residues in all three monomers. 
For the dimer, we selected the first atomic model among the NMR models. 
Each monomer taken from the trimer was linked to the monomer from the 
dimer through a linker of four residues, HRQE, cut from the crystal structure 
of PDB code 1kj8 (22). The linker was obtained using the FASTA pairwise 
sequence alignment (18). The complete constructed cell was slightly manipu-
lated so that each dimer will reside on the x-y plane and the trimer’s N-ter-
mini will stick out of the x-y plane. This structure was then optimized using 
the NAMD local minimization algorithm while applying harmonic force 
restraints on all dimers and trimers (16).

The constructed cell is shown in Fig. 4a. To construct a tube, we used 
lattice constants {120.0 Å, 120.0 Å, 120.0°} and tube wrapping constants 
{8, 2}. Hence, the tube radius is 137.72 Å. The constructed tube is shown in 
Fig. 4b. The geometry of the system implies that the N-termini of the trimer 
can be used as connectors to external molecules, such as ligands of specific 
receptors.
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Fig. 4. (a) The unit cell of the Gcn4-Pvsl coiled-coil trimer fused with a designed 
P53 dimer. The symmetry of the lattice is P6, and the scheme is illustrated in Fig. 
3c. Both trimer and dimer are parallel. The dimer’s helices reside on the x-y surface, 
whereas the trimer’s N-termini stick out. The geometry of the system implies that the 
trimer’s helices can be used as connectors to external molecules, such as ligands of 
specific receptors. Each of the six chains is a different gray color. (b) Nine copies of 
the trimer-dimer cell, with wrapping parameters n1 = 8, n2 = 2.
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2.5.2. P6 Symmetry of Dimers and Hexamers

We briefly present the construction of the HIV-1 CA (Capsid) protein tube. This 
example corresponds to the scheme illustrated in Fig. 3e, and its construction 
was thoroughly discussed by Tsai et al. in ref. 13.

The CA protein from HIV-1 has an atomic model in which it is arranged in 
approximate P6 lattice symmetry (23). The structure is made of a hexameric 
ring, which is the outcome of the association between the six N-termini of 
the monomers; a dimerization of two C-termini connects each ring to its six 
neighboring rings. The hexameric ring is shown in Fig. 5a. In the CA protein 
nanotube construction, the initial structure of the CA protein was taken from 
the crystal structure (24), PDB code 1e6j, chain P. The tube was constructed 
according to the electron microscopic (EM) images with lattice constants 
{108.0 Å, 108.0 Å, 120.0°} and two wrapping constants of {12, 1}. Hence, its 
outer radius was 198.23 Å. The crystal coordinates were manipulated, translat-
ing and rotating the molecules to form a hexameric ring. The tube is shown in 
Fig. 5b with nine copies of the hexameric ring.

Fig. 5. (a) The structure of the HIV-1 CA protein tube. (Adapted from ref. 13.). The 
initial conformation of the hexameric ring with the N-termini sitting on the outer wall 
of the tube. Each CA monomer is highlighted in a different gray color. The ring is con-
nected by a 12-helix bundle with 2 helices contributed from each N-terminus. 
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3. Note
 1. If a selected protein structure was determined by NMR, the first model is selected.
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Replica Exchange Simulations of Self-Assembling Peptides

Giovanni Bellesia, Sotiria Lampoudi, and Joan-Emma Shea

Summary
Self-assembling peptides can serve as building blocks for novel biomaterials. Replica 

exchange molecular dynamics simulations are a powerful means to probe the conformational 
space of these peptides. We discuss the theoretical foundations of this enhanced sampling method 
and its use in biomolecular simulations. We then apply this method to determine the monomeric 
conformations of the Alzheimer amyloid-β(12–28) peptide that can serve as initiation sites for 
aggregation.

Key Words: Alzheimer amyloid-β peptide; biomaterials; conformational space sampling; 
molecular dynamics simulations; replica exchange algorithm.

1. Introduction
The self-assembly of normally soluble proteins or peptides into aggre-

gate nanostructures is a process that is typically triggered in the cell under 
pathological conditions (heat shock, excessively high concentrations, etc.) 
(1). The end product of aggregation is often a highly ordered fibrillar struc-
ture, enriched in β-sheet content (2,3). The presence of these fibrils, known 
as amyloid fibrils, is a hallmark of a number of neurodegenerative diseases, 
including Alzheimer’s disease and Parkinson’s disease (4). Interestingly, 
recent experiments suggested that even non-disease-related proteins can 
aggregate and form fibrils with a striking similarity to those produced by 
pathogenic proteins (5). Even protein fragments and small peptides can form 
fibrils (6). The implication of this finding is that aggregation is an inherent 
property of polypeptide chains.
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An intriguing application of peptide aggregation lies in the field of biomate-
rials. Indeed, peptides capable of aggregating into ordered fibrils could serve as 
building blocks for novel nanoscale biomaterials (7). These nanostructures can 
be used in a number of applications, including drug delivery, biological surface 
engineering, as well as scaffolding for tissue repair, cell proliferation and dif-
ferentiation, and templated assembly of metal nanowires (8–14).

To design biomaterials with specific properties, it is essential to understand 
the process of self-assembly. In particular, it is important to characterize the 
nature of the monomeric, unassembled states of these peptides and to determine 
from which conformations aggregation is initiated. In general, aggregating 
peptides do not possess a unique folded state but rather appear to be mostly 
unstructured, only populating a small fraction of ordered states. These differ-
ent monomeric species could serve as different initiation sites for aggregation 
and give rise to different aggregation intermediates and hence to different fibril 
morphologies. The monomeric states of aggregating peptides are notoriously 
difficult to study experimentally as these peptides tend to form clusters below 
the concentrations required for nuclear magnetic resonance (NMR) studies 
(15). Moreover, ensemble-averaging experimental techniques (such as NMR) 
may not be appropriate for detecting structured conformational ensembles with 
low population.

Computer simulations offer a means of probing the conformation space of 
peptides at a level of atomic resolution often exceeding experimental capa-
bilities (16–24). They are invaluable complements to experiment, allowing 
direct access to the entire conformational space sampled under a given set 
of conditions. In this chapter, we describe the use of molecular dynamics 
(MD) simulations to study the monomeric state of aggregating peptides. 
We focus on the use of an enhanced sampling technique known as replica 
exchange (REx) molecular dynamics. Because peptides tend to have energy 
landscapes dominated by high barriers and deep minima, the use of efficient 
sampling techniques (as opposed to a conventional constant temperature MD 
simulation) is essential to obtain a correct statistical description of confor-
mational space.

We begin in Subheading 2. with a presentation of the theoretical foun-
dations of MD and REx MD simulations. We include a pseudocode of an 
REx algorithm so that the reader can implement REx into an existing MD 
program. In Subheading 3., we describe the steps needed to carry out an 
REx simulation for a peptide in explicit solvent. An example is given for the 
simulation of the 12–28 fragment of the Alzheimer amyloid-β peptide (23). In 
Subheading 4., we elaborate on specific points and discuss alternate simula-
tion approaches.
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2. Materials
2.1. Theoretical Background

2.1.1. Molecular Dynamics Simulations

Molecular dynamics (MD) is a simulation method that can be used to deter-
mine the equilibrium and transport properties of classical many-body systems 
(25–31). For a system of interacting atoms or molecules, MD simulations 
follow and specify the time evolution of the system by numerically solving 
Newton’s equations of motion under a given set of boundary conditions. For a 
classical system of N particles with positions and velocities denoted by the 3N-
dimensional vectors, (r1(t), …, rN(t)) and (u1(t), …, uN(t)), the corresponding 
Newton equations of motion are

 m i Ni i i
��r F= ∀ ∈, [ , ]1  (1)

where mi and Fi are the mass of particle i and the force on particle i, respectively.
For conservative forces,
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ri
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where K is the kinetic energy, V (r1, …, rN) is the potential energy, and E is the 
total energy.

The latter is a conserved quantity:

   = 0
∂
∂
E

t
 (4)

The interatomic potential energy V (r1, …, rN) is given by an empirical 
potential. This is an analytical expression, typically a sum of pairwise terms in 
which the pair energy is a function of the interatomic distance (see Note 1).

A typical example of an empirical potential used in MD simulations has the 
following form (32) (see Note 2):
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where Kb, Kθ, Kχ, and Kφ are the bond, angle, dihedral angle, and improper 
dihedral angle energy constants, respectively; b, θ, χ, and φ are the bond length, 
bond angle, dihedral angle, and improper torsion angle, respectively, with the 
subscript zero representing the equilibrium values for the individual terms. 
Coulomb and Lennard-Jones 6–12 terms contribute to the nonbonded interac-
tions; ∈ is the Lennard-Jones well depth, and σ is related to the Lennard-Jones 
minimum distance by the equality rmin = 2

1
6 s . The various terms in the empirical 

potential (bond constants, etc.) are parameterized from first principles calcula-
tions or fit to experimental data.

The physical state of the system of interest at any time t is fully specified by 
solving Eqs. 1 and 2 with V (r1, …, rN) defined in Eq. 5.

Newton’s equations of motion (Eq. 1) are second-order ordinary different 
equations (ODE) in the variable t. They are solved numerically using integra-
tors or maps. These involve time-stepping algorithms (33) in which solutions 
to Newton’s equations of motion are calculated at subsequent times ti+1 = ti + ∆t 
where ∆t is the time step (see Note 3).

2.1.2. Statistical Mechanics

Statistical mechanics provides the link between the microscopic information 
obtained from MD simulations and the desired macroscopic thermodynamic 
properties of the system of interest (34,35).

For a system of N particles, a microstate is defined as a point in the 6N-
dimensional phase space:

 x p p r r= ( , , , , , )1 1… …N N  (6)

where pi = mir
•

i is the momentum of particle i (see Note 4).
At thermodynamic equilibrium (34–36), the macroscopic state of this same 

system is characterized by a fixed number of thermodynamics parameters, such 
as the number of particles N, the total energy E, the volume V, the pressure P, 
or the chemical potential µ. An extremely large number of microscopic states 
(6N–dimensional vectors, i.e., points x in phase space) are consistent with 
these fixed thermodynamics parameters. The collection of such microscopic 
states describes a particular type of statistical ensemble. Ensembles used in MD 
simulations include the microcanonical ensemble in which the total number of 
particles N, the volume V, and the energy E are held constant (NVE ensemble) 
(see Note 5), the canonical ensemble (NVT fixed), and the NPT–ensemble, in 
which N is fixed and the system is kept at constant temperature and pressure 
by contact with a thermostat and an external barostat, respectively (see Notes 
6 and 7).

Given an ensemble of points (microscopic states) in the phase space, we 
define the probability density (or probability distribution) in the phase space 
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r(x, t) such that, at any time t, r(x, t)dx is the probability of observing a sys-
tem in the phase space volume element dx. At thermodynamic equilibrium, the 
probability density is stationary, that is, δr(x, t)δt = 0 and r(x, t) = r(x).

The ensemble average for a generic thermodynamic observable (physical 
quantity) A(x) is given by:

 A d A= ∫ x x x( ) ( )r  (7)

The same thermodynamic observable can be calculated as a time average 
(over a time tf) along the trajectory of the system in phase space:

 A
t

dtA t t
f

= ∫1
( ( ), ( ))p r  (8)

The ergodic hypothesis states that a system, after a sufficiently long time, 
will visit all possible phase space points consistent with the fixed thermody-
namics parameters. In addition, the time that the system will spend in a region 
of the phase space will be proportional to the probability density in that region. 
The ergodic hypothesis establishes the equivalence between ensemble average 
and time average as follows:

 t tf f
A A→∞ =lim  (9)

In the most basic formulation of MD, Newton’s equations are solved numeri-
cally, and a succession of dynamical states is generated in accordance with the 
probability density of the microcanonical ensemble. The ensemble average in 
Eq. 7 can then be replaced by the trajectory average in Eq. 8 by invoking the 
ergodic hypothesis. As a result, several thermodynamic observables can be cal-
culated as time averages over the simulation time length.

2.2. The Replica Exchange Algorithm

Molecular dynamics simulations of complex biomolecular systems at low 
temperatures tend to get trapped in multiple metastable states associated with 
local free-energy minima. Several enhanced sampling methods have been 
developed in recent years for improving the phase space sampling at low tem-
peratures (see Note 8).

We focus here on the REx method, which has been successfully applied to 
simulations of biomolecular systems with rough energy landscapes (37–39).

The REx method relies on the construction of a generalized ensemble com-
posed of M noninteracting replicas of the system of interest. The mth replica 
is in contact with its own heat reservoir and has an inverse temperature of 
bm

mk T
=

1

B

 and a canonical probability distribution in configuration space:
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 r b b( , ) ( )c c
m m

Vm m∝ e−  (10)

where cm describes the system’s confi guration, and V(cm) is the potential 
energy.

A state (configuration) of the generalized ensemble is then specified by the 
set C = {c1, c2, …, cM} and the probability distribution

 r b r b( , ) ( , )C c∝
=

∏ m m
m

M

1

 (11)

where b = {b1, b2, …, bM} spans over a range including both high and low 
temperatures.

The REx method involves running equilibrium MD simulations in the gen-
eralized ensemble as follows: (1) Each replica is simulated simultaneously and 
independently under canonical conditions for a given number of MD time steps. 
(2) The configurations of pairs of replicas at neighboring inverse temperatures 
are exchanged with a given probability. It can be easily shown that, to ensure 
that the equilibrium probability distribution ρ(C, β) will be approached, a cor-
rect choice for the exchange probability is (39)
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where ∆ = (bn − bm)(V(cn) − V(cm)).
The iteration of the entire exchange process (1 and 2) enables the various 

replicas to traverse the entire range of temperatures, so that replicas at low tem-
peratures can easily escape from local minima. More generally, the exchange 
process increases the thermalization of every single canonical simulation. As a 
result, each replica will approach its canonical probability distribution.

The MD trajectories generated at different temperatures via the REx method 
may be combined using reweighting techniques such as the weighted histogram 
analysis method (WHAM) (40). Average values and fluctuations of different 
thermodynamic observables can be calculated over a given range of tempera-
tures. Moreover, application of the WHAM equations on MD-REx data allows 
the accurate calculation of the potential of the mean force (PMF; see Note 9) 
along one or two reaction coordinates (41) (PMF profiles and PMF contour 
plots, respectively).

We present here a pseudocode for the REx algorithm. In this protocol, each 
node must maintain the following variables:

tempByRank[]: an array of temperatures, indexed by the rank of the node operating at 
that temperature, that is, tempByRank[i] == T, means that node i is operating 
at temperature T in the current iteration
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tempByOrder[]: an array of temperatures indexed by their ascending order, that 
is, tempByOder[j] == T, means that the jth temperature, in ascending 
order, is T

myTempOrder: a scalar holding the location of the temperature at which the node is 
operating in the tempByOrder array, that is, node n has myTempOrder == 
k means that node n is operating at temperature tempByOrder[k]in the cur-
rent iteration

The invariant condition, which must be satisfied for all n at each 
iteration of the algorithm, is tempByOrder[myTempOrder] == 
tempByRank[n].

Lines beginning with // are comments. The pseudocode, which is identical 
for each node in a parallel program using message passing interface (MPI) 
communication (42), is as follows:

// initialize my rank
myRank = MPIGetRank();
// initialize physics from program input
// initialize tempByRank and tempByOrder from program input 
tempByRank[] = INPUT
tempByOrder[] = INPUT
// set temperature and myTempOrder
myTemp = tempByRank[myRank]
myTempOrder = myRank;
// main loop
for(iteration = 0; iteration < max; iteration++){
// do physics
// do replica exchange
neighborRank = FindNeighbor(myTempOrder, iteration%2);
neighborTemp = tempByRank[neighborRank];
if( neighborRank != False ){
// communicate energies
// even rank neighbor sends first, odd receives and then
they swap
if( (myTempOrder%2) == 0){
MPISend(myPEnergy, neighborRank);
neighborPEnergy = MPIReceive(neighborRank);
} else {
MPISend(myPEnergy, neighborRank);
neighborPEnergy = MPIReceive(neighborRank);}
// compute swap decision, symmetrically
if( SwapDecision(myPEnergy, neighborPEnergy) ){
// find location of my new temp in tempByOrder
for(i = 0; i < numprocs; i++){
if(tempByOrder[i] == neighborTemp){
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myTempOrder = i;}}
// update temperature
myTemp = neighborTemp;
tempByRank[myRank] = neighborTemp;}}
// now share new tempByRank among everyone
for( i = 0; i < numProcs; i++){
MPIBroadcast( tempByRank[i], i);}
}
function FindNeighbor(myTempOrder, cycle){
if( cycle == 0){
// on even cycles do 0–1, 2–3, …
if( (myTempOrder%2) == 0 ){
neighborOrder = myTempOrder+1;
} else {
neighborOrder = myTempOrder-1;}
} else {
// on odd cycles do 1–2, 3–4, …
if( (myTempOrder%2) == 0 ){
neighborOrder = myTempOrder-1;
} else {
neighborOrder = myTempOrder+1;}}
if( (neighborOrder < 0) || (neighborOrder > = numProcs)){
// if neighborOrder is out of bounds, return False
return False;}
neighborTemp = tempByOrder[neighborOrder];
// search through tempByRank for neighborTemp
for(i = 0; i < numProcs; i++){
if( tempByRank[i] == neighborTemp ){
return i;}}}
function SwapDecision(myPEnergy, neighborPEnergy){
// return True if the swap should be performed, False 

otherwise
}

See Notes 10–14.

2.3. Principal Components Analysis

The three-dimensional conformation of a protein arises from the mutual 
arrangements of quasi-rigid secondary structures and domains connected by 
flexible loops (43). The relative coordinates of these quasi-rigid elements define 
a subspace containing a reduced number of so-called collective coordinates. 
These collective coordinates can describe the large-scale collective motion (see 
Note 15) and conformational changes of a protein (44).

Principal components analysis (PCA) is one of the best-available methods for 
extracting collective coordinates from MD simulations (44–46) (see Note 16). 
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PCA is performed by diagonalizing the variance–covariance matrix B with ele-
ments that are defined as follows:

 B x x x xij i i j j≡ −( ) −( )  (13)

where the averages are over the instantaneous structures sampled during the 
simulation, and xi is a mass-weighted atomic coordinate. A set of eigenvalues 
and eigenvectors is obtained by solving the standard eigenvalue problem:

  (14)

where Ξ is the diagonal eigenvalue matrix, and W is the eigenvector matrix 
with an ith column that represents the axis of the ith collective coordinate in the 
conformational space. The eigenvalue Ξi represents the mean square fluctuation 
(MSF) along this axis.

Functionally relevant motions in proteins are related to a few collective 
coordinates, namely, the ones with the highest values of the eigenvalues Ξi 
(highest MSF). Therefore, the projection of the PMF (see Note 9) on these 
relevant collective coordinates is useful to relate free energy with a protein’s 
conformational changes.

3. Methods
We describe an implementation of an REx MD simulation applied to the 

12–28 fragment of the Alzheimer amyloid-β peptide (23).

 1. A force field, solvent model, and simulation program must be chosen. In this 
example, we use the OPLS force field (47), TIP3P Water model (48), and the 
GROMACS software (49–51) (see Notes 17–19).

 2. The initial coordinates of a peptide can be obtained from the Protein Data Bank 
(www.pdb.org) or an extended all-trans conformation can be built if no NMR or 
X-ray crystal structures are available. In this example, we construct an extended 
conformation based on the amino acid sequence VHHQKLVFFAEDVGSNK.

 3. The peptide must be solvated in a box of water. Here, we solvate the peptide 
in a cubic box filled with 7059 TIP3P (48) water molecules. The length of the 
simulation box (60.4 Å) was determined in short constant pressure simulations at 
T = 280 K, which were equilibrated at a physiological external pressure of 1 atm 
(see Note 20).

 4. Protonation states of all titrable residues must be set appropriately. Here, we set 
them to fit neutral pH levels, giving a zero total charge for the system.

 5. To use a longer simulation time step of 2 f s, covalent bonds between heavy atoms 
and hydrogen were held constant (in the GROMACS protocol using the SETTLE 
algorithm; 52) (see Note 21).

 6. Nonbonded Lennard-Jones interactions were tapered starting at 7 Å and extending 
to 8 Å cutoff. Neighbor lists for the nonbonded interactions were updated every 10 
simulation steps.

www.pdb.org
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 7.  Electrostatic interactions were included using the reaction field (53) approach (see 
Note 22).

 8.  The temperature was controlled by the Nose-Hoover algorithm (54) with a 0.05 ps 
time constant.

 9.  For the REx simulations, the lowest temperature is chosen close to the temperature 
of interest. The highest temperature must be elevated enough so that conforma-
tional transitions are facilitated at these temperatures. An optimal temperature 
distribution scheme is an exponential one (see Note 23). Here, 60 replicas of the 
original system were considered at temperatures exponentially spaced between 
280 and 600 K. Exchanges of replicas at adjacent temperatures were attempted 
every 500 simulation steps. The same time interval was used to periodically save 
atomic coordinates. The simulations were started from a random extended con-
formation, the same for all replicas, and equilibrated for about 4 ns. Subsequent 
equilibrium sampling runs were performed over 28 ns.

 10.  To classify all sampled conformations into groups of similar/dissimilar states, 
we performed a clustering analysis. The analysis was conducted according to the 

Fig. 1. Most representative conformations (centroids) of the two most populated 
clusters (a) C1 and (b) C2 obtained from the replica exchange molecular dynamics 
simulations of amyloid-β12–28 at T = 280 K.
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GROMOS protocol (55), using root mean square (RMS) deviations over Cα atoms 
of residues 2 to 16 as a measure of structural similarity. In our analysis, conforma-
tions with a mutual RMS < 2 Å were considered as belonging to the same cluster. 
The centroids (most representative structures) of the two most populated clusters 
are shown in Fig. 1.

 11.  Free-energy surfaces can be plotted as a function of a number of reaction coor-
dinates. In Fig. 2, we plot the free-energy surface as a function of the principal 
components described in Subheading 2.2.1.

 12.  The monomeric structures can be used to infer possible assembled nanostructures. 
Two possible assemblies, based on the two centroids shown in Fig. 1, are given in 
Fig. 3.

4. Notes
 1.  Many-body terms have been introduced in recent years.
 2.  The form of the empirical potential shown here is for the CHARMM force field 

(32). Slight variations exist in other force fields (47,49,56).
 3.  There are size (number of atoms) and time (length of simulation) limitations for 

practical use of MD simulations. Currently, MD simulations can handle systems 
with 106 atoms for simulations times on the order of 10−6 s. The length of the 
simulations limits calculations to properties with relaxation times smaller than the 
simulation time. In Subheading 2.2., we discuss the use of enhanced sampling 
techniques to overcome this limitation. To overcome the MD limitations related to 
system size, periodic boundary conditions can be used (33,57).

 4.  The conservation law is
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  where H(x) is the Hamiltonian of the system. A given microscopic state for the 
many-body system is therefore described as a point in a 6N-dimensional space 
called phase space. Consequently, the time evolution of the many-body system 
can be pictured as a curve in the phase space. The flow in the phase space is deter-
mined by the time integration of the 6N Hamilton’s equations:
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  (or, equivalently, of the 3N Newton’s equations), with the phase space point at t = 0 
providing the initial conditions.

 5.  For a thermodynamic system with fixed number of particles N and volume V and 
following Hamilton’s equations, the Hamiltonian is a constant of the motion (see 
Eq. 15) and equals the total energy of the system. This type of thermodynamic 
system is represented in statistical mechanics by the microcanonical ensemble 
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Fig. 2. Free-energy map (in units of kBT) of the amyloid-β 12–28 peptide at T = 280 K 
projected onto the first two principal components PC1 and PC2. The centroid of cluster 
C1 was used as the reference state to compute the principal components.

a) b)

V12

K28F19

V12

F19

K28

Fig. 3. Two possible models of amyloid-β 12–28 protofilaments compatible with 
the replica exchange molecular dynamics simulations. (a) In this model, monomeric 
β-hairpins (from cluster C1) align into larger antiparallel β-sheets through side-to-side 
self-assembly. Several β-sheets make up a protofilament. In model (b), loop-like amy-
loid β 12–28 monomers (from cluster C2) add up on top of each other to form two par-
allel β-sheets. Several of these β-sheet complexes self-associate, possibly through the 
exposed hydrophobic residues, to form a protofilament. In both models, the interstrand 
hydrogen bonds run parallel to the fiber axis.
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(or NVE ensemble). The probability density for the microcanonical ensemble is 
defined as

 r dNVE( ) ( ( ) )x p r∝ −H E,    (17)

 6.  Laboratory experiments are frequently performed under conditions of con-
stant temperature or constant pressure. A common ensemble is the canonical 
ensemble (NVT), an assembly of all microstates with fixed N, V, and T. The 
temperature of a physical system (unlike the total energy E) is directly observ-
able and can be controlled by keeping the system in contact with a proper 
heat bath (thermostat). The probability density for the canonical ensemble is 
defined as

 rNVT(x) ∝e
E

k TB

−
 (18)

  where E is the total energy of the system, and kB is the Boltzmann constant. 
The temperature T can be calculated from the equipartition theorem, which 
states that
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  where the left-hand side is the ensemble average of the total kinetic energy. 
Similarly, we can define the NPT ensemble, where N is fixed and the system is 
kept at constant temperature and pressure by contact with a thermostat and an 
external barostat, respectively.

 7.  For the calculation of the thermodynamic properties in the NVT and NPT ensem-
bles, it is necessary to extend MD and modify the equations of motion (58). 
The modifications of the equations of motion may involve either deterministic 
or stochastic methods. We limit our analysis here to the extension of MD to 
include an external thermostat since MD simulations of biomolecules are typi-
cally carried out under canonical conditions (constant NVT). The two most 
sophisticated MD thermostats used in simulations of biological systems are 
the Nose-Hoover thermostat (54) and the Langevin thermostat (33). The for-
mer is entirely deterministic and based on the coupling of the coordinates and 
the velocities of all the particles to an additional variable (an additional degree 
of freedom representing a thermostat). This new extended MD is derived by 
modifying the Newton’s equations of motion by addition of one extra degree 
of freedom and its conjugate momentum and has its theoretical foundations 
in non-Hamiltonian mechanics (58). The Langevin thermostat relies on the 
Langevin equation of motion:

 mi i i i
�� �r F r F= − +x ′ (20)

  where ξ > 0 is the damping factor, F´ is a Gaussian random force, and the remaining 
symbols are equivalent to the ones defined in Eq. 1. The Langevin equation extends 
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Newton’s equations of motion by introducing two nonconservative forces (a dis-
sipative force and a random force) related such that the “fluctuation–dissipation” 
theorem is obeyed and the NVT sampling is guaranteed.

 8.  Most of the enhanced sampling methods used in biomolecular simulations are 
based on the concept of generalized ensemble. Generalized-ensemble meth-
ods rely on the generation of a random walk in energy space to overcome 
the multiminima problem and get a correct sampling of phase space. Two 
examples of such methods are the multicanonical algorithm (59) and simu-
lated tempering (60).

 9.  The PMF is calculated from the reversed work theorem, which relates the radial 
distribution function with the change in Helmholtz free energy (34). This theorem 
has been extended to the calculation of the PMF along one or more generic reac-
tion coordinates and has become of central importance in computational studies 
of biomolecular systems.

 10.  Reference 61 presents a UNIX socket code for REx implemented as a server 
(which makes exchange decisions) and clients (which perform MD). In contrast, 
our REx pseudocode relies on calls to the MPI (42) to accomplish communica-
tion between the nodes, all of which have identical tasks: They perform MD the 
majority of the time and make exchange decisions at predetermined intervals. 
The advantages of our approach are twofold. First, it relies on a well-established 
and well-maintained communication protocol (MPI), versions of which are 
deployed on most modern-day machines, to hide the details of synchronization 
between the nodes from the programmer. Second, it eliminates the need to main-
tain code for two kinds of behavior, server and client, by making all the nodes 
behave identically.

 11.  The efficiency of this implementation of REx relies on the fact that the tem-
peratures are swapped among the nodes rather than the system coordinates. 
Communication is by far the most time-consuming activity in REx simulations. 
Therefore, making the size of the information communicated constant yields 
a tremendous improvement over an approach that communicates a variable 
amount of information that increases with the size of the system (i.e., the system 
coordinates).

 12.  We use pseudocode for three MPI calls, the prototypes for which are

 MPISend(what, destination)
 what = MPIReceive(source)
 MPIBroadcast(what, source)

 13.  In this implementation of REx, each node alternately considers its left and right 
neighbors (in temperature order) as potential swap partners. That is, on even 
iterations swaps between (first and second), (third and fourth),… temperatures are 
considered, while on odd iterations swaps between (second and third), (fourth and 
fifth) … temperatures are considered.
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 14.  The function SwapDecision(e1,e2) must be symmetric ( commutative) 
in its arguments, so that both nodes reach the same decision, to swap or not to 
swap, even though one is executing SwapDecision(e1,e2) and the other 
SwapDecision(e2,e1).

 15.  This is any motion that involves a number of atoms moving in a concerted fashion.
 16.  Although the finite simulation times may limit the correct description of the slow-

est collective motions (i.e., the collective motions with timescale is of the same 
order of the simulation time length) (62).

 17.  Other possible force fields include Amber (56), GROMOS (49), and CHARMM (32).
 18.  Other possible water molecules include SPC (63–65), TIP4P (48), or polarizable 

water models (66–68).
 19.  Other possible software include Amber (69), CHARMM (70), TINKER (71), and 

NAMD (Nanoscale Molecular Dynamics) (72).
 20.  An optimal simulation box is the truncated octahedron.
 21.  In CHARMM, the SHAKE (73) algorithm is used. Other variants include the 

RATTLE (74) algorithm.
 22.  A more accurate, albeit more costly, means to handle the electrostatics is to use 

particle mesh Ewald sums (75).
 23.  In the event that the swap ratio is poor (below 10–15%) in a particular region 

(typically around a transition temperature), additional replicas can be manually 
added to the original exponential distribution. Alternately, a more optimal distri-
bution and range of temperatures can be sought (76). The number of temperatures 
needed for the simulation may limit the practical use of REx. Since the number of 
replicas scales with the square root of the number of particles in the system (61), 
the “processor” cost for REx may become prohibitive for large systems.
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Modeling Amyloid Fibril Formation

A Free-Energy Approach

Maarten G. Wolf, Jeroen van Gestel, and Simon W. de Leeuw

Summary
Amyloid fibrils are structures consisting of many proteins with a well-defined conformation. The 

formation of these fibrils has been the subject of intense research, largely due to their connection to 
several diseases. We focus here on the computational studies and discuss these from a free-energy 
point of view. The fibrillogenic properties of many proteins can be predicted and understood by taking 
the relevant free energies into account in an appropriate way. This is because both the equilibrium and 
the kinetic properties of the protein system depend on its free-energy landscape. Advanced simulation 
techniques can be used to understand the relationship between the free-energy landscape of a protein 
and its three-dimensional structure and propensity to form amyloid fibrils. We give an overview of 
existing simulation techniques that operate at a molecular level of detail and that are capable of gener-
ating relevant free-energy values. The free energies obtained with these methods can be inserted into a 
statistical-mechanical or kinetic framework to predict mean fibril properties on length scales and time 
scales that are inaccessible by molecular-scale simulation methods.

Key Words: Amyloid fibrils; free energy; modeling; protein aggregation; proteins; simulation 
techniques; statistical mechanics.

1. Introduction
Protein aggregation plays a pivotal role in many naturally occurring  processes. 

The cytoskeleton, for instance, contains fibrillar aggregates of tubulin and actin 
(1–3), while capsid proteins combine to form the protective shell of rod-like 
viruses, such as tobacco mosaic virus (4,5). Aggregates of protein molecules 
can vary strongly in size, shape, and function, and their shape and function are 
often closely related. However, an important class of fibrillar protein aggregates 
exists that does not perform a function but rather appears to disrupt natural 
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processes. These amyloid fibrils have been implied in a number of diseases, 
many of which are life threatening. These include Alzheimer’s disease (connected 
to amyloid fibril formation of the amyloid-β protein or Aβ), Parkinson’s disease 
(linked to the aggregation of α-synuclein), and Huntington’s disease (6–9).

Under certain conditions, such as an appropriately chosen temperature or 
pH, many proteins form amyloid fibrils (7,9–11). A schematic overview of the 
most important processes during amyloid fibril formation is given in Fig. 1 for 
the Alzheimer’s-related Aβ protein depicted in Fig. 2. These conditions may 
vary from protein to protein, as may some details of the fibril structure (10,12). 
However, the overall structure and behavior of fibrils that originate from dif-
ferent proteins are often remarkably similar (7,9,10,13,14). For instance, it 
has been observed that although the length of amyloid fibrils within a sample 
may vary considerably, their thickness is more or less constant (7,9,10,14). 
Furthermore, they usually consist of several intertwined protofilaments 

Fig. 1. Schematic view of amyloid Aβ protein fibril formation. (a) The monomer; 
(b) the dimer. Here, the darkness of the chain is a measure of the hydrophobicity of 
the amino acids. (c) A possible nucleus; (d) a (proto)fibril that consists of two ordered 
protofilaments. In the cross section, it is shown that the two protofilaments interact 
through their most hydrophobic residues. The gray circles indicate the locations of 
the hydrophilic residues that protrude from the body of the protofilament. (e) and 
(f) Amyloid fibrils that consist of two or three intertwining protofibrils. Here, the 
hydrophilic chains are omitted for clarity.
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connected by lateral interactions. Inside these protofilaments, the individual 
protein molecules generally exist in a well-defined conformational state that 
allows stabilization by intermolecular β-sheet-type bonds (so-called cross-
β-sheets) in the axial direction (7,10,15,16). In addition to these common 
structural elements, many proteins have the mechanism by which they form 
amyloid fibrils in common: Amyloid fibril formation can be described in 
general terms as a process of nucleation and growth (7,9,17,18). As such, one 
would expect that a general theoretical treatment can shed light on the fibril-
lization of different protein molecules. While it is certainly possible to predict 
important general properties with this type of modeling (19), it turns out that 
subtle differences in the fibril preparation can have a major effect on the struc-
ture of the mature fibril (12,20). Hence, a more detailed understanding of the 
protein–protein interaction is required to describe these differences.

To obtain a detailed picture of amyloid fibril formation, this process has to 
be studied at several length scales. The protein monomer is the building block 
of amyloid structures, and its properties are therefore very important. In its 
monomeric form, a protein tends (on average) to adopt the conformation with 
the lowest (Gibbs) free energy, the native state. However, it also occurs that 
a protein molecule partially unfolds (in the literature, this is often referred to 
as misfolding) and becomes attached to another monomer. Subsequently, the 
dimer may grow into a nucleus. The identity of the nucleus for fibrillization is 
still a hotly debated topic (21–23). In fact, for some proteins, the possibility of 
a nucleus that consists of a single protein molecule has been discussed (24).

After nucleation, small elongated aggregates are formed that are stabilized by 
the cross-β-sheet interaction characteristic of the amyloid-type structure. These 
structures are called protofilaments. Note that in the literature, the definition of 
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Fig. 2. The composition of Aβ1–42 protein. Each amino acid is indicated by its one-
letter abbreviation, and the numbers correspond to the position in the chain. Below the 
letters is a color code. Black indicates a nonpolar side chain (hydrophobic residue); 
white indicates a polar side chain. The distribution of residues with polar and apolar 
side chains along the molecule gives an area of the protein that is strongly hydrophobic 
near the C-terminus, a much more hydrophilic part of the molecule near the N-terminus, 
and a mixed area in between. This corresponds to the darkness and lightness used in 
Fig. 1.
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a protofilament may vary. The prevalent definition describes a protofilament as 
a single stack of protein molecules (10,25,26). However, some groups choose 
to define a protofilament as the smallest observed fibril; in the case of Aβ, this 
fibril contains two stacks of protein molecules (14,15,20). Once these proto-
filaments are formed, they rapidly grow into larger protofibrils and eventually 
into mature fibrils, both by addition of monomeric proteins and by assembly of 
protofilaments (7). Apparently, a number of processes and (intermediate) struc-
tures are important in the formation of amyloid structures. Which processes are 
likely to occur and which conformations tend to be stable is described by the 
free-energy landscapes of the protein aggregates. In a first step to fully under-
standing amyloid fibril formation, it is therefore crucial that one can determine 
the free energies of the species that play a role in this process.

We review how free energies relevant to amyloid fibril formation can be 
obtained from molecular-scale modeling and subsequently applied to predict 
overall fibril properties. Subheading 2. contains a description of the concept of 
free energy in the context of protein aggregation. In Subheading 3., we discuss 
the computational techniques that can be applied to obtain the relevant free 
energies, with a focus on molecular-scale modeling. This type of modeling can 
provide insight into the detailed structural features of the fibrils. In Subheading 
4., we review the results that have been reported so far. Particularly, we dis-
cuss the energetics of each step in the process of amyloid fibril formation. We 
start by considering the free-energy landscape of a single protein molecule. 
Subsequently, we review nucleation and the formation of protofilaments, and 
finally we briefly discuss fibril elongation. Subheading 5. provides a discussion of 
general, coarse-grained models that can predict trends and describe the common 
properties of many different amyloid fibrils. We discuss the approximations and 
input parameters that are required by this type of theory. As we show, the free 
energies obtained from molecular-scale modeling or experiment are essential to 
make useful predictions on the mesoscale with coarse-grained models.

2. Free Energy in Protein Aggregation
Transitions in biomolecular systems are conveniently discussed in terms of 

the free-energy landscape, which depicts changes in the free energy as transi-
tions take place. In other words, the free energy is considered as a function of 
the relevant “reaction” coordinates describing the transition. The complexity of 
biomolecular systems is reflected in the free-energy landscape: It often takes 
the form of a rugged landscape with many mountain passes and valleys. Stable 
and metastable states of a biomolecular system can be identified as valleys in 
this landscape. The equilibrium population of these valleys is obtained directly 
from their relative depths. Since the full landscape contains the barriers between 
different states, it provides information on the rate of transition between these 
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states as well. In this chapter, we mainly focus on (meta)stable states, that is, 
the valleys in the free-energy landscape.

The free-energy landscape differs from the potential energy landscape, which 
is investigated more readily in simulation studies. This landscape displays the 
potential energy of a biomolecular system as a function of the molecular 
degrees of freedom, that is, the particle positions. Although this information is 
generally very useful, a complete picture of transitions between different states 
of the biomolecular system can be obtained only by considering the free-energy 
landscape.

The free-energy landscape of a protein in solution can be readily manipulated 
by changing certain parameters of the system. Here, one can think of chang-
ing the properties of the proteins themselves, such as the amino acid sequence 
(a mutation), or of a change in the surroundings (e.g., in solvent composition 
or temperature) (27). The dependence of the behavior of the proteins on such 
manipulations is due to the nature of the interaction of the proteins with them-
selves and each other: The different (parts of the) proteins are held together by 
weak physical interactions, such as hydrogen bonding, ionic interactions, and 
hydrophobic effects. In addition to the parameters mentioned, there are numer-
ous other ways to change the free-energy landscape of a system that can result 
in a shift of the thermodynamic equilibrium and the kinetic properties (27).

Unless detailed structural information is available, it is often difficult to 
predict a priori what effect a specific change can have on the properties of 
a protein system. It is possible, however, to discern if a particular parameter 
plays a role by studying whether the free-energy difference between two states 
∆G changes as a result of a shift in its value (24). If this is the case, and ∆∆G 
= ∆Gafter − ∆Gbefore ≠ 0, then we may conclude that the parameter we changed 
is one that is relevant for the transition. For instance, if we introduce a single 
mutation in the protein and subsequently study the aggregation behavior, ∆∆G 
gives information about the importance of the amino acid that was replaced in 
the aggregation process. Because the change of the system may shift the free 
energy of either of the two states or of both, the interpretation of experimental 
∆∆G data can be ambiguous. In computer simulations, visualization is straight-
forward, and it is sometimes possible to decide which of the two states the 
mutation affects.

Alternatively, but equivalently, we can describe the overall free energy of an 
amyloidogenic system by taking into account the free energy of each protein 
aggregate that is present. This is a function not only of the number and type 
of interactions that exist between the protein molecules but also of the entropy 
associated with the conformation of the protein molecules. This contribution 
is usually given in terms of the partition function of an aggregate. In addition, 
we need to include a mixing entropy term that describes the distribution of the 
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proteins in the system (including the distribution of the protein molecules over 
the formed aggregates) (28). This type of description represents a good starting 
point for a statistical-mechanical description of amyloid formation as discussed 
in Subheading 5.

Often, the two components of the free energy described, entropy and interac-
tion energy, act in opposite directions. On the one hand, the system strives for 
a minimum of interaction energy, leading to the formation of large aggregates. 
On the other hand, entropy works against assembly and favors the formation 
of many small aggregates. In some cases, however, structure formation allows 
for a net entropy gain due to an increase in the degrees of freedom of the sur-
roundings (e.g., the solvent) (29). That this may be the case for at least some 
amyloid-forming proteins follows from the (somewhat counterintuitive) obser-
vation that fibril formation can increase with increasing temperature (30).

3. Calculation of Free Energy From Simulation
From the free-energy landscape, the relationships between relevant confor-

mational states can in theory be deduced and used to explain amyloid formation. 
Computationally, a free-energy landscape can be obtained from the distribution 
along the relevant coordinates linking states A and B. This is because the free-
energy difference ∆G between two states A and B in this landscape (in terms 
of the thermal energy kBT, with T the absolute temperature and kB Boltzmann’s 
constant) determines the population of these two states NA and NB in thermo-
dynamic equilibrium:

 bDG
N

NA B
A

B
( ) ln−> =

⎛
⎝⎜

⎞
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 (1)

Here, β = 1/(kBT) is the inverse of the thermal energy. There are two basic 
computational techniques that can in principle provide average distributions. In 
Monte Carlo (MC) simulations, the phase space of a system is generally sam-
pled by an importance-sampling random walk. This involves repeatedly taking 
a step in a random direction in phase space from the current conformation to a 
new one and evaluating this step by a Metropolis criterion. In the Metropolis 
criterion, the step is accepted if e−b•∆E is larger than a random number between 
0 and 1, with ∆E the potential energy difference between the current and 
the new state. A step resulting in a negative ∆E (i.e., the energy of the new state 
is smaller than the energy of the old state) is therefore always accepted, while 
accepting a step accompanied by a positive ∆E depends on the random number. 
The acceptance probability Pacc in a Metropolis criterion is summarized as Pacc 
= min(1,e−b•∆E). In this way, a representative ensemble of the system is obtained 
from which the populations of states A and B are derived and consequently the 
free-energy difference is determined.
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In molecular dynamics (MD) simulations, the properties of interest are 
measured during a certain time interval, typically on the order of a hundred 
nanoseconds. The evolution of the system in time is determined by solving 
suitable equations of motion. To obtain the free-energy difference of Eq. 1, the 
populations of states A and B are measured. The average measured population 
can then be assumed equal to the equilibrium population of the system if the 
simulation time is sufficiently long (ergodic theorem). The details of the MC 
and MD techniques are beyond the scope of this chapter; we refer those inter-
ested to some seminal works on this subject (31,32).

The determination of an accurate free-energy landscape requires that the dis-
tribution be sampled adequately (i.e., the statistical error in the distribution must 
be small) along the relevant coordinates. Because the size and the complexity of a 
biomolecular system result in a very large and complicated phase space, adequate 
sampling requires a huge data set, which is not feasible with detailed standard 
MC or MD simulations. Although regular MD simulations cannot be used to fully 
explore the free-energy landscape of complex systems, their ability to describe 
the time dependence of the properties of the system makes them very popular as 
a way to test the stability of proposed fibril structures (16,33–35).

Many approaches have been proposed to solve the sampling problem, and 
some of these have been applied to study amyloid fibril formation. These 
approaches can be roughly divided into two types. The first entails a decrease 
of the complexity of the model system, sacrificing detail to enhance comput-
ability. This has led to the development of lattice models (36–38) and off-lattice 
coarse-grained models (39–41). An advantage of these models is that they may 
provide a general description of protein fibrillization, valid for more than one 
protein. On the other hand, due to their inherent approximations, they likely 
cannot capture the behavior of a specific protein in full detail. The second type 
of approach is to use more advanced simulation methods; these methods are 
discussed next and summarized in Table 1.

3.1. Replica Exchange Molecular Dynamics

In MD, the transition from one valley in the free-energy landscape to another 
is the result of thermal motion. However, since the barriers separating these 
valleys are generally higher than the thermal energy kBT, transitions are a rare 
event, and only one free-energy minimum is sampled. Replica exchange molec-
ular dynamics (REMD) or parallel tempering is a method devised to increase 
the number of transitions between the valleys in the free-energy landscape during 
MD simulations (31,42) while maintaining the elaborate sampling of the 
free-energy minima characteristic of MD.

In REMD, a number of identical systems (replicas) are simulated simultane-
ously but at different temperatures. At set time intervals, there are attempts to 



Table 1 
Summary of Advanced Simulation Techniques Used to Gain an Energetic 
Detailed Understanding of Fibril Formation

Characteristics Application Rangea

Replica exchange 
molecular 
dynamics 
(REMD) (42)

A number of MD simulations 
of the same system are 
performed simultaneously 
but at different temperatures.

The conformational space of 
a polypeptide (25 residues 
maximum) in explicit solvent 
can be sampled exhaustively.

Every n time steps, attempts are 
made to swap copies at dif-
ferent temperatures, which 
are accepted or rejected by a 
Metropolis criterion.

Simulations at low temperature 
will explore the free-energy 
minima efficiently.

The thermal motion in simula-
tions of higher temperature 
facilitates barrier crossing.

The phase space is sampled 
more extensively, and free-
energy data can be extracted.

Umbrella 
sampling (45)

A path is selected between two 
states.

The range depends on a num-
ber of factors: the size of the 
system; the number of indi-
vidual simulations required; 
the sampling time required.

A number of MD or MC simula-
tions are performed, each with 
a different biasing potential 
to sample a specific region of 
the path exhaustively.

The simulations can be unbi-
ased and combined to 
obtain the distribution along 
the sampled path, and a 
free-energy profile associ-
ated with this path can be 
extracted.

State free 
energy (47,48)

The absolute free energy of a 
specific state is calculated as 
a sum of three contributions: 
(1) the protein intramolecu-
lar interaction energy, (2) the 
effect of dissolving a pro-
tein, (3) the entropy.

Each state free energy can be 
calculated from a few pico-
second MD. A free-energy 
landscape requires this for 
each possible conformation.

(continued)
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swap the temperatures of different replicas, which are accepted or rejected by 
the following Metropolis criterion: Pacc = min{1,e−∆b•∆E}, which also depends 
on the temperature difference. The replicas therefore perform a random walk 
through the temperature range used for the REMD. Replicas at elevated tem-
peratures can cross energy barriers with relative ease, whereas low-temperature 
replicas explore the valleys in the free-energy landscape. The replicas in high-
temperature simulations thus complement the low-temperature replicas, allowing 
for a more thorough sampling of configurational space (43). Using this method, 
the equilibrium distribution over the different minima is obtained, from which 
relevant free-energy differences can be calculated. More generally, from these 
equilibrium distributions any thermodynamic quantity can be calculated for any 
temperature using multiple-histogram reweighting techniques (42).

Although REMD can provide a detailed understanding of fibril formation, it 
is computationally very demanding, requiring weeks of computing on a parallel 

Free-energy differences can be 
calculated easily, but they 
have a very large statistical 
error.

Free-energy landscapes can be 
devised but require calculat-
ing the absolute free energy of 
every possible conformation.

Activation 
relaxation 
technique 
(ART) (51,53)

Samples the minima in a 
system by transitions through 
saddle points on the energy 
landscape. The transitions 
are accepted or rejected by a 
Metropolis criterion.

In combination with the OPEP 
force field simulation, the 
conformational space of 
eight tetrapeptides can be 
exhaustively sampled, but 
four decamers are out of 
range.

The entropy of the thermal 
vibrations of a minimum is 
neglected.

Efficiently samples the energy 
landscape of the system, show-
ing low-energy conformations.

MC, Monte Carlo; MD, molecular dynamics; OPEP, optimized potential for efficient peptide 
structure prediction in solution.

aRequired simulation time generally increases rapidly with system size because properties 
take a longer time span to reach equilibrium, and simulations of large systems are slower than 
those of small systems.

Table 1 (continued)

Characteristics Application Rangea
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cluster to sample the conformational space of a small peptide (30 residues) in 
water adequately. Similarly, dimerization studies are limited to small (7-resi-
due) peptides that form fibrils. For larger systems, it is impossible to sample 
the whole conformational space within a reasonable amount of time. However, 
this method can still be applied to scan for possible structures on the pathway 
to fibril formation. In this way, various structures that may play a role at the 
beginning of fibril formation, including interlocking β-sheet structures, have 
been identified for the fragment Aβ10–35 (for Aβ10–35, see Fig. 2) (44).

3.2. Umbrella Sampling

In many cases, only the free-energy difference between two states is of 
interest, and it suffices to sample only the relevant states adequately without 
sampling the rest of phase space. The free-energy difference can be calculated 
from the ratio of the populations of the two states (Eq. 1). However, due to 
barriers in the free-energy landscape, state B is generally not well sampled by 
the probability distribution around state A (see Fig. 3) and vice versa. Hence, the 
ratio NA/NB is either intractable (NB = 0) or subject to a large statistical error 
(NB << NA). Equal sampling of states A and B in one simulation can be attained 
by introducing an extra potential (umbrella potential) to the system. The free-
energy difference can then be calculated with sufficient accuracy (45).

A single simulation in which both state A and B are sampled is not very 
efficient. Therefore, a general umbrella sampling involves a path that connects 
two states, which is explored exhaustively. Since the free-energy difference 

Fig. 3. Various windows resulting from an umbrella sampling. Probability distribution 
around state A (ξ = 1, solid line) does not sample state B (ξ = 0). Four biased simula-
tions (dashed line) ensure accurate sampling of the path connecting states A and B.
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is a state function, the path can be chosen at random, but a wise choice can 
shorten the calculations. To ensure efficient sampling of the path, a number of 
copies of the system are simulated. Each copy only differs by a biasing potential 
(umbrella potential) that enhances sampling around a specific point along the 
path (see Fig. 3). A given biased simulation results in a small sampling win-
dow that is sufficiently accurate to calculate the free-energy landscape* along 
that part of the path. To generate a free-energy landscape of the entire path, 
the various windows are combined by use of the weighted histogram analysis 
method (WHAM) (46).

Currently, an umbrella sampling method is under development in our group 
to calculate the free energy of filament elongation of the peptide KFFE. In 
this case, a convenient path is defined by the center-of-mass (COM) distance 
between the two last peptides in a filament parallel to the fibril axis. We intro-
duce a harmonic potential as the biasing potential to sample a specific region 
of the path. This results in a free-energy landscape as a function of the COM 
distance, from which the free-energy difference between a protein attached to 
a filament and a free monomer can be obtained. This method can be applied 
to small peptides (up to 10 residues) to calculate the free-energy gain by the 
cross-β-sheet interactions.

3.3. State Free Energy

There is not always a simple way to connect two states of a system in a 
simulation to calculate the free-energy difference. When finding a good path is 
difficult, the free-energy difference between two relevant states can be obtained 
by considering the absolute free energy corresponding to the appropriate state. 
This state free energy can be approximated by considering the free energy as 
a combination of separate energy terms (47,48). For a protein in conformation 
A, this means

 G E E TSA protein solvation protein= + −  (2)

where GA is the calculated free energy of conformation A, Eprotein is the energy 
of the intramolecular interactions of the protein in conformation A, Esolvation is 
the energy associated with protein–solvent interaction incorporating both poten-
tial energy and entropic contributions, T is the temperature, and Sprotein is the 
entropy of conformation A. A typical state free-energy calculation starts with a 
very short (around 100 ps to prohibit structural changes) all-atom MD simulation 

* The free-energy landscape between two elements along a distance coordinate is 
often referred to as the effective pair potential or the potential of mean force (PMF).
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of the relevant conformation to account for the fluctuations in the conforma-
tion due to thermal motion. A representative ensemble of structures from this 
MD simulation can then be used to calculate the average energy contributions 
to the free energy. The energy of the intramolecular interactions Eprotein is the 
molecular mechanical energy, consisting of bond, angle, dihedral, van der 
Waals, and electrostatic interactions, over this representative ensemble. The 
energy of solvation Esolvation is usually calculated by considering the structures 
obtained from the MD simulations but taking the solvent into account implic-
itly. Implicit solvent models generally consist of three terms (48,49). Two 
arise from nonpolar contributions: the energy to create a cavity the size of the 
conformation in the solvent and the energy from van der Waals interactions 
between the solvent and the protein. The third term is a contribution from the 
solvent polarization by the protein. Finally, the entropy of the conformation 
Sprotein can be estimated from a quasi-harmonic or a normal-mode analysis of 
the MD simulation (47,48). The accuracy of this method is generally low due 
to the numerous assumptions and approximations made, but the computation 
to calculate the state free energy of one conformation is very fast, and results 
can be obtained within hours. The absolute free-energy values are then used 
to calculate the free-energy difference between relevant states. From these 
free-energy differences, the equilibrium populations can be calculated with, 
for example, a thermodynamic model (50), which is discussed in more detail 
in Subheading 5.

Although state free-energy calculations can give a relationship between two 
well-defined states, it does not provide any information about the importance 
of these conformations in the whole ensemble. The method can also be used 
to devise a free-energy landscape by performing an exhaustive search over all 
accessible conformations. This is only possible for small protein molecules 
(approximately 10 residues or less). Protein aggregates generally have too many 
degrees of freedom to be accurately described by this technique.

3.4. Activation Relaxation Technique

The activation relaxation technique (ART) (51) is an advanced MC technique 
that samples the minima in an energy landscape. Where standard MC usually 
takes a step of predescribed length in a random direction, ART crosses a saddle 
point in a random direction to find the next minimum in the energy landscape. 
A basic ART step consists of four stages: First, the energy landscape surround-
ing a minimum is sampled in a random fashion until a negative eigenvalue of 
the Hessian matrix is found. Such an eigenvalue indicates a saddle point in the 
direction of the eigenvector associated with it. Second, the system is directed 
toward this saddle point by a force aimed along this eigenvector, while the 
energy is minimized until all forces on the atoms vanish, indicating the saddle 
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point has been reached. Third, the system is pushed over the saddle point and 
allowed to relax into the next minimum using standard minimization techniques. 
Finally, the new structure is accepted or rejected by a Metropolis criterion.

Applying the ART method in peptide simulations is often done in combina-
tion with the OPEP force field. The optimized potential for efficient peptide 
structure prediction in solution (OPEP) (52) is an approximate energy function 
using a hybrid level of description insofar as the main chain of each amino 
acid is taken into account explicitly, whereas each side chain is represented by 
a single bead with an appropriate van der Waals radius. In this potential, terms 
are incorporated that maintain stereochemistry, avoid steric overlap, allow for 
backbone hydrogen bonding, and treat the side-chain interactions based on 
their hydrophobicity or (partial) charge. Solvent effects are approximated by a 
continuous model (implicitly).

For a full description of the free energy, it is important to consider the entropy 
contribution. Since the OPEP energy function treats solvent implicitly and the 
ART method does not include thermal motion, it is impossible to account for 
the entropic contributions, and the sampled energy landscape is therefore a 
mixture of energy and free energy (53,54). This means that the structure with 
the lowest energy does not necessarily represent a free-energy minimum. 
Nevertheless, the ART-OPEP technique generates folding mechanisms of helix 
and hairpin formation as well as native structures that match those found using 
more detailed models (53), and less-structured peptides are found to match 
experimental constraints (55).

Because ART-OPEP omits a number of contributions to the entropy, it can be 
used on slightly larger systems than, for instance, REMD. Besides investigating 
monomer phase space, the aggregation of two to eight small peptides (maxi-
mum seven residues) has been studied. However, exploring the whole phase 
space is not feasible when simulating more complex systems (e.g., assembly of 
four 15-residue peptides).

4. Understanding Fibril Formation in Terms of Free Energy
4.1. Fibrillogenic Character of Peptide Monomers

Application of the free-energy calculations discussed in Chapter 3 shows that 
any attempt to answer the question whether a peptide is fibrillogenic begins 
with a study of the monomer conformational space. For the majority of 
 biologically active peptides at physiological conditions, the native state has 
a free energy significantly lower than any other conformation, mainly due to 
strong intramolecular interactions resulting in a well-defined, stable monomer 
structure (56). The lack of these interactions as well as stress in the  peptide 
chain due to intramolecular interactions can eliminate a clear minimum. 
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The absence of such a minimum results in many equivalent free-energy minima 
(see Fig. 4), some of which may have a low barrier to fibril formation. This is 
illustrated by results of REMD and ART-OPEP simulations of various frag-
ments of Alzheimer’s Aβ protein differing in sequence length. The Aβ21–30 
peptide does not form fibrils when dissolved (although it can exist in a stable 
fibril structure) (55). The structures corresponding to the free-energy minima 
found with REMD and ART-OPEP are in good agreement with the constraints 
deduced from nuclear magnetic resonance (NMR) spectroscopy. All minima 
are characterized by a large propensity to form a loop that is stabilized by a 
strong interaction between residues Val24 and Lys28 (54,55,57). The resulting 
deep free-energy minima explain the resistance of Aβ21–30 solutions to form 
fibrils. In contrast, REMD studies of peptides that are prone to form fibril struc-
tures suggest that these peptides do not fold to a unique native state (58–60). 
The minima in the free-energy landscape are dominated by random-coil struc-
tures and an occasional secondary structure element. The great diversity in 
conformations these peptides adopt proves the absence of a global minimum 
and reflects their fibrillogenic properties.

Even if the free-energy landscape of a monomeric peptide possesses a deep 
minimum, a significant population of a partially unfolded conformation can 
also arise due to a local minimum in the free-energy landscape of a monomeric 
peptide. If this local minimum has intermediate stability (i.e., if the free energy 
lies between the top of the barrier and the global minimum), this can promote 
fibril formation (61). In this case, the formation of fibrils is accelerated because 
the partially unfolded structure has a lower threshold toward amyloid forma-
tion than the native state, while the barrier between the partially unfolded state 
and the native state ensures that peptides do not immediately revert back to 
the native state (see Fig. 5). The importance of this effect is clearly seen when 

Fig. 4. Schematic view of a monomer free-energy landscape with a stable native 
state (solid line) and without a clear minimum (dashed line).
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comparing Alzheimer’s Aβ25–35 and its Asn27–Gln† mutant, where the former 
forms fibril structures, while the latter does not. The complete conformational 
space has been systematically explored for both peptides by changing the φ and 
ψ, angles and for each conformation the state free energy was calculated (61). 
The wild-type peptide shows many extended conformations of intermediate 
free energy, while the mutated peptide shows only structures with low and high 
free energies. A partially unfolded state with intermediate stability that tends 
to facilitate aggregate formation is thus effectively removed from the monomer 
structure pool by the mutation.

4.2. Nucleation, Protofibril Formation, and Fibril Elongation

Amyloid formation is well described by a nucleation-growth mechanism, 
and the formation of a nucleus is the first barrier on the path to fibril formation 
(7,62). We define a nucleus as the starting structure from which a fibril can 
grow; however, at present the specific nature of the nucleus is still subject to 
debate (21–24).

A structural transformation of the protein is required for it to go from a free 
monomer to a building block of a fibril. While a single molecule is unlikely 
to acquire the β-strand conformation characteristic of an amyloid fibril, this 
structural rearrangement is possible after aggregation because the free-energy 
landscape of the protein changes, showing other stable secondary structure 
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Fig. 5. Schematic view of a free-energy landscape with a barrier separating a mono-
mer and a fibril state. An intermediate state between the monomer and the fibril (dashed 
line) facilitates fibril formation.

† Protein residue number 27 is mutated from asparagine to glutamine.
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motifs due to interactions with other proteins. This effect shows an analogy 
with environmental changes, by which different solvents affect the shape of the 
free-energy landscape.

That dimer formation already changes the free-energy landscape describing 
the structure of a single peptide can be shown by free-energy calculations using 
the REMD and ART-OPEP techniques discussed in Subheading 3. (63–65). 
The monomer free-energy minimum is found to disappear on dimer forma-
tion, and a new set of minima appears, representing β-strands, among others. 
For instance, REMD simulations of the dimerization of small peptides show a 
wealth of possible dimer structures, with as many as six for Aβ16–22 and four for 
the KFFE peptide. The various structures are characterized by different inter-
action types, such as backbone hydrogen bonding, hydrophobic clustering, and 
even water-mediated coulombic interactions between charges (64), as well as by 
different atoms involved in these interactions. An ART-OPEP study of Aβ16–22 
dimer and trimer formation showed that these structures assemble to antiparal-
lel cross-β-sheets (65); however, the conformational space holds a number of 
structures with only slightly higher energies. These structures are characterized 
by out-of-register antiparallel cross-β-sheets or a parallel cross-β-sheet.

The change in the free-energy landscape due to interactions with different 
peptides is strongly dependent on the amino acid sequence of the peptide (63). 
Since every peptide is capable of forming cross-β-sheet hydrogen bonds, this 
sequence dependence can be explained by the contributions of the side-chain 
interactions. Here, the contributions to the free energy, the interaction energy 
and the entropy, act as opposing forces. On dimerization, very bulky hydro-
phobic side chains experience a larger intermolecular energy than small side 
chains, while their intramolecular energy is unchanged. In addition, peptides 
containing side chains with a lot of conformational freedom experience a 
reduction of this freedom on dimerization coupled to a sizable loss of entropy. 
This was clearly observed in experiments in which the peptides KFFE and 
KVVE were found to form fibrils, while the peptides KAAE and KLLE 
did not (66). REMD simulations showed that the intramolecular interaction 
energy does not change for any of these peptides during dimerization, but 
the strength of the intermolecular interaction showed the tendency KFFE > 
KVVE ~ KLLE > KAAE (63). The entropic contribution determines the dif-
ference in fibrillogenic nature of KVVE and KLLE. This is because leucine 
side chains experience larger freedom in solution than valines, resulting in a 
larger entropic reduction on dimerization. This results in the following ten-
dency to form dimers: KFFE > KVVE > KLLE > KAAE. The considerations 
discussed here are based on a dimerization simulation, but similar effects 
are expected for fibril formation because similar interactions are involved 
in the fibrillization. REMD dimerization considerations and experimental 
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 observations of fibril formation show good agreement regarding the relative 
tendency to form dimers.

Although dimers are the first step in fibril formation, they do not necessarily 
represent a stable nucleus. The energy landscape of KFFE hexamers obtained 
with ART-OPEP shows two families of conformations, with one dominated 
by a β-barrel-like structure, and the other family showing double-layer cross-
β-sheet structures. The formation of these two structural families is indifferent 
to the size of the assembly as simulations of seven and eight chains also show 
them (67). However, besides these families the octamer also shows structures in 
which the cross-β-sheet interaction stretches over at most two or three peptides, 
and the heptamer shows amorphous aggregates, both with equivalent energies 
to the aforementioned structural families.

In contrast to small peptides, which form cross-β-sheet structures rapidly 
although not exclusively, larger peptides take more time to adopt these struc-
tures (68). The vast conformational space available to random-coil oligomers 
prohibits a rapid cross-β-sheet formation. It also implies a very large entropic 
contribution to the free energy of this state, while the strong interactions present 
in cross-β-sheet structures indicate a large potential energy contribution. The 
exact free-energy difference between these two states is still unclear.

After the nucleus phase, growth into mature fibrils occurs. It is reasonable 
to assume that this happens mainly by addition of monomeric peptide units. 
Due to the large size of these systems, simulations on fibril elongation are chal-
lenging. The free-energy difference associated with fibril elongation of small 
peptides can be calculated through an umbrella sampling technique (Wolf et al., 
work in progress). In the case of reversible fibril elongation, these free-energy 
differences can also be obtained with experimental methods (24). The average 
population of relevant states is dictated by the free-energy differences between 
these states (Eq. 1). In experiments, the average population of a specific state 
can be measured as the concentration of that state. In case of fibril elongation, 
the two relevant states are a monomer in solution or in a fibril. Because it is 
very difficult to measure the concentration of fibrils or elongation sites, it is 
often assumed that this concentration does not change, that is, that no new 
fibrils are formed. In this case, the monomer concentration is equivalent to the 
dissociation equilibrium constant and thus related to the free-energy difference 
(24). Both the computational and the experimental techniques provide a way to 
calculate ∆∆G values involving fibril elongation of mutated peptides to distin-
guish the important interactions in the fibril.

5. Thermodynamic, Statistical-Mechanic, and Kinetic Models
In addition to the molecular simulation techniques discussed in some detail, a 

more coarse-grained description of amyloid fibril formation can be applied. The 
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term coarse grained refers to a description in which molecular details are largely 
neglected, and a simplified model is instead outlined to predict the behavior of 
a system. Applying this type of theory can provide a general understanding of 
amyloid fibril formation that goes beyond any one system (e.g., a description 
that describes the behavior not only of Aβ protein but also of a whole family of 
fibrillogenic proteins). In addition, these techniques may be applied to systems 
(e.g., aggregates) that are too large to model on a molecular scale. Coarse-
grained models can be statistical-mechanical (or thermodynamical) in nature and 
as such describe only the equilibrium properties of a system. Alternatively, they 
can strive to take the time dependence of any reaction explicitly into account 
(dynamic or kinetic modeling). Applying these techniques, we can predict the 
average dimensions of all species, as well as the fraction of protein molecules 
in each of the aggregated states, as a function of several external parameters, 
such as the overall protein concentration, the temperature, and (for kinetic or 
dynamic models) as a function of time. There is a marked difference between 
these models and those described in detail in Subheading 3. While the latter 
models focus on a detailed description of a particular system and can as such 
give a good estimate of relevant (microscopic) free energies, the models dis-
cussed in this section can take these, or experimentally determined, free-energy 
values and use them to predict the behavior of such a system on a mesoscopic 
or macroscopic length scale (19,50).

Many experimental studies of amyloid fibril formation focus on the time 
dependence of fibril formation (12,17,69). It is therefore not surprising that a 
host of kinetic models, coupled to reaction schemes, has been introduced to 
better understand the fibrillization process (12,17,22–24,69,70). These mod-
els describe fibrillization as a series of reaction steps, each with one or two 
corresponding reaction constants. They are coarse grained because they do 
not take molecular detail into account but rather focus on stoichiometry and 
(ir)reversibility of the reaction steps. However, because they are often designed 
to describe a very specific protein system, the models presented in the literature 
tend to be quite detailed and as such are likely applicable only for the protein 
and conditions for which they were originally set up. While the nucleation-
and-growth mechanism is a common ingredient in many of these models, the 
details of the reaction path often differ from model to model. Important points 
of difference between the models are the roles of protofilaments and protofi-
brils, the presence of micellar intermediates and paranuclei, the identification 
of oligomeric species as on-pathway or off-pathway structures, and the size of 
the nucleus (12,17,69–71). To use a kinetic model to predict the properties of 
a particular amyloidogenic system, the reaction constants of each step between 
monomer and fibril must be known. In case of a reversible step, the equilibrium 
constant may be readily calculated from the free-energy difference between the 
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reactants and the products. More generally, reaction constants depend on the 
height of the free-energy barrier between the products and reactants.

In some cases (e.g., for the Alzheimer’s-related Aβ protein), the formation 
of amyloid fibrils has been found to be a reversible process (24). If this is 
the case, the system is under thermodynamic rather than kinetic control. This 
means that a thermodynamic or statistical-mechanical model may be expected 
to provide a good description of the amyloid fibril formation (19,50). In con-
trast, when considering irreversible assembly, the dynamics of the assembly 
need to be taken into account explicitly because the experimentally observed 
fibrillar state may not correspond to an equilibrium state. Statistical-mechanical 
techniques have long been applied to protein systems, and protein aggrega-
tion has been extensively studied theoretically by Oosawa and Asakura (1). 
However, these techniques have only recently been applied to amyloid-like 
systems (19,24,50,72,73). To describe amyloid fibril formation, a minimum of 
three energetic contributions must be considered: the change in free energy that 
results from an axial bond (β-sheet-type interaction), that from a lateral bond 
between protofilaments, and that from a conformational transition. In reality, 
more energetic parameters may play a role since more than two conformations 
may play a role during amyloid formation, and the formation of a fibril from 
protofilaments may involve more than one type of lateral bond (10,15). In the 
next paragraph, we discuss a statistical-mechanical model (19) to illustrate 
the application of these techniques.

In our statistical-mechanical description of amyloid fibril formation, we  consider 
three species: monomeric proteins, which are in a non-β-strand  conformation; 
protofilaments, which are linear aggregates (in other words, a single stack) 
of protein molecules; and fibrils, which consist of several laterally associated 
protofilaments. This is shown schematically in Fig. 6, where a “blob” indicates 
a protein molecule in a non-β-conformation, and a disk indicates one in 
a β-conformation. As shown in the figure, we do not restrict the conforma-
tion of the molecules in the protofilament state; that is, protein molecules in a 
protofilament can be in the (ordered) β-strand conformation characteristic of 
the mature fibril, or they can be in a disordered conformation. An exception to 
this rule is made for the first and last monomers of the protofilament, which 
we define as disordered. In our definition of a fibril, on the other hand, we 
distinguish two regions: the body of the fibril, which contains only proteins in 
the β-strand conformation, all of which are laterally associated to one protein in 
every other neighboring protofilament, and the fibril ends, which do not later-
ally associate and are disordered. Note that the lengths of these fibril ends may 
equal zero, leading to an entirely ordered fibril.

To describe the protofilaments theoretically, we use a two-state model based 
on the one-dimensional Ising model (74). In our model, every intermolecular 
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interaction is characterized by one of two discrete binding free energies: the “β 
binding free energy” B if both molecules are in the β-strand conformation, and 
the “non-β binding free energy” A if this is not the case (see Fig. 6b). For the 
fibrils, this description is extended with a lateral-association free-energy param-
eter, designated L, in a similar way as was done in ref. 72. Finally, a free-energy 
parameter I was introduced that favors the formation of homogeneous fibrils 
by penalizing the presence of an interface between an ordered and a disordered 
region along the protofilament or fibril axis. With these free-energy param-
eters, we can calculate the partition functions of all species exactly (within the 
confines of the model). We can then determine the overall free-energy density 
(the Helmholtz free energy per unit volume) of the protein solution ∆F using 
standard self-assembly theory (28,75,76). This free-energy density is given in 
units of thermal energy and as such is dimensionless. For solutions that are 
dilute enough that interaggregate interactions may reasonably be ignored, it is 
described by

 D r rF X X Q X
X

= − −[ ]∑ ( ) ln ( ) ln ( ) ,1  (3)

where the summation is over all different aggregate types. Indicated by X 
in the equation, the aggregate type is defined by the number of protein mol-
ecules and the number of lateral interactions contained within the aggregate. 
ρ(X) is the dimensionless number density of the aggregates of type X. This 
corresponds to the number of aggregates of type X present per unit volume 
of protein solution. Q(X), finally, is the partition function of an aggregate of 

Fig. 6. (a) A general schematic picture of the aggregated states accounted for in our 
statistical-mechanical model. “Blobs” indicate disordered proteins, disks are proteins 
with a β-strand conformation. (b) Overview of the free-energy parameters associated 
with the different types of interactions inside an amyloid fibril.

A AA

AA

I

I

I

I

LL L

B B

BB

b

a



Modeling Amyloid Fibril Formation 173

type X and contains the information on the conformational state of all protein 
molecules that make up the aggregate. Setting the functional derivative of the 
free-energy density with regard to the number density equal to zero, while 
imposing conservation of mass, allows us to determine the equilibrium proper-
ties of the protein solution.

Using the statistical-mechanical framework outlined, we can predict several 
properties of the amyloid fibrils (19). These include the mean fibril length and 
the fractions of protein molecules in any aggregated state as a function of the 
overall protein concentration. In Fig. 7, we give an example of the results of 
our model. Here, we show the mean length (measured in terms of the number of 
protein molecules in the direction of the fibril axis) of fibrils that consist of six 
protofilaments as a function of the total volume fraction of protein molecules. 
The figure shows that there is a strong dependence of the mean fibril length on 
the overall protein concentration. At low concentrations, the fibrils do not grow, 
and most of the material is present as monomers. At a critical concentration, 
there is a fairly sudden increase in the mean fibril length, followed by a slow 
rise of the mean fibril length. The reason we chose to look at fibrils consisting 

Fig. 7. Example of a prediction from the statistical-mechanical model (19). Depicted 
is the mean length of a fibril that consists of six protofilaments, given in terms of the 
number of protein molecules that are associated in the direction of the fibril axis. The 
mean length is plotted against the overall volume fraction of the protein molecules 
in solution. This curve is found for values of the free-energy parameters of A = −2.1, 
B = −4.8, I = 2.3, and L = −3.8 times the thermal energy. Similar curves are found for 
different values.
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of six protofilaments is that this number corresponds to the maximum number 
of protofilaments that make up an amyloid Aβ fibril (16,17,26). While the 
reason for this well-defined limit on the fibril thickness does not follow from 
our model (indeed, our model predicts essentially limitless growth in the lateral 
direction), we have found that this well-defined diameter can be explained quite 
naturally from simple mechanical arguments comparing the energy of bending 
of the protofilaments to that of lateral interaction (15).

Of course, if one wishes to gain insight into the fibrillogenesis of a specific 
protein using a statistical-mechanical theory, one needs to know the values of 
the free-energy parameters that govern the assembly. These values are not readily 
available but can in principle be obtained with experimental methods or with 
atomic-scale computational techniques. In the former case, one can compute 
the free energy from an experimentally determined equilibrium constant (73) 
or from the force necessary to reversibly remove a portion of a fibril (77), for 
instance, with the aid of an atomic force microscope. The application of com-
puter simulation to determine free energies has been described in some detail 
here. For an excellent example of the interplay between thermodynamic and 
computational modeling, refer to ref. 50.

6. Concluding Remarks and Prospects
In this review, we highlight the role of free energy in amyloid fibril forma-

tion. We start with a focus on computational methods by which relevant 
free-energy differences are obtained and discuss their application in light of 
amyloid formation, and we close with a discussion of novel coarse-grained 
models that require these same energies as input parameters. Given appropri-
ate values of the local free energies, a statistical-mechanical model can predict 
overall (measurable) mesoscopic properties of amyloid fibrils.

We expect that the use of computer simulations to understand complex sys-
tems will continue to increase significantly in the future because the capability 
of computers still grows every year, and the development of more advanced 
simulation techniques provides more efficient methods to harvest this power. 
The size of the systems studied with computational methods will thus increase, 
and we anticipate that in the next few years, this will lead to significant 
advances in understanding amyloid formation. The conformational space and 
the free-energy landscape of small fibrillogenic proteins will be understood 
in molecular detail. In addition, the early aggregation steps of more complex 
systems requiring significant conformational changes can be studied. Finally, 
the full nucleus formation of small fibrillogenic peptides will be investigated 
in molecular detail. The use of these simulations will also allow testing of 
new therapeutic agents and to elucidate their interaction with the fibrillogenic 
protein.
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Summary
Computational modeling can be a useful partner in biotechnology, in particular, in nanodevice 

engineering. Such modeling guides development through nanoscale views of biomolecules and 
devices not available through experimental imaging methods. We illustrate the role of compu-
tational modeling, mainly of molecular dynamics, through four case studies: development of 
silicon bionanodevices for single molecule electrical recording, development of carbon nano-
tube-biomolecular systems as in vivo sensors, development of lipoprotein nanodiscs for assays 
of single membrane proteins, and engineering of oxygen tolerance into the enzyme hydrogenase 
for photosynthetic hydrogen gas production. The four case studies show how molecular dynamics 
approaches were adapted to the specific technical uses through (i) multi-scale extensions, (ii) fast 
quantum chemical force field evaluation, (iii) coarse graining, and (iv) novel sampling methods. 
The adapted molecular dynamics simulations provided key information on device behavior and 
revealed development opportunities, arguing that the "computational microscope" is an indis-
pensable nanoengineering tool.

Key Words: Biosensors; carbon nanotubes; coarse-grained modeling; DNA sequencing; empirical 
force field; high-density lipoprotein; high-throughput simulations; hydrogenase; molecular dynamics; 
multiscale modeling; nanodisc; nanopore; oxygen migration pathways; polarization; protein engineering; 
tight-binding method.

1. Introduction
Biotechnology exploits biological processes to create novel technological 

solutions, either through manufacturing synthetic devices that can directly 
interact with cellular machinery or by altering the design of biological 
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molecules, such as proteins. Biotechnology has the potential to revolution-
ize medicine and offer novel technological solutions. Computer modeling can 
greatly accelerate the process of designing synthetic biodevices or engineering 
biological machines, but modeling tools and methods are significantly less 
developed than those available in the mainstream life sciences. This chapter 
provides an overview of the computational methods and tools we recently 
developed with the aim of dramatically improving the capabilities of computer 
modeling in biotechnology. The development efforts focus on the following 
areas: silicon bionanodevices, carbon nanotube-biomolecular systems, lipopro-
tein assemblies, and protein engineering for H2 production.

1.1. Silicon Bionanodevices

Miniature devices in which single biomolecules directly interact with silicon 
electric circuits can already be manufactured and used for biomedical applications. 
Modeling such devices is challenging as no ready-to-use methods and software 
exist. We have integrated molecular dynamics (MD) simulations of biomol-
ecules and continuum electrostatic models of silicon-based synthetic materials 
into a coherent computational method that allows researchers to relate changes 
in biomolecular structures to electronic processes in silicon semiconductor 
devices and vice versa.

1.2. Carbon Nanotube-Biomolecular Systems

Unique optical properties of carbon nanotubes (CNTs) allow changes in the 
conformation of adjacent biomolecules to be detected by spectroscopy. To aid 
the rational design of biosensors or drug development platforms operating using 
optical characteristics, the coupling between the biomolecular structure and the 
optical spectra of CNTs has to be established. We have developed a quantum 
mechanical/molecular mechanical (QM/MM) method for simulating CNT in 
complex with biomolecules and suggest a new semiempirical method for comput-
ing optical spectra of nanotube- biomolecular systems.

1.3. Lipoprotein Assemblies

Nanodiscs are nanometer-size protein–lipid particles being developed as 
platforms in which to study membrane proteins. Each nanodisc particle con-
tains two scaffold proteins that encircle a small lipid bilayer, effectively pro-
ducing a soluble platform in which membrane proteins can be embedded in a 
“native” environment. To optimize the self-assembly procedure, characterize 
the structure of assembled nanodiscs, and further improve on the design of the 
scaffold proteins, a variety of coarse-grained (CG) methods and tools have been 
developed by us that benefit the development of not only nanodiscs but also 
other bionanotechnology applications.
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1.4. Protein Engineering for H2 Production

Engineering the gas migration rates in gas-binding proteins such as hydrog-
enases requires the ability to precisely characterize the migration pathways 
taken by the gas molecules. Methodologies to comprehensively describe the 
location, energy profiles, and kinetic transport rates of gas migration pathways 
in proteins are being developed and integrated into the protein design process.

Most of the tools and methods described in this chapter are available in the 
form of plug-ins or modules to the publicly available software Visual Molecular 
Dynamics (VMD) (1) and Nanoscale Molecular Dynamics (NAMD) (2). This 
review assumes that the reader has basic knowledge of biomolecular modeling 
and of MD methodology in particular. For more information on the last subjects 
we refer the reader to recent and classic reviews (1–3) and books (4,5).

2. Silicon Nanopores for Sequencing DNA
Knowledge of an individual’s genetic makeup can lead to the prediction 

and treatment of many diseases by means of personal genomic medicine and 
pharmacogenomics (6). For the sequencing of a patient’s genome to become a 
common medical routine, the development of an inexpensive, high-throughput 
genome-sequencing technique is necessary. An efficient sequencing technique 
is also required for fundamental medical research, in particular to identify genes 
critical in the development of human cancers (7). The National Institutes of 
Health recently set an ambitious goal of reducing the cost of complete genome 
sequencing 10,000-fold to a mere $1000 within a 10-year period (8,9). This 
goal constitutes a scientific and engineering challenge that can be met with the 
help of silicon nanotechnology. It is already possible to manufacture a nano-
chip with features comparable in size to a single nucleotide and that is sensitive 
enough to measure a single nucleotide’s electric field (10,11).

The general idea behind the DNA-sequencing device is to measure the 
highly localized electric field of a DNA molecule (12,13). A metal-oxide semi-
conductor capacitor membrane with a nanometer-size pore confines the DNA, 
as shown in Fig. 1, slowing its movement and restricting its conformational 
fluctuations. At the same time, the conducting layers of this membrane serve 
as electrodes and register the electrostatic potential of the nucleotides as they 
pass through the nanopore. Given the difference in size and charge distribution 
of the DNA nucleotides adenine, cytosine, guanine, and thymine, the electrical 
signal recorded by the device during DNA translocation can, in principle, be 
used to identify the nucleotide sequence (see Fig. 1). Through integrated circuit 
techniques, the nanopore capacitor can be combined with an amplifier and other 
signal-processing circuitry, increasing the signal-to-noise ratio and temporal 
resolution of the device. Although researchers have succeeded in manufacturing 
operational nanopore capacitors and demonstrated the feasibility of recording the 
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electrical signatures of DNA molecules (12–19), relating the measured signal 
to a particular nucleotide sequence remains a major challenge.

Experiments allow one to measure DNA’s electrostatic potential but not to 
visualize DNA’s location and conformation in the pore at the time of the mea-
surement. To decipher the electrostatic signals produced by DNA, its trajectory 
in the pore must be characterized in atomic detail. This cannot be achieved 
using current experimental techniques. Interpretation of the experimental data 
therefore requires molecular modeling, which can provide complete information 
about the DNA’s position, conformation, and the electric field it generates. 
A simulation of the entire system, consisting of the DNA, the electrolytic 
 solution, and the nanopore device, will allow elaboration of a protocol for deci-
phering DNA sequences based on measured electrical signals. MD simulations 
have already estimated the pore sizes that can provide optimal confinement 
for single-stranded and double-stranded DNA (16). The electric field signals, 
as well as the current blockades produced by the DNA translocation through 
nanopores, were characterized by all-atom MD (17) and multiscale methods 
(12,13). While these studies have already provided deep insight into the correla-
tion between the DNA translocation and the resulting electrical signals, further 
development of the MD methodology is necessary to design a measuring 
protocol for identifying individual nucleotides.

2.1. Modeling Silicon-Biomolecular Systems

Historically, methodologies for MD simulation of biomolecular systems and 
inorganic materials have been developed independently. As a result, they use 
incompatible empirical force fields to describe interatomic interactions; thus, 
the interaction between DNA and a nanopore’s synthetic membrane cannot 
be well described by any existing force field. To relate the sequence of DNA 

Fig. 1. Nanopore device for sequencing DNA. (a) Atomic-scale model of a DNA 
strand confined to a nanopore in a synthetic membrane. (b) A schematic view of the 
DNA sequencing device. (c) The correspondence between the nucleotide sequences and 
the electrostatic potentials recorded by the device as predicted by a molecular dynamics 
simulation.
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nucleotides passing through a nanopore in a capacitor membrane to the electric 
signals induced at the plates of the capacitor, a number of modeling tools and 
methods that enable microscopic simulations of nanodevices comprising both 
inorganic and biomolecular components need to be developed. MD simulations 
of such systems require a molecular force field, compatible with the Amber 
(20) and CHARMM (21–23) biomolecular force fields, that accurately repro-
duces the interaction between biomolecular and inorganic components. Other 
needed tools and methods include procedures for building and simulating crys-
talline and amorphous inorganic materials, atomless representation of synthetic 
surfaces, and tools for computing electrostatic potentials.

Another challenge that needs to be addressed is accounting for electronic 
processes occurring in synthetic nanodevices and for the mutual interactions 
between the nanodevice and the biomolecular system. A foundation of 
a multiscale methodology, which relies on a continuum description of the 
electronic processes inside the synthetic device while using an all-atom MD 
description for biomolecules, has been developed (13,19). Using this method-
ology, the electrostatic potential induced by the translocation of DNA through 
the nanopore device can be computed. Further development of the multiscale 
methodology is necessary to account for dynamic correlations between the 
continuum description of the electric field in a synthetic membrane and the all-
atom MD description of DNA’s conformations in the solution.

2.1.1. Building Atomic-Scale Models of Inorganic Nanodevices

To provide the inorganic models needed for all-atom simulations of nano-
biodevices, we have implemented a method for building inorganic structures 
that can be used in conjunction with existing models of biomolecular struc-
tures. The nanostructures are constructed using a set of common operations 
that include replication of the inorganic unit cell, shaping the nanodevice, and 
specifying the connectivity of the inorganic atoms. This method was deployed 
to build nanopores in crystalline Si3N4 (15,17) and amorphous SiO2 (24) mem-
branes and to investigate electric field-driven permeation of water, ions, and 
DNA (12,15–18,24). To generate amorphous SiO2 nanopores, MD of heating-
annealing cycles were carried out starting from the crystalline SiO2 structure 
(24) (see Fig. 2b).

The method for building nanodevice structures was implemented as a plug-in 
in VMD. This Inorganic Structure Builder plug-in can generate molecu-
lar structures for crystalline lattices of biotechnologically relevant inorganic 
materials such as Si, SiO2, Si3N4, Au, and graphite (see Fig. 2a). Researchers 
can select a material and its crystalline modification from a list of structures 
already in the database, specify the required size and shape of the system, and 
set desired boundary conditions. A structure will then be created for the system 
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by replicating the crystal unit cell. To generate an amorphous SiO2 device, 
a researcher can choose to perform a heating-annealing cycle or to build the 
structure using the blocks of amorphous SiO2.

2.1.2. Modeling Amorphous SiO2 Surfaces

Cutting a crystalline or amorphous structure to the desired shape often leaves 
unsaturated bonds at the surface. In aqueous media—or in wet air due to con-
densation—silanol (–SiOH) or siloxane (–SiO–) functional groups are formed 
at the surface of silica, with their protonation states depending on the pH of 
the environment. The same applies to silicon, which is covered by a SiO2 layer 
when in contact with air or water. In silicon nitride (Si3N4), terminal primary and 
secondary amino groups (–NH2 and –NH) are formed, as well as silanol groups, 
due to the partial oxidation of the surface. The surface protonation and the result-
ing net surface charge influence the adsorption of biomolecules and ions to the 
inorganic surface and hence are critical to modeling the nanodevice.

A ubiquitous feature of silicon-based materials is the presence of an amor-
phous SiO2 layer at the surface. The SiO2 layer coats the area of the silicon-based 
device that is most exposed to water and is responsible for the material’s surface 
properties. We have implemented a method of modeling amorphous SiO2 sur-
faces (24) by which a set of intermediate MD annealing steps is performed that 

Fig. 2. Building hybrid biomolecular/silicon structures: (a) a crystalline polysilicon 
structure; (b) an amorphous silica structure; (c) the silica surface is refined and chemi-
cally modified; (d) a completed model of DNA in a silicon nanopore (water and ions 
not shown); (e) the same procedures can be used to build a silicon nanoreactor with a 
trapped biomolecule.
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mimics experimental annealing. As input, this method requires a raw nanode-
vice structure (constructed from an amorphous SiO2 template) and the heating/
quenching rates of the annealing cycle. To mimic the atomic arrangement of real 
SiO2 surfaces, the nanodevice structure is annealed by employing the force field 
glassff 2.01 (25). This force field has been targeted for SiO2 glasses and takes into 
account two- and three-body nonbonded interactions. The method yields surfaces 
that compare well to the surfaces produced experimentally. This method can be 
used to build silicon-based nanodevices such as nanopores (15), nanowires (26), 
and nanofluidics (27) systems. The SiO2 glass force field was recently imple-
mented in a single-processor version of NAMD.

The method described reproduces the structural features of amorphous SiO2 
surfaces with great accuracy. Furthermore, the resulting surfaces can be refined 
to produce other chemically modified SiO2 forms common in experiments (28). 
We have developed another method to introduce hydroxyl groups at the exposed 
surface (24). Starting from a template structure, hydroxyl groups are generated 
by breaking siloxane bonds (–SiO–) at the surface. Each broken –SiO– bond 
produces dangling Si and O atoms, which are subsequently converted into a pair 
of hydroxyl groups (24), allowing the hydroxyl concentration to be precisely 
controlled. The method can be adapted to introduce small peptides or other 
organic molecules instead of the hydroxyl groups. Such surfaces grafted with 
organic molecules are common in biotechnology applications, such as DNA 
microarrays (29) and chromatographic resins (28).

2.1.3. Force-Field Development for Silicon-Based Materials

A necessary condition for MD simulations to be useful as a predictive tool 
in nanotechnology is the availability of robust force fields that can accurately 
describe interactions at the biomolecular/inorganic interface. Currently, several 
microscopic force fields exist for biomolecular systems and for inorganic systems 
separately, but not for composite biomolecular/inorganic systems. Toward the goal 
of developing a hybrid biomolecular/inorganic force field, we have developed 
two force fields parameterized to match key macroscopic properties of inorganic 
materials: their dielectric response in the bulk (15,17) and their hydrophobicity at 
the surface (24). Furthermore, the force fields developed are CHARMM compat-
ible and can thus be deployed in conjunction with biomolecular models.

The dielectric properties of a nanodevice can influence not only the electro-
static force exerted on a nearby molecule but also the sensitivity of the device to 
the external electrostatic field. We have developed a straightforward method for 
matching the dielectric properties of inorganic materials by means of harmonic 
restraints applied to the atoms of the inorganic nanodevice. The magnitude of the 
harmonic restraints controls the displacement of the charged atoms and thereby 
the dielectric constant (15,17). For example, we have  implemented MSXX, a 
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force field for MD simulations of Si3N4 derived from ab initio calculations on 
small silicon nitride clusters (30). For this purpose we have brought MSXX 
into a CHARMM-compatible form and refined it to reproduce the experimental 
dielectric constant of Si3N4 (7.5 at 300 K). The resulting force field was used to 
study DNA translocation through Si3N4 nanopores (15–17,31).

The hydrophobicity of silicon-based surfaces is another macroscopic prop-
erty critical to modeling of a nanodevice. We have implemented a method 
initially proposed by Werder et al. (32) to select force field parameters that 
reproduce surface hydrophobicity well. The hydrophobicity is quantified by 
measuring the water contact angle, i.e., the angle between the tangent of a water 
droplet and the solid surface (see Fig. 3). This method has already been 
employed to parameterize intermolecular interactions with amorphous SiO2 
surfaces (24).

The development of a CHARMM-compatible silicon/biomolecular force 
field will allow researchers to perform realistic quantitative simulations of 
interactions between biomolecules and silicon-based materials, including 
crystalline and amorphous SiO2 and Si3N4. Preliminary work has already led 
to a force field that adequately describes silica–water interaction and cor-
rectly reproduces the experimental data on water/silica contact angles (24). 
Nevertheless, the force fields developed have not yet been calibrated to describe 
interactions with organic molecules. It is therefore necessary to extend the force 
fields for silicon-based compounds to accurately reproduce experimentally 
measured quantities characterizing the interactions between inorganic surfaces 
and biomolecules, such as the adhesion energy. Further development of the 
silicon/biomolecular force field will rely on experimental adsorption data for 
small organic molecules (33) and biomolecules such as DL-tryptophan (34), 
cholesterol (34), and polynucleotides (35) on silicon surfaces. These data will 
be used to calibrate the force field parameters, ensuring their accuracy for bion-
anotechnological applications.

Fig. 3. Surface hydrophobicity reproduced using molecular dynamics (MD) simula-
tions. The figure shows a water droplet resting on top of a rectangular slab of SiO2. 
The intermolecular interactions of the SiO2 slab have been tuned to reproduce the water 
contact angle θ observed in experiments.
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2.1.4. Implicit Models of Synthetic Surfaces

Many properties of a nanodevice can be more easily represented by a math-
ematical function defined at the nanodevice surface than through an all-atom 
description. For example, if a nanodevice material is inert, a simple mathematical 
function can capture the steric restraints imposed by the shape of a nanodevice. 
Such atomless representation of inorganic objects dramatically reduces the 
degrees of freedom of the system, thereby increasing the speed of the simulation. 
To enable this kind of atomless representation to be deployed in MD simulations, 
we have implemented the TclBC Forces module in NAMD (17,36).

Previously, arbitrary geometry-based constraints were applied through a 
scripting interface of NAMD (Tcl Forces) (2). Such implementation required 
all atomic coordinates to be sent to a single processor, where the forces due to 
the user-defined geometry restraints would be computed, imposing a significant 
bottleneck on the speed of the parallel simulation. Since the force on each atom 
depends only on its position relative to the known boundary, NAMD does not 
need to exchange atom coordinates between processors, thus permitting the 
performance bottleneck to be removed by distributing the calculation script to 
all processors. One of the first applications of TclBC Forces investigated the 
voltage-driven translocation of DNA through an atomless model of a synthetic 
nanopore (18) (see Fig. 4) and of the α-hemolysin channel (37).

2.1.5. Visualization of the Electrostatic Potential

Computational studies of nanodevices require not only the construction of 
atomic-scale models and force fields enabling microscopic simulations of the 
device, but also the implementation of new tools to analyze the data resulting 
from simulations. Since nonbonded interactions at the scale of several 
nanometers are dominated by electrostatic forces, developing a tool to analyze 
such forces is of paramount importance. To study the dynamics of ions and 
charged molecules in a synthetic nanopore (16), we developed the PMEpot 
plug-in for VMD, which allows one to compute electrostatic potential maps 
averaged over an MD trajectory.

The PMEpot plug-in integrates the particle-mesh Ewald algorithm of NAMD 
with the graphical user interface of VMD, enabling the efficient calculation 
and a visual display of long-range electrostatics. By averaging the electrostatic 
potential over a 1- to 20-ns MD simulation, one can obtain an averaged electro-
static potential map of the system that can be displayed in VMD.

The PMEpot plug-in was used to visualize the distribution of the electro-
static potential in Si3N4 nanopores (shown in Fig. 5) (16,18), in the α-hemolysin 
channel (37), in the mechanosensitive channel of small conductance (MscS) 
(38), as well as in the potassium (39) and ceramide (40) channels.
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Fig. 5. Visualization of the electrostatic potential. The chart plots the electrostatic 
force acting on a probe charge in a nanopore (black line) calculated using the PMEpot 
plug-in of VMD. The background image illustrates the distribution of the electrostatic 
potential inside the nanopore. The gradient of the electrostatic potential drives perme-
ation of charged species, such as ions or DNA, through the nanopore.
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Fig. 4. Implicit model of a nanodevice. (a) TclBC Forces in NAMD were used to 
study the translocation of single-stranded DNA through a “phantom” pore (18). (b) 
TclBC Forces define a nanopore boundary (conical surface) that restrains only the DNA 
strand, allowing water and ions to move freely (18).
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2.1.6. Multiscale Modeling of DNA-Semiconductor Systems

To design a synthetic nanopore device for DNA sequencing, researchers have 
to establish a one-to-one correspondence between the atomic-scale details of 
DNA’s translocation through the pore and the electrical signals measured by the 
device. The signal generation in the silicon domain, which consists of dielec-
tric and semiconductor layers, cannot be described within the framework of an 
MD methodology. Semiconductor physics (41,42) must be used for modeling 
the silicon domain, while an all-atom MD methodology is appropriate for the 
biomolecular domain simulations. Fortunately, the characteristic times of elec-
tronic processes in the silicon domain are much shorter than the time needed to 
produce a noticeable change in the distribution of charges in the biomolecular 
domain. On the other hand, it is usually not necessary to calculate the distribu-
tion of the electric fields in the silicon domain with the same spatial resolution 
as in the biomolecular domain. The difference in temporal and spatial scales 
makes it possible to handle the two domains using different methods.

Modeling nanodevices built on semiconductors (13,19) exceeds the capa-
bilities of MD methods and requires integration of computational electronics 
methods into MD. A multiscale method to describe a metal-oxide semiconduc-
tor (Si-SiO2-Si) (Fig. 6) nanopore has been developed (13). In this method, the 
conformations of DNA are described using MD while the remaining parts of 
the system (i.e., the electrolytic solution and the nanopore) are described using 
a continuum Poisson electrostatic model (13,19). Snapshots extracted from 
MD simulations are input to a self-consistent Poisson solver. The solver relies 
on Boltzmann statistics to describe the distribution of ions in the electrolytic 
solution and on Fermi-Dirac statistics to describe the electrons and holes in the 
silicon materials (13).

The multiscale method was used to determine the feasibility of using a 
Si-SiO2-Si nanopore to sequence DNA with single-base resolution. The first appli-
cation of this method provided estimates for the magnitude of the electric signals 
produced by DNA translocation through a 1-nm diameter nanopore in a capaci-
tor membrane (13,19). The maximum recorded change in the potential caused by 
the DNA translocation was estimated to be about 35 mV, the maximum voltage 
signal due to the DNA backbone alone to be about 30 mV, and that due to a DNA 
base alone to be about 8 mV. Subsequently, we demonstrated that the effect of a 
single base mutation on the voltage trace varied from 2 to 9 mV, which is experi-
mentally detectable (19). We also demonstrated that the nanopores fabricated on 
metal-oxide semiconductor membranes can be used to accurately count the num-
ber of nucleotides in a DNA strand (19). Currently, MD simulations and Poisson 
electrostatics calculations are carried out sequentially using NAMD and a custom 
code. The simulation method does not take into account the electrostatic feedback 
force due to the charge redistribution in the synthetic component of the device. 
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In the future, the feedback force will be included in the calculations. In addition to 
solid-state nanopores, the multiscale method can be applied to a variety of other 
systems, such as nanowires (26) and nanofluidics (27).

2.2. Outlook

The rapid development of bionanotechnology has given rise to an abun-
dance of novel devices in which biomolecules coexist and interact with silicon 
compounds or, more generally, inorganic nanostructures. In many devices, the 
electric field generated by nearby charged biomolecules is key to a device’s 
functionality. For example, biofunctionalized thin-film silicon resistors (43) 
enable the direct detection of small peptides and proteins. Label-free electric 
detection of DNA hybridization is achieved by virtue of ion-sensitive field 
effect transistors (44,45), enzyme field effect transistors (46), and porous sili-
con sensors (47,48). Amperometric biosensors use the glucose oxidase (GOx) 
enzyme immobilized on silicon nanowires that act as both substrate and electron-
transfer mediator for high-sensitivity measurement of glucose concentrations 
(49). Finally, a mechanical force can be directly applied to DNA and proteins 
using the tip of an atomic force microscope (AFM) (50–52).

Fig. 6. Multiscale simulation of electric signal induced by DNA in a solid-state nanopore. 
Determined through molecular dynamics (MD), the conformation of DNA in a nanopore 
is related to the electrostatic potential in the semiconductor material surrounding the nano-
pore using a self-consistent Poisson solver (13). (a) The conformation of a DNA strand in 
a phantom pore at the beginning of an MD simulation. Starting from this conformation, the 
phantom pore radius is gradually shrunk. (b) The conformation of the DNA strand in a 1-nm 
diameter pore. (c) Contour plot of negative charge concentration in the capacitor membrane 
and the electrolyte solution. (d) Same as in (c) for the positive charge concentration.
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Further development of the computational methods and tools will enable 
design of new, more sensitive, and efficient bionanoelectronic devices aris-
ing from a better understanding of the correlations between the atomic-scale 
interactions at the device–biomolecular interface and the electronic processes 
in the device. Tools for atomic-scale modeling will benefit researchers seeking 
to optimize inorganic nanodevices used to adsorb, bind, sense, or transport 
biomolecules. These tools will allow one to obtain atomic-scale details 
of interactions between the biomolecules and inorganic surfaces in an MD 
simulation, thus providing insight into the processes involved. For example, a 
researcher will be able to simulate the adsorption of DNA probe oligonucle-
otides on silicon-based microarrays for DNA detection (53). Using a simulation 
of the interaction between an AFM tip and the surface of a virus capsid (50,54) 
or a liposome (55), a researcher will be able to increase the accuracy of the 
force measurements and AFM image resolution.

When the all-atom simulation tools are combined with the multiscale 
simulation tools, they can be used to study an even wider class of bionano-
technological systems. Thus, researchers can use the multiscale simulation 
tool to elucidate atomic-scale details of biomolecular systems based on elec-
trical signals recorded by electronic bionanodevices and thereby optimize the 
nanodevices, improve their sensitivity, and extract more information from the 
recorded electrical signal. Further examples of the bionanodevices that can be 
simulated using the multiscale simulation tools, in conjunction with the all-
atom simulation tools described, include biosensors based on various types of 
field effect transistors (44,45,56,57), amperometric glucose biosensors made of 
carbon nanofibers/silicon oil composites (58) or silicon nanowires (59), peptide 
and protein detectors using thin-film silicon resistors (43), and amperometric 
lactate biosensors based on CNTs immobilized on silicon/indium tin oxide 
substrate (60).

3. Carbon Nanotube Biosensors
Carbon nanotubes (CNTs) (61) are hexagonal lattices of carbon atoms rolled 

up into seamless cylinders. Due to their unique electronic, thermal, chemical, 
optical, and mechanical properties (62), they are of great interest for many nan-
otechnological applications. In particular, CNTs can be used as biosensors to 
detect various biomolecules (63). By decorating CNTs with biomolecules such 
as proteins (64) or DNA segments (65), they can be made selective to specific 
targets that, on binding to the decorated CNTs, alter the CNTs’ optical spectra 
in experimentally detectable ways. Since CNTs fluoresce mainly in the near-
infrared region, in which human tissues are transparent, and since decorated 
CNTs are easily assimilated into living cells, CNT biosensors are particularly 
well suited to be embedded in the human body.
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An example of ligand-specific biosensors is illustrated in Fig. 7. By monitoring 
the emission spectra of a DNA-nanotube complex, changes in the DNA’s struc-
ture due to the action of a chemotherapeutic agent, melphalan, can be detected. 
A similar approach is effective in characterizing protein–DNA interactions, mak-
ing CNT-DNA systems an attractive platform for the development of new drugs. 
Researchers have already demonstrated the feasibility of using nanotube–biomol-
ecule interactions to sense various targets (64,65). However, the opportunities for 
rational design of nanotube biosensors are limited by insufficient understanding 
of nanotube–DNA–target interactions at the atomic level.

Although it has been experimentally demonstrated that CNTs can operate as 
optical biosensors (64,65), the coupling between changes in the biomolecular 
structure and the resulting shifts in the optical spectra remains poorly under-
stood. First, the conformations of the DNA and proteins decorating the CNTs 
are not known. Second, the influence of the CNT chirality (the “twist” intro-
duced in a CNT when it is rolled into a cylinder) and of the DNA sequence on 
the properties of the DNA-nanotube assemblies is not clear. Even less is known 
about the effect of the biological environment on the optical spectra of CNTs, 
making it difficult to interpret the spectral changes observed in experiments 
(64,65) in terms of the underlying interactions. Due to the difficulty of manipu-
lating and tracking CNT sensors, the information provided by experiment is 
limited. Molecular modeling, however, can provide detailed information at the 
atomic level about the interactions between CNTs and biomolecules. It can 
serve as a tool for the rational design of such sensors, for example, guiding 

Fig. 7. Carbon nanotube (CNT)-based optical sensor. (a) Sensor for nucleic acid–drug 
interaction. A chemotherapeutic agent, melphalan (a drug used to treat ovarian and breast 
cancer), damages DNA wrapped around a carbon nanotube. (b) Energy peak of the carbon 
nanotube’s near-infrared emission. The inset shows the emission spectra before (right 
curve) and after (left curve) DNA damage. DNA damage can be detected in real time. 
(Courtesy of the Strano group at the University of Illinois, Urbana-Champaign)
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the engineering of DNA molecules to incorporate emission quenchers that can 
increase the signal-to-noise ratio of the sensor.

3.1. Modeling Carbon Nanotube-Biomolecular Assemblies

Many challenges currently facing research on CNT-based applications arise 
from a lack of adequate description of the interactions between nanotubes and 
their environment. Molecular modeling can provide detailed information about 
these interactions. For example, MD simulations have been applied to investi-
gate the transport of water (66–69), ions (70), polymers (71), and nucleic acids 
(72,73) through CNTs as well as the insertion of a short single-walled CNT 
(SWNT) into a cell membrane (74,75). However, traditional MD studies use 
semiempirical force fields, which do not account for the high polarizability 
of the nanotube walls. Ab initio methods based on density functional theory, 
which take into account the polarizability of SWNTs, have been employed to 
study water and proton transport across SWNTs (76,77), but the computational 
cost of these methods is prohibitive for large systems such as SWNT-DNA 
complexes.

The simplest and most well-studied CNTs are SWNTs, which consist of 
one carbon cylinder. SWNTs have highly delocalized π-electrons that respond 
strongly to external fields (62), bringing about a polarizability that existing 
classical MD force fields treat inadequately. We have developed an empirical 
tight-binding QM model that accounts for the polarization effect of armchair 
SWNTs (78–82), the class of CNTs that has the highest symmetry. The tight-
binding model reproduces results of more computationally expensive quantum 
chemistry calculations for both SWNT-water systems (79,80) and ion-SWNT 
systems (81).

To address the challenges in the nanotube-based applications, we have been 
developing a computational methodology for simulating SWNTs in complex 
with biomolecules. In the first series of studies, SWNTs were described as neu-
tral cylinders with zero polarizability (69), while a classical MD force field was 
used to describe the interactions of the nanotubes with water. To determine the 
distribution of fixed partial atomic charges along a nanotube of a finite length, 
quantum chemistry calculations were carried out (80). Following that, a self-
consistent tight-binding (SCTB) method was proposed that takes into account 
the polarization of an armchair nanotube in an external electric field (80). The 
efficacy of the polarizable model was investigated for two nanotube-water sys-
tems (79,80) and a potassium ion-nanotube complex (81).

3.1.1. Classical Model of Carbon Nanotubes

Classical MD, although not capable of accounting for the polarizability 
effects, is a popular method for investigating the interactions of biomolecules 
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with CNTs (66–68,70–73,83). To evaluate the efficacy of this method, we 
have built an atomic model of an armchair SWNTs and conducted a series 
of classical MD simulations, investigating the transport of water and protons 
through the nanotube (69). In these simulations, SWNTs were arranged into 
a hexagonally packed conformation, which prevents large movements of 
the SWNTs and creates a two-dimensional barrier for water and proton 
conduction. The simulations showed that water molecules inside a neutrally 
charged SWNT adopt a unipolar ordering along the SWNT axis as shown in 
Fig. 8a, and that modifications of the nanotube’s atomic partial charges can 
induce a bipolar ordering of water molecules inside the nanotube (Fig. 8b). 
Well-organized arrangements of water molecules inside a nanotube were also 
found in other simulations (66–68) and later confirmed by neutron-scattering 
experiments (84). Proton conduction through the SWNT was also investigated 
using the theory of network thermodynamics (85–87), which assumes that the 
protons are transported through a water file connected via hydrogen bonds.

3.1.2. Electrostatics of Finite-Length Armchair Nanotubes

The atomic partial charges on nanotubes can significantly affect the interac-
tions between nanotubes and biomolecules (especially charged molecules such 
as DNA). Various schemes have been adopted by the different force fields in 
use today to introduce such charges into calculations (20,22,88). The restricted 
electrostatic potential (RESP) fitting scheme (89,90) has been used to deter-
mine the atomic partial charges on an armchair SWNT.

Fig. 8. Orientation of water molecules inside (a) a neutrally charged carbon nano-
tube and (b) a nanotube with charges at the ends. Uncharged carbon atoms are shown 
in licorice representation, while positively and negatively charged atoms are shown as 
white and black spheres, respectively.
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The RESP fitting scheme employs a grid-fitting procedure that parameter-
izes the atomic partial charges to reproduce the electrostatic potential computed 
from density functional theory (RESP-α). The calculations have provided accu-
rate values of the atomic partial charges for SWNTs shorter than 16 Å (80). 
Table 1 provides an example of fixed atomic partial charges for the 16-Å 
armchair SWNT shown in Fig. 9.

However, calculations based on density functional theory are too expen-
sive for obtaining RESP charges for longer SWNTs. Since the results from 
RESP-α showed that atomic partial charges are nonzero mainly at the 
nanotube boundary (80,; Table 1), we developed a less computationally 
expensive RESP model (RESP-β), which constrains atomic partial charges 
of nonboundary carbon atoms to be identical. Despite the small number of 
parameters to be determined in RESP-β, the resulting atomic partial charges 
of SWNTs were found to be comparable with those obtained from RESP-α 
(80; Table 1). These charges serve as the basis for the development of a polar-
izable SWNT model.

Table 1
RESP Charges for the 16-Å Single-Walled Carbon Nanotube (SWNT) Shown in 
Fig. 9

Method H C1 C2 C3 C4 C5 C6

RESP-α 0.1383 −0.1768 0.0327 0.0238 −0.0230 0.0065 −0.0016
RESP-β 0.1359 −0.1751 0.0441 −0.0012 −0.0012 −0.0012 −0.0012

RESP-α stands for standard restricted electrostatic potential (RESP) fitting, and RESP-β 
denotes a simplified RESP fitting scheme (see text for explanation).

Fig. 9. A 16-Å armchair single-walled carbon nanotube (SWNT). (a) Top view 
and (b) side view. The SWNT contains 12 carbon sections (C1, C2, …, C2, C1). The 
SWNT ends are saturated with hydrogen atoms (H). The nanotube is colored accord-
ing to the absolute values of the fixed atomic partial charges shown in Table 1. Dark is 
more charged, and faint is more neutral.
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3.1.3. Polarizable Model of Armchair Nanotubes

The polarizability of SWNTs plays a critical role in SWNT–biomolecule 
interactions. Therefore, a polarizable SWNT model is needed to account accu-
rately for the contribution of the SWNT electrons to intermolecular forces. 
Since in typical MD simulations the forces acting on simulated atoms need to 
be updated very frequently (e.g., at 1-fs time intervals), the model not only has 
to be accurate but also computationally efficient.

We have developed a semiempirical QM method, the self-consistent tight-
binding (SCTB) method, to determine the induced partial charges arising from 
the polarizability of SWNTs at low computational cost (78). In the SCTB 
method, the induced charge distribution is obtained by iteratively solving the 
single-electron tight-binding Hamiltonian,

 å<i,j>gij  a
†
iaj + å1(U

ext
i + åjU

int
ijdqj)a

†
i  ai (1)

The first term on the right side of Eq. 1 is the energy arising from the hopping 
of electrons between SWNT atoms. In this term, pairs <i,j> include up to third-
nearest neighbors; a†

i and ai are fermion (particle) creation and annihilation 
operators, respectively; and γi,j is the probability for electrons to hop between 
the first-, second-, and third-nearest neighboring atoms, derived in ref. 91. The 
second term, Uext, is the interaction energy between the atomic partial charges 
on the SWNT and the external field. The third term is the Coulomb interaction 
energy stemming from the induced charges on the SWNT atoms, with Uint the 
electron–electron Coulomb interaction potential and δqj the induced charge at 
atom j. The induced partial charges δqj are calculated through a charge refine-
ment loop shown in Fig. 10. An initial charge distribution of SWNT atoms, δqj, 
is obtained through RESP calculations; the Hamiltonian in Eq. 1 is constructed 
based on δqj; the Hamiltonian is diagonalized to obtain the self-consistent field 
ground states, |SCF>, and a new charge distribution δqj is constructed from the 
equation

 dqj = e[áSCF|a†
j  aj|SCFñ – 1] (2)

The newly constructed δqj is then used to obtain the Hamiltonian for the next 
iteration step. The procedure continues until the charges and the total potential 
converge to ensure the self-consistency of the method. Key properties such as 
the electronic energy spectrum and screening constants, computed with the 
SCTB approach, agree well with results from density functional theory calcula-
tions despite the relative computational simplicity of the SCTB model (79,80). 

The polarizable SWNT model has been applied to three systems: an 
armchair SWNT with one water molecule placed on the SWNT axis 
(80), an armchair SWNT with six water molecules inside the nanotube (78,79), 
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Fig. 10. Flowchart of the self-consistent calculation of induced charges and SCTB 
Hamiltonian (80). The shaded area in gray is the atomic partial charges refinement 
loop. The initial charge distribution (δqj in Eq. 1; see text) is taken from restricted 
electrostatic potential (RESP) calculations. The total potential matrix, the sum of the 
external potential Uext, and the electron–electron Coulomb interaction from the non-
uniform charge distribution Uint, is computed to construct the Hamiltonian in Eq. 1.
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and an armchair SWNT with a potassium ion moving along the SWNT axis 
(81). In the first study, the polarizable SWNT model was applied to compute 
the interaction energies between the SWNT and a water molecule at various 
positions along the nanotube axis (80). These interaction energies, shown in 
Fig. 11, include the short-range van der Waals interaction UvdW; the Coulomb 
interaction between the water molecule and the static atomic partial charges 
U0, and the interaction between water and induced charges on the SWNT Uind. 
One notices that U0 is significant at the SWNT’s entrance and exit, while the 
interaction between the water and the induced charges Uind stabilizes the water 
molecule inside the SWNT.

In the second study, the polarizable SWNT model was applied to a system 
consisting of an armchair SWNT filled with six water molecules (79) (a confor-
mation identical to that in Fig. 8a). Substantial screening of the water dipoles 
by the induced charges observed in this study agrees with density functional 
theory calculations (76).
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In the third study, the polarizable SWNT model was applied to investigate 
the dynamics of a potassium ion inside the nanotube (81). The SCTB calculations 
were carried out on the fly between integration steps of the MD routine. The 
main results obtained using the polarizable model, such as the ion’s oscillation 
frequency, agree well with those calculated from Car-Parrinello MD (82).

3.1.4. Implementation of the Polarizable Model in NAMD

To account for a nanotube’s electronic degrees of freedom in MD simula-
tions, work is in progress to integrate the polarizable SWNT model (80,81) 
into NAMD. The key aspect of such integration is to continuously update 
the atomic partial charges of the SWNT segment during an MD simulation, 
employing the method introduced in ref. 81. In the present simulation setup, 
the atoms of the SWNTs are held fixed, and the SWNT’s π-electrons, which 
contribute the most to the SWNT polarizability, are treated by the QM model; 
the remainder of the system is described classically. In each MD integration 
step, the combined QM/MM module is called via a NAMD Tcl interface to 
diagonalize the QM Hamiltonian and thus obtain the SWNT induced charge 
δqj for each atom j (see Eq. 1).

A problem arising from the QM treatment of SWNTs is that the QM for-
mulation introduces an energy loss (92). This energy loss arises from the 
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Fig. 11. Potential energy profiles for a single-walled carbon nanotube (SWNT) 
interacting with a water molecule of fixed orientation at various positions along the tube 
axis. The water–SWNT interaction includes the short-range van der Waals interaction 
UvdW, the Coulomb interaction arising from the static atomic partial charges U0, and 
the interaction between water and charges induced on the SWNT from the polarization 
Uind. (RESP, restricted electrostatic potential).
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(nonanalytical) dependence of the induced charge δq on the coordinates of the 
MM subsystem, which is not accounted for in a conventional MD algorithm. 
To conserve the total energy of the system, a force correction term can be 
introduced in the MM subsystem (92). In the simple case in which the classi-
cal subsystem consisted of a single potassium ion (81), the loss was avoided 
through inclusion of a term ∂ (δqj)/∂ r that accounted for the dependence of 
δqj on the position r of the external charge (ion). With an analytical expres-
sion for ∂ (δqj)/∂r not being available, the quantity was calculated by numeri-
cal differentiation. In the intended applications, there will be thousands of 
charges acting on the SWNT, making such a numerical approach unfeasible.

Since the correction force is small, the energy loss is currently compensated 
for by the Langevin thermostat feature of NAMD with an appropriate choice 
of the coupling constant. The results of such QM/MM calculations should be 
accurate enough to reveal, for example, the ordering of water around SWNT 
walls or the wrapping of DNA around nanotubes.

The studies of nanotube-water (79,80) and nanotube-ion (81) systems have 
validated the polarizable SWNT model (80,81) as a viable option for the accu-
rate and efficient description of nanotubes in MD simulations. Integration of the 
polarizable SWNT model into NAMD yields a combined QM/MM description, 
which permit studies providing guidance for many practical problems related 
to nanotube-based technology.

3.2. Outlook

Applications of nanotube-biomolecular assemblies have been proposed in 
several areas of biotechnology, including biosensors, drug development plat-
forms, and drug delivery systems. CNTs enclosed by biomolecules such as 
proteins (93–95) and DNA (96–98) have been shown to enter cells, suggesting 
applications as drug delivery devices. DNA interacts strongly with SWNTs to 
form a stable DNA-SWNT complex that effectively disperses and separates 
bundled SWNTs in an aqueous solution (99). CNTs are being used as gas sen-
sors by measuring the change in the conductivity of CNTs when exposed to a 
small amount of certain gas molecules (63). Researchers are developing experi-
mental techniques to adsorb and immobilize proteins and other biomolecules 
onto CNT surfaces to make chemical sensors such as immunosensors (100). 
A system containing a nanotube threaded through a nanopore has been devised 
for high-throughput DNA sequencing (101). CNT-based AFM probes have 
been designed for direct determination of haplotypes of DNA fragments (102) 
and for studying the structure of proteins (103). Researchers have been able to 
target and destroy cancer cells using bundles of CNTs, called nanobombs, by 
irradiating CNTs embedded inside cells with a laser beam. The nanobombs 
emit heat when irradiated, causing destruction of the cells (104,105). In many 
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of the applications, computer modeling has the potential to greatly improve the 
rational design of CNT-biomolecular systems, image their internal organiza-
tion, and predict their response to external factors.

Modeling SWNT–biomolecule interactions poses various challenges. First, 
electronic and optical properties of nanotubes are highly dependent on the 
nanotube chirality (62), thus requiring a flexible theoretical and computational 
approach that applies to all types of nanotubes. Second, the high polarizability 
of nanotubes needs to be modeled accurately and efficiently. Third, nanotube 
sensor applications require an efficient way to characterize the nanotube optical 
spectrum, taking its environment into account.

We have been focusing on one type of nanotube chirality, the armchair 
nanotube (69), and developed a polarizable model for it (78–80). Based on 
this work, we plan to integrate the polarizable SWNT model into NAMD 
(2); improve the efficiency of the present QM/MM polarization module, 
making it suitable for long simulations and large SWNT-biomolecule sys-
tems; and adapt the polarizable SWNT model to nanotubes of all chiralities. 
Furthermore, we seek to apply our semiempirical methods for calculating 
optical spectra of biological chromophores (106–109) to SWNT-biomol-
ecule systems.

4. Nanodiscs for the Study of Membrane Proteins
Membrane proteins provide a way for cells and organelles to communicate 

and interact with the exterior environment. They control the passage of mole-
cules and lipids across the cell membrane and are of great importance to human 
health, for example, as targets of most modern drugs (110–113). Unfortunately, 
membrane proteins can be difficult to study experimentally due to their ten-
dency to aggregate in solution when removed from their native membranes. 
Detergent micelles and liposomes are conventionally used to study membrane 
proteins (114). However, the use of such systems often inactivates the proteins 
due to the nonnative environment.

Fortunately, nature has provided a system that can be engineered into a 
platform for studying membrane proteins, namely, discoidal high-density 
lipoproteins (HDLs) (115). Engineered forms of discoidal HDLs, called nano-
discs (116–119), are being developed as an alternative platform for embedding 
membrane proteins (Fig. 12) (120–134). Even though HDLs and, by  extension, 
nanodiscs have been studied for decades and the implications of HDL for 
coronary heart disease are well documented (115), the structure of the primary 
protein component apolipoprotein A-I (apo A-I) and the transitions from lipid-
free to nascent discoidal to mature spherical HDL particles are not well charac-
terized. To date, only two high-resolution crystal structures (135,136), both in 
a lipid-free state, exist for apo A-I.
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Several models of the structure of discoidal HDL particles have been 
suggested, and although most experimental evidence points to a belt model 
(137–143) in which the amphipathic proteins wrap around a lipid bilayer in 
a belt-like manner, the issue is not yet settled. Even less is known about the 
formation of these discoidal protein-lipid particles, their transformation into 
spherical particles on the incorporation and esterification of cholesterol, or the 
incorporation of membrane proteins into nanodiscs. Computational modeling 
provides a means to design and test structural models of nanodiscs without need 
for costly and lengthy experiments. Such modeling should eventually reveal 
how nanodiscs assemble and how HDL particles form and eventually become 
spherical, providing dynamic information that is not generally available from 
experimental techniques such as nuclear magnetic resonance (NMR) and crys-
tallography.

As a first step toward understanding the structure and assembly of nano-
discs as well as of HDL particles in general, all-atom simulations were first 
performed (in 1997) on the picket fence model of discoidal HDL, in which 
the helices of the protein are oriented parallel to the lipid acyl chains (144), 
using then- available experimental data (145–148) and structure prediction 
methods. All-atom simulations were later done (in 2005) on the double-belt 
model discoidal HDL, in which the protein helices are oriented perpendicular 
to the lipid acyl chains (149), relying on the Borhani crystal structure (135), 

Fig. 12. Nanodisc with a bacteriorhodopsin monomer. Nanodiscs are discoidal  protein-
lipid systems used as platforms for embedding membrane proteins. The amphipathic 
membrane scaffold proteins (shown in black) wrap around a lipid bilayer (shown in 
transparent gray), effectively shielding the hydrophobic lipid tail groups from the 
aqueous environment. The bacteriorhodopsin (shown in gray) is embedded in the lipid 
bilayer.



204 Aksimentiev et al.

evidence of salt bridging between the two apo A-I protein belts (150–152), 
extensive characterization of size, shape, and composition provided by nano-
discs (116,125,127,153), as well as other experimental evidence (154).

Atomic-level computational modeling has already provided a detailed image 
of the structure of nanodiscs, which was verified through comparisons with 
experimental small-angle X-ray scattering (SAXS) data (149). However, all-
atom MD simulations, as carried out in ref. 149, are limited to nanosecond sim-
ulation times; due to the large macromolecular rearrangements and movements 
involved in the assembly and transformation of nanodiscs, longer timescale 
(microsend to millisecond) simulations are required. These longer timescales 
are currently difficult to reach using traditional all-atom MD, especially for 
large systems. Thus, we turned to residue-based coarse-grained (CG) modeling, 
which allows for longer (microsecond to millisecond) timescale MD simula-
tions of such processes (155,156). Recent refinement of CG models has led to 
the development of CG lipid-water models that have been successfully used to 
investigate and assemble various lipid aggregates (157–162). The CG models 
proved to be useful in describing the assembly and dynamics of systems driven 
by mainly hydrophobic/hydrophilic interactions, including bilayers, micelles, 
and liposomes. Due to the amphipathic structure of membrane scaffold proteins 
and the fact that nanodisc assembly is driven by hydrophobic interactions, the 
behavior of lipoprotein systems will be primarily influenced by factors similar 
to those important in pure lipid assembly and, thus the systems are ideally 
suited for CG methods.

4.1. Computational Approach to Engineering Nanodiscs

To study the nanodisc system using CG methods, we needed to develop a 
number of methods and tools for constructing, parameterizing, simulating, and 
visualizing CG systems. Some of the tools were implemented in the visualiza-
tion and simulation software VMD and NAMD, respectively. The CG residue-
based model for nanodiscs required the implementation of the CG protein-lipid 
model into NAMD (155), the extraction of protein backbone parameters from 
all-atom simulations (156), and development of reverse CG methods to recon-
struct an all-atom model from a CG description.

4.1.1. Imaging Nanodiscs Using All-Atom MD Simulations

All-atom MD simulations can provide the most detailed picture of nanodevices 
such as nanodiscs. We performed all-atom MD simulations on nanodisc particles 
in which the membrane scaffold proteins were wrapped around a nanometer-size 
lipid-bilayer in a belt-like manner, producing a detailed atomic image of a nano-
disc (149). The aim was to test if the double-belt model nanodiscs were stable 
at least over the nanosecond simulation period, which indeed they were (149). 
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Comparisons with experimentally obtained small angle X-ray scattering (SAXS) 
patterns yielded further validation of the double-belt model (149).

Once a detailed atomic-level image of a nanodisc had been produced (149), 
we turned our attention toward understanding the process by which nanodiscs 
self-assemble. A detailed understanding of the nanodisc assembly process will 
permit the optimization of experimental nanodisc assembly procedures but 
could also lead to valuable information on nanodisc structure since the aggre-
gation process self-selects a structure, eliminating bias. As stated, the nanodisc 
assembly process occurs on a much longer timescale than is attainable for all-
atom MD, so we chose to use a CG modeling technique.

4.1.2. Coarse-Grained Protein-Lipid Model in NAMD

The CG models simplify the description of a system, reducing the overall 
system size by mapping clusters of atoms onto CG beads. Recent advances 
in CG modeling have resulted in CG lipid models that allow the study of 
lipid assembly on a micrometer length scale and on a millisecond timescale. 
In addition to the reduction in system size, CG models use a combination of 
short-range electrostatics and a minimal number of bead types to improve com-
putational efficiency (157–159,162,163).

One of the first CG lipid models to successfully show assembly of lipids was 
developed by Klein and coworkers (158,159). The CG model was parameter-
ized to mimic structural features resulting from all-atom simulations of DMPC 
(dimyristoylphosphatidylcholine) bilayers. The successful assembly of lamel-
lar and inverted hexagonal phases of DMPC from an initially random distribu-
tion of lipids demonstrated the ability of the model to describe the dynamics 
of lipid assembly. Recent refinements and extensions to the CG model have 
led to the description of transmembrane-peptide-induced lipid sorting (164), 
lipid perturbation due to hydrophobic mismatch surrounding a nanotube (165), 
insertion of a model pore into a lipid bilayer (75), and the effects of anesthetics 
on model membranes (166). Other models that use a similar CG method have 
recently been developed by Marrink (157,167–171), Stevens (160,163), and 
Hilbers (162,172) and their coworkers.

The CG lipid models proved to be useful in describing the assembly and 
dynamics of systems driven mainly by hydrophobic/hydrophilic interactions, 
including bilayers, micelles, and liposomes. Due to the amphipathic structure 
of membrane scaffold proteins and the interaction with lipids in nanodiscs, 
the behavior of lipoprotein systems is primarily influenced by factors similar 
to those important in pure lipid assembly, making the systems ideally suited 
for CG methods. Therefore, we implemented in NAMD (2) the Marrink 
CG lipid model (157) developed originally for use with the MD program 
GROMACS (173).
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The Marrink CG model was initially chosen due to its simple design, requir-
ing only minimal CG bead types, a discrete set of nonbonded interactions, and 
use of potential energy functions usable in NAMD. Groups of atoms are repre-
sented by point-like beads, interacting through effective potentials. On average, 
the mapping is about 10 atoms per CG bead. Despite the similarities in potential 
energy functions, minor modifications to NAMD were required to allow for the 
use of the cosine-based angle potential energy term conventionally employed 
in GROMACS, as opposed to the harmonic angle term employed in NAMD. 
A series of lipid bilayer and micelle assembly simulations were done to verify 
that NAMD’s implementation produced results comparable to Marrink’s CG 
simulations on GROMACS (155,157). The implementation of Marrink’s CG lipid 
model also required the conversion of GROMACS-style parameter and  topology
files to CHARMM-style files, which are accepted by NAMD. The CG MD 
simulations proved to be up to three orders of magnitude faster than equivalent 
all-atom simulations (155).

After successfully implementing Marrink’s CG lipid model into NAMD, we 
extended it to also include proteins to be able to simulate nanodiscs (155,156). 
The residue-based CG model for proteins was created by assigning a set of 
two CG beads, a backbone bead and a side-chain bead, to each amino acid 
residue (except for glycine, which only has a backbone bead and no side-chain 
bead). All the CG backbone beads were of identical type (i.e., a neutral bead 
with hydrogen bond donor and acceptor properties), while the side chain beads 
were defined based on the general properties of the corresponding amino acid. 
Nonbonded interactions used the same finite set of interaction energies as in 
the original CG lipid model (i.e., attractive, semiattractive, intermediate, semi-
repulsive, and repulsive interaction energies) (157). The equilibrium bond and 
angle values for the CG protein beads were extracted from all-atom simulations 
of preformed nanodiscs (149).

Using the newly developed CG model, we were able to simulate nanodisc 
stability and assembly. In simulations of preformed nanodiscs (in the double-
belt model), overall structural features (known from experiments; 116,127) at 
various temperatures were reproduced and remained stable (155). Assembly 
simulations revealed the formation of discoidal particles, but the secondary 
structure of the scaffold protein was quite disordered, in disagreement with 
experimental evidence suggesting that the secondary structure of apo A-I is 
primarily helical (174,175). Therefore, to improve on the CG protein force 
field, an inverse Boltzmann technique was used to extract the parameters for 
the protein dihedrals from all-atom simulations to better represent the protein’s 
secondary structure (156).

The membrane scaffold proteins in nanodiscs are known to be primarily 
helical (174,175), for which reason it was important that the residue-based CG 
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protein model was able to reproduce an α-helical secondary structure well. 
Therefore, a dihedral force was applied to the protein backbone beads to main-
tain an improved helical secondary structure. We implemented a Boltzmann 
inversion procedure (176–180), allowing for the extraction of the force con-
stant for the protein backbone dihedral from all-atom simulations (156). In the 
Boltzmann inversion procedure, one assumes that the dynamics of the system is 
governed by a potential V(x), where x represents the degrees of freedom under 
consideration, V(x) being chosen to reproduce a sampled equilibrium probabil-
ity distribution p(x) of configurations over x according to p(x) = Z−1e−V(x)/(kBT) 
(k is the Boltzmann constant, T is the temperature, and Z is the partition func-
tion). By running an all-atom simulation at constant temperature, one can 
determine the probability distribution of configurations over x. The inversion of 
this probability distribution according to V(x) = −kBT ln[p(x)] + const provides 
the shape of the effective potential. The resulting dihedral potential lead them 
indeed to a well ordered double belt disk as demonstrated now.

4.1.3. Coarse-Graining Tools

To effectively use the developed CG protein-lipid model, a variety of scripts 
were written and released with VMD 1.8.5. The scripts collectively are called 
CGTools and allow for the setup of a CG system by converting an all-atom 
model to a CG model (Fig. 13). The conversion is done by placing a CG bead 
at the center of mass of the group of atoms it represents. CGTools also assigns 
the correct CG bead type depending on the amino acid or lipid group being 

Fig. 13. Nanodisc: all-atom versus coarse-grained (CG) description. The CGTools 
released with VMD 1.8.5 allows for the conversion of an all-atom model to a CG 
model. An all-atom representation is shown on the left and the converted CG model 
on the right.
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replaced. In addition to successfully converting an all-atom structure to a CG 
structure, CGTools can also solvate and ionize the CG system.

Molecular dynamics simulations using the residue-based CG protein-lipid 
model (155,156) were performed to study the assembly of nanodiscs. A result-
ing 10-µs simulation (Fig. 14) (156) showed that assembly proceeds in two 
steps: an initial aggregation of proteins and lipids driven by the hydrophobic 
effect and subsequent optimization of the protein structure driven by specific 
protein–protein interactions, which eventually leads to the formation of a nano-
disc particle resembling the double-belt model for discoidal HDL (156). Since 
the double-belt model was not assumed a priori but rather resulted from a 
self-organized aggregation process, the simulation shown in Fig. 14 constitutes 
an important validation of the double-belt model for nanodiscs and discoidal 
high-density lipoproteins. Analysis of the assembly process revealed that the 
total energy and solvent-accessible surface area both converged after 10 µs 
and that the protein–protein interaction energies were slowly reaching values 
found in preformed nanodisc simulations (156). The membrane scaffold pro-
teins maintained their primarily helical secondary structure, in agreement with 
experimental observations (174,175).

4.1.4. Reverse Coarse-Graining Method

It is desirable to reconstruct an all-atom model from a CG model to allow 
for atomic-level details to be captured. Such a reverse CG method, in which 
an all-atom structure is obtained, is often also needed to interpret experimental 

Fig. 14. Self-assembly of a nanodisc. The coarse-grained protein-lipid model devel-
oped and implemented in NAMD was used to assemble nanodiscs from an initially 
random distribution of lipids around two membrane scaffold proteins. Note the long 
simulation time of 10 µs.
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data. We developed a procedure to systematically recast a CG system into an 
all-atom model (181). The recasting is done by mapping the center of mass of 
the group of atoms represented by a CG bead to the bead’s location. The result-
ing all-atom system is then energy minimized and equilibrated with the center 
of mass of the atom groups restrained to generate a realistic all-atom system. 
The reverse CG methodology was initially used to calculate theoretical SAXS 
curves (Fig. 15) for comparison with those measured experimentally for inves-
tigating the disassembly of nanodiscs with cholate (181).

4.2. Outlook

The methods described here should permit the study of the discoidal-to-
spherical transition of HDL, provide guidance in redesigning membrane 
scaffold proteins, and make possible the optimization of nanodisc assembly. 
Moreover, the development of CG models of synthetic materials together 
with the residue-based CG protein-lipid model (155,156) can be employed to 
investigate a variety of biotechnology applications and devices, such as the 
use of micelles and liposomes to solubilize membrane proteins (114) and to 
deliver drugs and genetic materials (182–187). As delivery vehicles, micelles 
and liposomes need to fuse with biological membranes to perform their desired 
function. The fusion process is driven by the same hydrophobic/hydrophilic 
interactions operative in nanodisc assembly.

Supported bilayers, also used to study membrane proteins (188), likewise 
could be coarse-grained with models developed for nanodiscs. In addition, two 

Fig. 15. Comparison of experimental and theoretical small-angle X-ray scattering 
(SAXS) curves for Nanodiscs. Experimentally measured curves of dipalmitoylphos-
phatidylcholine (DPPC) and dimyristoylphosphatidylcholine (DMPC) nanodiscs are 
shown as dashed lines. The black line represents the calculated SAXS curve obtained 
from coarse-grained simulations of a nanodisc.
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of the other systems described in this work, nanotubes and silica nanopores, 
could benefit from CG simulations. Nanotubes are being developed for use as 
optical sensors and targeted chemotherapeutic drug delivery vehicles. Both of 
these target biotechnology applications require that the nanotube be inserted 
into a membrane, a process ideally suited to CG modeling. A CG silica model, 
to be developed in order to describe the insertion of a liposome containing a 
membrane protein into a silica nanopore (Fig. 16), can be used in conjunction 
with CG models for proteins, lipids, and detergents to describe a variety of 
biotechnology applications, such as nanofluidics (189), nanoelectronics (190), 
nanostructures (191), and DNA microarray technologies (29).

Beyond biotechnology applications, the CG models developed here can also 
be used for applications in which long timescales and large systems need to 
be simulated. For example, our residue-based CG model is currently in use to 
investigate the formation of tubular membranes from flat membranes by means 
of N-BAR domains (192), proteins that reshape cellular membrane.

5. Design of an O2-Tolerant Hydrogenase
With the world’s oil reserves dwindling, the development of a viable new 

alternative energy fuel has become an urgent priority. Hydrogen gas (H2), a 
renewable resource that boasts zero pollution, is a promising alternative to 
gasoline. One method of producing H2 under development is by means of the 
unicellular green algae Chlamydomonas reinhardtii. Because Chlamydomonas 
has the natural ability to couple photosynthetic water oxidation to the genera-
tion of H2 through the hydrogenase enzyme (193,194) (see Fig. 17), it could 
potentially be used to produce H2 commercially (195–197). Such a means of H2 

Fig. 16. Coarse-grained simulation of the assembly of a liposome with a silicon 
nanopore.
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Fig. 17. The H2 production reaction. The hydrogenase enzyme (shown in ribbons) 
generates H2 from hydrogen ions (H+) and electrons (e−) coming from photosynthetic 
water oxidation. O2 inactivates this reaction by binding to the H-cluster’s active site 
irreversibly.

production would be affordable and efficient, requiring only water and sunlight, 
with up to 10% of incident sunlight energy converted.

While Chlamydomonas microalgae hold promise as a source of H2, there 
remains one major hurdle preventing their widespread use. A single O2 molecule 
can irreversibly bind to the hydrogenase’s buried active site, inhibiting its activ-
ity and leading to enzyme degradation. For this reason, current H2 production 
methods using microalgae must operate under anaerobic conditions, an expensive 
and impractical proposition. To make microalgae hydrogen production practi-
cal, work is being conducted that aims to engineer hydrogenase to prevent O2 
from making its way to the H2 production site of the enzyme (as illustrated in 
Fig. 18), thus improving its resistance to O2. Specifically, hydrogenases from 
the Chlamydomonas green algae, as well as an already more O2-tolerant hydrog-
enase of known atomic structure from Clostridium pasteurianum (198), are being 
mutated and tested for their O2 sensitivity. Incorporating the engineered hydroge-
nase back into Chlamydomonas would create a new strain of microalgae that could 
efficiently produce H2 in open air, drastically reducing the cost of H2 production.

Several studies suggested that the protein matrix plays an important role in 
O2 accessibility inside proteins (199,200). To find the mutations that confer O2 
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tolerance to hydrogenase, the entry and transport mechanisms of O2 inside the 
protein matrix must be well understood. Furthermore, if the mutations are to 
block existing O2 pathways, then the locations of these pathways, the energy 
barriers encountered by O2, and the kinetic transport rate must also be reliably 
measured. Once the effect of a given set of mutations and, most importantly, 
the reasons for its success or failure are well understood, an optimized mutation 
strategy can be developed and followed. Specific information about the role of 
mutations, beyond their overall effect on macroscopic rates, is not accessible 
experimentally, and simulation is needed to understand the atomic-level mecha-
nism that ultimately makes the mutations successful.

5.1. Methods for Probing Protein Gas Migration

Computer-assisted protein engineering is an important and challenging branch 
of biotechnology for which there are no ready-made solutions. Designing a 
hydrogenase that is O2-tolerant requires, at the very least, the ability to accurately 
characterize O2 pathways inside proteins. However, despite extensive research 
on specific aspects of gas migration in proteins, such as the myoglobin geminate 
recombination process (201–205) and numerous MD simulations targeting gas 
migration in various proteins (206–210), the information collected by the scien-

Fig. 18. Designing an O2-tolerant hydrogenase. Hydrogenase is easily deactivated by 
O2 molecules that reach its active site by permeating across the protein matrix. Since it 
has been found that H2, due to its smaller size, can travel through more pathways than 
O2, it should be possible to block O2 by the selective mutation of O2-pathway-lining 
residues while still allowing the H2 product to exit the protein.
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tific community on gas conduction properties has mostly been of a narrow scope 
and is too limited for finding O2 pathways in hydrogenase. Preliminary work has 
led to substantial advances in mapping gas pathways by means of the tempera-
ture-controlled locally enhanced sampling (LES) method (211,212), maximum 
volumetric solvent-accessible maps (212), and implicit ligand sampling (213).

5.1.1. Temperature-Controlled Locally Enhanced Sampling

The first step in improving hydrogenase’s O2 tolerance is to find the location of 
its O2 and H2 migration pathways. Because gas diffusion inside proteins is a ran-
dom process involving the exploration of a constantly fluctuating protein matrix 
by small ligands, simulating gas permeation events one gas molecule at a time is 
very inefficient and provides poor statistics. A traditional method for finding gas 
migration pathways is to significantly increase the sampling of pathways using 
the LES method. With LES, additional copies of the gas ligand are created that 
are invisible to each other, yet every copy interacts simultaneously with a unique 
copy of the protein (209). This allows researchers to obtain statistics in a single 
simulation run that would otherwise require dozens to thousands of separate runs. 
While searching for gas migration pathways inside hydrogenase, it was found that 
the traditional implementation of LES produced results that were inconsistent 
with those from non-LES simulations. Notably, in LES simulations, the repli-
cated particles experience artificially low energy barriers (214) and, consequently, 
follow unphysical or unrealistic pathways inside the protein.

To correct for this inadequacy, a modification of the algorithm, called tem-
perature-controlled LES (TC-LES) (212), was developed. TC-LES scales the 
mass and Langevin temperature of the replicated particles in such a way that it 
offsets the artifacts introduced by the standard LES algorithm. Because TC-LES 
adjusts for errors introduced by having large numbers of ligand copies, TC-LES 
simulations can use over a thousand LES replicas instead of the previous limit 
of about a dozen. When applied to hydrogenase, TC-LES led to the discovery of 
previously unknown O2 pathways inside hydrogenase (211,212,215) that could 
not be detected from solely looking at the protein’s static structure. Especially 
intriguing was the discovery of two completely distinct modes of transport for 
both O2 and H2 inside hydrogenase (212). While H2 placed inside the protein 
diffused radially outward as it would in a roughly uniform medium, every repli-
cated LES O2 molecule moved in unison, and in spurts, along well-defined and 
repeatable pathways. The motion of the O2 replicas suggests that O2 migrates in 
hydrogenase by following pathways consisting of series of transiently forming 
cavities in certain well-defined areas of the protein. The discovery of the O2 per-
meation mechanism in hydrogenase was important in that it led to the development of 
more advanced gas pathway mapping techniques, such as maximum volumetric 
solvent-accessible maps and the implicit ligand sampling method described in 
Subheading 5.1.3.



214 Aksimentiev et al.

5.1.2. Volumetric Solvent-Accessible Maps

The TC-LES method described only finds a subset of all the pathways, deter-
mined by both the initial gas positions and by the specific random events occur-
ring in the simulation. This situation is not acceptable for protein design, for 
which one requires an easily automated procedure that will reliably identify all 
the pathways in a given protein or mutant. To address the challenge of locating all 
pathways, the maximum volumetric solvent-accessible map method was devel-
oped (see Fig. 19). Since gas molecules migrate inside proteins by taking advan-
tage of transiently forming cavities, gas pathways can be mapped, in principle, by 
looking for such cavities as they occur when there is no gas in the protein. This is 
precisely what is accomplished by the volumetric solvent-accessible maps.

In the method, a short (1- to 5-ns) simulation of the studied protein is per-
formed in the absence of any gas ligand. Then, for each step of the simulation 
trajectory, every internal cavity inside the protein matrix is found based on 
a triangulation of the protein’s instantaneous coordinates. Finally, for every 
trajectory step, a three-dimensional (3D) volumetric map is created that con-
tains, at each grid point, the radius of the largest sphere that contains the point 
and does not intersect any of the protein’s atoms (212). By using a volumetric 
approach, it becomes possible to combine the maps from different steps of a 

Fig. 19. Maximum volumetric solvent-accessible maps of hydrogenase. Maximum 
volumetric solvent-accessible maps are displayed as black wire frame for (a) H2 and 
(b) O2 in hydrogenase. The positions of the H2 and O2 ligands from the temperature-
controlled locally enhanced sampling (TC-LES) simulations are displayed as a cloud 
of dots to highlight the excellent match between the two approaches.
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simulation trajectory and create a map for an entire trajectory by averaging the 
maps or by keeping the minimum or maximum values at each grid point. While 
the maps generated from individual trajectory steps typically do not reveal the 
location of gas pathways any more than what is typically gleaned from a tradi-
tional static cavity search, by combining the maps of an entire protein trajectory 
and storing the maximum cavity size that occurs over time, the location of gas 
migration pathways can be found.

A detailed comparison of the gas migration pathways in hydrogenase using 
both TC-LES and the maximum volumetric solvent-accessible maps revealed 
an excellent match between the two methods (212). The volumetric approach, 
however, requires fewer computational resources and will find all the pathways 
in the protein as opposed to just a subset of the pathways.

5.1.3. Implicit Ligand Sampling

The maximum volumetric solvent-accessible map method does not provide 
all the data that is needed for a complete description of the gas migration path-
ways. Missing from this method is the ability to quantify the free-energy bar-
riers experienced by migrating gas molecules. For this purpose, a new method, 
called implicit ligand sampling (213), was implemented. The implicit ligand 
sampling method relies on the fact that small gas ligands interact weakly with 
the host protein; therefore, their effect on the protein can be treated as a per-
turbation to the protein’s equilibrium dynamics in the absence of the ligands. 
As a result, the implicit ligand-sampling approach only requires a 5- to 10-ns 
equilibrium simulation of the protein to infer all the pathways and energy bar-
riers for any small gas molecule migrating inside it.

By using an energy perturbation scheme related to the commonly used “free 
energy perturbation” technique (216,217), “ghost” gas molecules, arranged in 
a regularly spaced grid, are placed inside the protein for each trajectory step 
of the equilibrium simulation. For each grid point and time step, the interac-
tion energies between the inserted gas ligand and the protein coordinates are 
computed using many conformations of the ligand. From the distribution of 
measured energies, the potential of mean force (PMF) (i.e., the free energy of 
inserting a gas ligand at a specific point) can be computed at every point in 
space, creating a complete 3D PMF map. From this map, all the gas migration 
pathways inside the protein as well as the free-energy profile experienced by 
a gas molecule traveling along them can be recovered. The O2 PMF map for 
sperm whale myoglobin, computed using implicit ligand sampling, is shown in 
Fig. 20. Since this method is applied to precomputed trajectories of the protein, 
individual PMF maps for different gas molecules such as O2, carbon monoxide, 
nitric oxide, and xenon can be computed using few additional computational 
resources. Implicit ligand sampling has already been applied to reproduce 
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experimental xenon-binding site locations (213,218), to map O2 and carbon 
monoxide pathways inside sperm whale myoglobin (213) and other globins 
(219), to find O2 permeation channels across AQP1 aquaporin (220), and to 
describe the O2 pathways inside hydrogenase (221,222).

5.1.4. High-Throughput Simulation and Automation

Designing a protein to exhibit some desired property, or a nanodevice to work 
as a particular sensor, requires the testing of many variations to find the one that 
functions best. For example, the design of a hydrogenase mutant that is O2 tol-
erant requires the screening and testing of a large number of mutant structures. 
Currently, a major obstacle to performing such screening is the relatively small 
number of simulations that can be easily set up, submitted, monitored, and ana-
lyzed concurrently without the aid of tools to automate the process. Each task 
is simple enough to be reliably performed by software, yet has a large enough 

Fig. 20. O2 potential of mean force (PMF) map of myoglobin. Two isosurfaces of 
the PMF for O2 molecules, computed using implicit ligand sampling, are displayed inside 
sperm whale myoglobin. Areas that are relatively easily accessible to O2 and serve as migra-
tion pathways are indicated by a wire-framemesh, while regions of the protein that are very 
favorable to O2 and serve as holding pockets are shown in darker regions of the mesh.
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number of discrete steps to be time consuming, distracting, and error prone for a 
human researcher. Since the tasks of creating, running, and analyzing results from 
a simulation require a significant time overhead, especially when performed on 
remote computer systems, the manual management required to maintain a large 
number of simultaneous simulations can quickly become prohibitive, resulting 
in unnecessarily long delays in obtaining simulation results. To enable studies 
requiring a large number of simulations in the future, a grid-based automation 
engine for NAMD simulations called NAMD-G (223) has been developed col-
laboratively with the National Center for Supercomputer Applications (NCSA).

Computer grids are collections of geographically separated computers linked 
by high-speed networks that can be treated in many respects as a single large 
computer. An internal version of NAMD-G already accomplishes several initial 
objectives regarding simulation automation (223). Once invoked, NAMD-G 
submits a series of linked NAMD-G simulations to a grid-enabled remote 
supercomputer. NAMD-G then performs the steps needed to bring the simu-
lation to completion, shown schematically in Fig. 21. NAMD-G handles all 
necessary authentication, so that the user does not need to keep track of log-ins 
and passwords for remote supercomputers and local clusters. Authentication is 
accomplished using the certificate-based Globus tool kit (http://www.globus.
org), developed as part of the National Science Foundation (NSF) TeraGrid 
project, which provides a unified interface for high-performance computa-
tional resources. NAMD-G also performs all file transfer tasks automatically, 
including transferring the initial data to the remote computers, backing up the 
simulation’s output to remote mass storage, and retrieving the output onto 
the user’s local machine for subsequent analysis. Simulations almost always 
involve many steps, such as preequilibration, equilibration, and a production 
run, each of which may require the conditional submission of many remote jobs 
due to time limits imposed on typical supercomputer jobs. NAMD-G takes care 
of the dependencies between the various simulation steps, and on completing 
each job, it begins the next appropriate task in the simulation. Throughout the 
process, NAMD-G keeps the user informed regarding simulation progress and 
job failure through e-mail messages and status-monitoring commands. Since 
NAMD-G can monitor and fully automate a simulation from start to finish, it 
can be used as a foundation for future applications requiring arbitrarily large 
numbers of simulations (Fig. 22) (223).

NAMD-G has already been employed in the study of the effect of mutations 
on hydrogenase’s O2 tolerance (221,222). In addition, NAMD-G has also been 
used in the characterization of the gas migration pathways for a dozen mono-
meric globins, including various myoglobin (213), invertebrate hemoglobins, 
and leghemoglobins (219). For each globin, a 10-ns simulation was submitted 
using NAMD-G and then analyzed using the implicit ligand-sampling analysis 
described (shown in Fig. 23). Despite their very conserved secondary structures, 

http://www.globus.org
http://www.globus.org
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Fig. 22. A typical automated simulation using NAMD-G. The researcher creates a 
prototype system, which NAMD-G processes to obtain all the variant systems. NAMD-G 
executes all the simulations and finally initiates postprocessing analysis steps for each 
result.
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Fig. 21. NAMD-G overview. Many basic tasks normally done by the scientist are 
managed by NAMD-G. Tasks 2–6 are repeated until the simulation is complete.
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the different types of monomeric globins exhibit a distinctive lack of O2 pathway 
conservancy. Given that each globin simulation required on average 40 distinct 
job submission and file transfer steps, the computation of the O2 PMF maps for 
the 12 globins of Fig. 23 would have taken many months without NAMD-G.

5.2. Outlook

The development of methods and tools for describing gas migration path-
ways and for automating large numbers of simulations has many immediate 
applications beyond hydrogenase. Many important families of proteins, such as 
oxygenases, oxidases, and globins, for example, must interact with O2 or other 
gas ligands to perform their function. The ability to map O2 pathways in these 
proteins is of great value for an understanding of how proteins function.

An important goal of this research is to provide scientists who design new 
nanodevices with ways to quickly screen and characterize many potential struc-
tures to identify the ones with the most promise of exhibiting some desired 
behavior. The design of an O2-tolerant hydrogenase is a prime example for such 
an approach as it requires the extensive computational testing of mutations, each 
of which needs its own set of simulations and analyses; if the simulations and 
analyses were to be performed for each mutant individually by the researcher, 
the total number of testable mutations would be severely limited. Because 
the gas migration profiles can be predicted in a relatively automated manner, 
the integration of gas migration analysis tools with the NAMD-G simulation 
automation tool will also result in the ability to characterize how these rates 
are affected by specific amino acid substitutions. All these developments will 
tremendously speed up the process of optimizing or blocking the gas migration 
process inside proteins for biotechnological purposes.

Although the methodological advances have been dramatic, additional meth-
ods are still needed to better describe gas permeation in proteins. In particular, 
kinetic rates of gas transport to or from the active site of a protein are not read-
ily measured by simulation. Although it is possible to simulate a minuscule 
number of gas migration trajectories inside a protein and infer diffusion times 
from them, a protein-wide volumetric approach similar to what has been done 
for locating the pathways (212,213,220,221) would provide a much more reli-
able estimate for gas transport rates, which could then be directly compared to 
experiment and used for the design of hydrogenases.

6. Conclusion
Just as cars and planes today are designed and simulated by the computer, 

going directly from simulation to manufacture, biomolecules and nanodevices 
are starting to be designed and tested efficiently within the computer. In the 
life sciences, computational biology already has played a role in many major 
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Fig. 23. O2 potential of mean force (PMF) maps for various monomeric globins. 
Shown are the O2 pathways for 12 monomeric globins (sperm whale oxy-myoglobin 
[Mb], deoxy-Mb, and YQR mutant Mb; horse and sea hare Mb; soy and lupin leghemo-
globins; roundworm, trematode, bloodworm, clam, and midge hemoglobin).
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advances, having brought about genome sequencing and sequence analysis, and 
having played a crucial role in discovering the physical mechanisms underlying 
cell function. This review illustrates in four cases the role that computer simula-
tions can play in biotechnology.

In biotechnology, computational modeling offers a much-needed imaging 
tool covering the nanometer scale, for which no other tool offers a view of 
devices operating under physiological conditions. The “computational micro-
scope” revealed how DNA threads itself through synthetic nanopores; how 
nanotubes surround themselves with water and ions and even DNA; how nano-
discs made of lipids and reengineered lipoproteins aggregate; and how proteins 
conduct gasses and what modifications optimize gas conduction. The qualita-
tive views provided are of tremendous help in the design of new devices and 
methods in bionanotechnology, but the computational microscope also yields 
quantitative descriptions that permit testing of the computational micrographs 
and detailed interpretation of observational data.

The application of modeling to biotechnology demands a number of new 
methods beyond the modeling techniques used in traditional computational biol-
ogy. The main challenge is that biotechnological devices combine inorganic and 
organic materials (e.g., silicon membranes or CNTs) with physiological solution 
and biomolecule. Modeling such devices requires force fields that are sufficiently 
accurate for both the inorganic and organic components, a development effort that 
will need to be pursued for years to come. Other challenges are posed by the large 
sizes and long time scales of devices and processes, involving millions of atoms 
and millisecond to second duration. Advanced computational technology and new 
concepts in simplifying models using “coarse graining” allow these challenges 
to be addressed. Finally, extensive computational testing, even when technically 
feasible, easily surpasses the work capacity of device engineers in sheer numbers 
of samples to be examined; only automation of modeling calculations as made 
possible through the NAMD-G program described offers a solution.

Many hurdles must yet be overcome to hone the computational approach to 
bionanotechnology, but the examples given show how computational model-
ing can already be a useful partner in nanodevice engineering, much like it is 
in macrodevice development. Just as we fly in planes that are designed and 
tested with computers, soon we will entrust medical diagnosis and treatment to 
devices engineered in the computer.
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What Can We Learn From Highly Connected b-Rich 
Structures for Structural Interface Design?

Ugur Emekli, K. Gunasekaran, Ruth Nussinov, and Turkan Haliloglu

Summary
Most hubs’ binding sites are able to transiently interact with numerous proteins. We focus on 

β-rich hubs with the goal of inferring features toward design. Since they are able to interact with 
many partners and association of β-conformations may lead to amyloid fibrils, we ask whether 
there is some property that distinguishes them from low-connectivity β-rich proteins, which may 
be more interaction specific. Identification of such features should be useful as they can be incor-
porated in interface design while avoiding polymerization into fibrils. We classify the proteins in 
the yeast interaction map according to the types of their secondary structures. The small number 
of the obtained β-rich protein structures in the Protein Data Bank likely reflects their low occur-
rence in the proteome. Analysis of the obtained structures indicates that highly connected β-rich 
proteins tend to have clusters of conserved residues in their cores, unlike β-rich structures with 
low connectivity, suggesting that the highly packed conserved cores are important to the stability 
of proteins, which have residue composition and sequence prone to β-structure and amyloid for-
mation. The enhanced stability may hinder partial unfolding, which, depending on the conditions, 
is more likely to lead to polymerization of these sequences.

Key Words: β-Structures; connectivity; hubs; interface design; network; yeast network.

1. Introduction
What can we learn from protein interaction networks that would assist us 

in design of protein–protein interfaces? Protein interaction networks are of 
crucial importance for figuring out processes in the living cell. The interactions 
involved in such networks provide hints to cellular functions, dysfunctions, 
and diseases (1). The proteome has been shown to be organized as a scale-free 
network characterized by an uneven distribution of connectedness. Rather than 
having a random pattern of connections, some nodes in the networks are “very 
connected” hubs, whereas others have fewer edges connecting them to other 
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proteins. Such an organization leads to system robustness since disrupting the 
functions of most proteins is unlikely to affect the system in a major way; yet, 
it also leads to sensitivity if a key protein in the network dysfunctions. This 
organization influences dramatically the way the network functions.

The central proteins that interact with several partners are expected to be 
vital for the survival of the cell since many pathways funnel through them (2). 
Since the interactivity of proteins ultimately rests on physical properties such 
as the sequence and structure of the protein surface and the protein’s confor-
mational attributes, understanding the molecular basis of protein structures and 
their interactions in the network is of fundamental importance. Proteins can 
have very different number of partners with which they interact. Current data 
suggest that the numbers range from practically (almost) none to several tens 
or even hundreds. While such numbers are likely to be overestimates, based on 
some overexpression experimental screens, nevertheless it does suggest a large 
number of biological partners.

Here, we study the system with the goal of abstracting information useful 
for design. Our premise is that evolution has perfected the system to avoid 
unwanted consequences. Since hub proteins interact with many partners while 
at the same time maintaining selectivity and high affinity, clues regarding which 
features can be used and which to avoid can be obtained.

Previous analysis of the yeast protein interaction network has suggested a cor-
relation between the connectivity and evolutionary constraints (3). Evolutionary 
constraints have been proposed to be due to protein–protein interactions and 
to be correlated with the number of protein interaction partners (4). Converse 
arguments also exist for the latter, suggesting that the correlation may arise due 
to biases (5,6). A better understanding would require the complete data sets and 
the incorporation of an integrated approach that will combine the individual and 
the contextual properties of all constituents in the network.

We have observed that protein-binding sites that interact with many partners 
preferentially belong to helical proteins, and the multipartner binding sites largely 
consist of α-helices (7). This is likely to be the outcome of the variable ways 
in which α-helices can associate. Yet, β-rich proteins also serve as hubs. The 
β-structures hairpins (8,9) and sheets (10) have been studied extensively. To date, 
no correspondence has been observed between disease-associated amyloido-
genic proteins such as Alzheimer’s amyloid-β (Aβ), islet amyloid polypeptide 
(IAPP; causative agent in type 2 diabetes), and others that under physiological 
conditions form amyloids and proteins consisting largely of β-conformations 
(11). Thus, either the β-structures of native proteins possess inherent features, 
particularly at their surfaces, that are not amenable to amyloidogenicity (12) 
or in β-structures, like in other secondary structural types, amyloidogenicity 
involves at least partial unfolding prior to aggregation (13–15). It is quite likely 
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that both factors are at play. Hence, since centrally connected proteins interact 
with many partners, and thus the same binding site is likely to associate with 
multiple proteins, and since β proteins are highly likely to associate via β-strand 
addition across the interfaces (16,17), here we ask whether structures largely 
consisting of β-conformations that serve as hubs have features distinguishing 
them from β-rich structures with low connectivity. Since there is no information 
about the location of the binding sites, we can only assume that in β-structure-
rich proteins, binding will involve the β-strand addition to extend the sheet via 
strand insertion, β-sheet augmentation, or fold complementation (18). A binding 
site interacting with many partners through such mechanisms might conceiv-
ably be more sensitive to amyloid formation compared to binding sites in low-
 connectivity proteins, binding to one or few partners.

To address these questions in a systematic way, we chose an organism for 
which both comprehensive protein–protein interaction screens are available 
and enough proteins have been crystallized in the structural database. Yeast is 
unique in this respect; high-throughput experiments (18–21) yielded the most 
extensive protein–protein interaction map to date, despite a presumed large 
number of false positives. Human, mouse, and Escherichia coli have more pro-
teins crystallized, but their protein–protein interaction coverage is far less sat-
isfying; on the other hand, fly and worm have large protein–protein interaction 
datasets available but unsatisfactory coverage in the Protein Data Bank (PDB). 
Further, among the protein networks, the yeast network is the one that has been 
widely explored in terms of interactions (22). The structural details of a very 
high percentage of its proteins in the network are well identified (23).

Interestingly, we observe that among the properties we study (e.g., residue 
conservation, composition, distribution of residue types, exposure/burial, loca-
tion of bulges on the β-strands) with respect to the connectivity of the proteins, 
highly connected β-rich proteins tend to have clusters of conserved residues, 
and these are largely buried in the protein cores. These well-packed clusters 
are likely to lend stability to the proteins, thus lowering the chance of partial 
unfolding and amyloid formation through the β-prone residues populating these 
structures. Consequently, to use β-structures in design, one strategy to avoid 
polymerization is to stabilize the protein cores.

This work is within the nanostructure design framework carried out by our 
group to employ naturally occurring proteins and their building blocks in such 
design efforts (24–30).

2. Materials
We outline the strategy we have used to study the high-connectivity β-rich 

structures in the yeast proteome. A similar strategy can be followed in studies 
of other features or species.
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2.1. Dataset Determination

Since we are interested in structural analysis of the yeast proteome (23), 
we first determined the list of yeast proteins with structures that are available. 
The list of yeast PDB files (31) was extracted from the National Center for 
Biotechnology Information (NCBI) taxonomic table of PDB proteins, totaling 
775 files and 346 yeast proteins. Some proteins have been repeatedly crystal-
lized, leading to more PDB files than proteins. For example, there are more than 
80 available structures of cytochrome c peroxidase.

To determine the nonredundant list of proteins in the PDB, we have cross 
referenced the PDB with SwissProt (32). SwissProt references from PDB files 
were checked, and missing SwissProt references were determined by BLAST 
(Basic Local Alignment Search Tool) (33). Only chains longer than 10 residues 
were considered. Each protein was represented by that chain in the PDB that 
had the highest sequence identity with the entire protein sequence as obtained 
from the SwissProt database. Proteins determined by cryoelectron microscopy 
were excluded since the resolution of these structures is too low. This left 303 
proteins, 3 of which were redundant due to PDB listings with both primary 
and secondary SwissProt accession numbers. Preference was given to X-ray 
structures, if available.

A protein was considered to have a good structural coverage if its best PDB 
representative covered at least 80% of the entire protein sequence. Proteins 
without sufficient structural coverage were excluded from our analysis since 
important interfaces or domains might be missing from the structure.

2.2. Database of Interacting Proteins Dataset

The interactivity data was taken from DIP, the Database of Interacting 
Proteins (34,35), which contains the entire yeast dataset and core yeast dataset. 
The complete yeast dataset as of July 4, 2004, consisted of 4772 proteins and 
15,461 interactions. The core dataset consisted of 2415 proteins and 6574 inter-
actions. We used the SwissProt ID to get the mapping between DIP accession 
number and the PDB file. Of our 300 proteins represented in the PDB, 172 have 
good structural coverage in the PDB, 263 have connectivity data, and 152 have 
both. We further eliminated proteins with some missing structural information. 
We finally obtained 146 unique chains from proteins of different families with 
known connectivity and structural data, and this constituted our main database, 
set 1. This set is given in Table 1.

2.3. Connectivity

Connectivity is defined as the number of nodes (proteins) with which a given 
node (protein chain) interacts. Nodes with 5 or fewer partners are considered low 
connected, and nodes with more than 10 partners are considered high connected.
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2.4. Secondary Structure

We used backbone dihedral angles (φ, ψ) criteria to identify secondary 
structures—extended conformation: φ = −180 to −30, ψ = 60 to 180 and −180 
to −150; right-handed helical conformation: φ = −140 to −30, ψ = −90 to 45; 
left-handed helical conformation: φ = 20 to 125, ψ = −45 to 90. A segment is 
identified as a β-strand or α-helical if at least four consecutive residues are 
present in an extended conformation or α-helical conformation, respectively 
(36). We divided set 1 into subset datasets according to the secondary structure 
content to identify proteins as β-rich or α-rich structures. We used both the 
percentage (of the total) and the ratio (β residues/α residues) values as criteria. 
The sets are listed in Table 1.

Sets 2 and are composed of β-rich and α-rich proteins, respectively, based 
on the ratio of β-residues to α-residues. Set 2 was our primary set, whereas 
sets 1 and 3 and sets A to D, which are based on the percentages described in 
this subheading, were used for comparison. We tested different ratio values 
of the β-strand to α-helix residues in the construction of sets 2 and 3, respec-
tively. Our goal was to obtain datasets with a reasonable number of members, 
yet distinguishing β- from α-rich structures. For set 2, we settled on 1.4 since 
higher values and smaller values of this ratio led to either too small a dataset 
or a misleading β-rich behavior, respectively. For set 3, 0.7 (∼1/1.4) was used. 
We had 14 structures in set 2 with a ratio of at least 1.4 β-residues to α residues 
and 80 structures in set 3 with a ratio of at most 0.7 β-residues to α-residues. 
This led to only 14 distinct β-rich structures to analyze as compared with 80 
distinct α-rich structures, reflecting the abundance of α-structures as compared 
to β-structures.

Given this disparity, sets A–D were also compiled. Here, we have used the 
percentage of residues with a specific secondary structure with respect to the 
total number of residues. Set A was composed of structures with a percentage 
of β-strand residues higher than 30 (25 structures). Set B consisted of struc-
tures with the percentage of α-helix residues less than 20 (9 structures). Set 
C  consisted of structures with a percentage of α-helix residues less than 30 
(23 structures). Set D, which was constructed by removing elements of set 2 
from set C (leading to a set of β- and α-poor structures) was also employed to 
further test whether the set 2 results originated from the β-rich behavior of the 
structures and not from their low α-helix content.

2.5. Conservation

We computed the conservation data for each residue using the ConSurf-
HSSP database (37), the bulge and secondary structure data using PDBsum21. 
The sequence data were obtained from the PDB structure files. ConSurf-
HSSP employs multiple-sequence alignment to calculate and normalize the 
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Table 1
Datasets with the structures and the number of structures, N, in each

Datasets (N) Structures

Set 1 (142) All Structures: 1a4eD, 1afwB, 1afwB, 1ejbE1, f5mB, 1f89B, 1fa0B, 
   1fntS, 1gpuB, 1gy7B, 1hr6F, 1i1dD, 1ig0B, 1jd1C, 1jd2W, 1jd21, 

1jd22, 1jd2P, 1k39B, 1kyoM, 1kyqB, 1n0vD, 1n9pD, 1ox4B, 
1pguB, 1pvdB, 1qhfB, 1qsmD, 1qvvB, 1rypY, 1tlbW, 1u4cB, 1yaaD, 
1ypiB, 1yprB, 1auaZ, 1edzA, 1eq6A, 1b54Z, 1cofZ, 1sxjB, 1qcqA, 
1ofrD, 1i3qE, 1r5uH, 1wgiA, 1h7rA, 1g62A, 1jk0A, 1f7vA, 1qpgZ, 
1jk9B, 1jd2C, 1plqZ, 1g6q1, 1ci0A, 1id3C, 1dqwA, 1hr6A, 1q0wB, 
2uczZ, 1kb9H, 1a3wA, 1ek0A, 1ry2A, 1g7cA, 1qsdA, 1qqeA, 
1i3ql, 1jatB, 1jbbA, 1lbqA, 1sxjE, 1m2oA, 1yatZ, 1asyA, 1ig8A, 
1g65L, 1istA, 1jehA, 1p1kA, 1ky2A, 1kbiA, 1m2vB, 1kl7A, 1i50C, 
1hv2A, 1cmxA, 1kb9E, 1gcbZ, 1mqsA, 1jd2E, 1bobZ, 1ebfA, 
1nh2D, 1fpwA, 1n6zA, 1rklA, 1un0A, 1lxjA, 1m2oB, 1n0hA, 
1lkjA, 1nynA, 1g2qA, 1ho8A, 1dp5A, 1d1qA, 1ap8Z, 1jihA, 1dl2A, 
1ox7A, 1ka1A, 1fi4A, 1ukzZ, 1yagA, 1j70A, 1ixvA, 1sxjD, 1rjdA, 
1i4wA, 1akyZ, 1rypl, 1sq9A, 1m46A, 1mr3F, 1kyoG, 2pccB, 1odfA, 
1g65M, 2oneA, 1kokA, 1fuuB, 1t0iA, 1ayzA, 2jcwZ, 1i6hK, 1kb9A, 
1jd2A, 1h4pA, 1ps0A, 1i6hJ

Set 2 (14) b Strand Residues / a Helix Residues >1.4: 1eq6A, 1jk9B, 1u4cB, 
    1pguB, 1g7cA, 1sq9A, 1g6q1, 2jcwZ, 1gy7B, 1wgiA, 1plqZ, 

1yatZ, 1istA, 1q0wB
Set 3 (80) b Strand Residues / a Helix Residues <0.7: 1a4eD, 1afwB, 1ejbE, 
   1f5mB, 1fntS, 1gpuB, 1hr6F, 1jd2W, 1jd21, 1jd22, 1k39B, 1n8pD, 

1pvdB, 1qhfB, 1qvvB, 1tlbW, 1yaaD, 1ypiB, 1auaZ, 1edzA, 
1b54Z, 1sxjB, 1qcqA, 1ofrD, 1id3qE, 1h7rA, 1jk0A, 1f7vA, 
1qpgZ, 1jd2C, 1id3C, 1dqwA, 1hr6A, 2uczZ, 1a3wA, 1ry2A,
1qsdA, 1qqeA, 1jbbA, 1ibqA, 1sxjE, 1m2oA, 1ig8A, 1kbiA, 
1m2vB, 1kl7A, 1hv2A, 1cmxA, 1gcbZ, 1mqsA, 1ebfA, 1fpwA, 
1un0A, 1n0hA, 1lkjA, 1ho8A, 1d1qA, 1dl2A, 1ox7A, 1ka1A, 
1fi4A, 1ukzZ, 1yagA, 1ixvA, 1sxjD, 1rjdA, 1i4wA, 1akyZ, 
1m46A, 2pccB, 1odfA, 2oneA1kokA, 1fuuB, 1t0iA, 1ayzA, 
1h4pA, 1r5tA, 1ps0A, 1i6hJ

Set A (25) >30% b strand: 1pguB, 1sq9A, 1gy7B, 1u4cB, 1plqZ, 1nh2D, 1jk9B, 
   1eq6A, 1yatZ, 1g6q1, 1ci0A, 2jcwZ, 1rypl, 1g7cA, 1yprB, 1q0wB, 

1rypY, 1i1dD, 1cofZ, 1istA, 1qsmD, 1lxjA, 1g2qA, 1g65L, 1g65M
Set B (9) <20%a helix: 1jk9B, 1u4cB, 1pguB, 1sq9A, 2jcwZ, 1wgiA, 1plqZ, 
   1yatZ, 1istA
Set C (23) <30% b helix (Encloses Set 2): 1eq6A, 1ci0A, 1ps0A, 1ry2A, 1jk9B, 
   1jatB, 1asyA, 1u4cB, 1pguB, 1g7cA, 1g65L, 1sq9A, 1g6q1, 1rypl, 

2jcwZ, 1gy7B, 1wgiA, 1plqZ, 1i50C, 1yatZ, 1istA, 1q0wB, 1ap8Z
Set D (9) <30% a helix and <1.4 b/a (Set C – Set 2): 1g6q1, 1r5tA, 1ek0A, 
   1i3ql, 1yatZ, 1ig8A, 1akyZ, 1kl7A, 1d1qA
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 conservation scores for residues and the HSSP database to collect homologs 
of proteins to take the three-dimensional (3D) structure into account (37). The 
HSSP homolog database appeared to provide better results than the UniProt 
homolog database (38,39), especially in identifying functional regions in pro-
teins (37). For the two low-connectivity cases in set 1, only a few homologs 
were available in the HSSP database (13 homologs for 1eq6 [Saccharomyces 
cerevisiae ran-binding protein]; 7 homologs for 1jk9 [Saccharomyces cerevi-
siae superoxide dismutase]).

A residue is considered as highly conserved if the conservation score is 8 or 
9 on a 1–9 scale and conserved if the conservation score is higher than 6 on the 
1–9 scale in the ConSurf-HSSP database (37). We focused mainly on highly con-
served residues with a conservation score of 8 or 9. The conservation score of a 
residue is a normalized value with respect to other residues in a given protein and 
can be compared only within the protein but not with the scores of other proteins. 
It is used only to determine and record the conserved residues in each protein.

2.6. Residue Type and Accessibility

Residues are labeled as polar if they are one of the following amino acids: 
Arg, Asn, Asp, Csy, Gln, Glu, His, Lys, Ser, Thr, and Tyr; Arg, His, and Lys are 
considered as plus charged, Asp and Glu as minus charged, and Cys, Ile, Leu, 
Met, Phe, Pro, Trp, Tyr, Val, and Ala as hydrophobic; His, Phe, Trp, and Tyr are 
considered aromatic. To determine the surface-exposed and buried residues in 
a protein, the accessible surface areas (ASAs) of the residues were calculated 
using the Lee and Richards algorithm (40). A probe radius of 1.4 Å was used 
in the calculation. The percentage of ASA of an individual residue in a protein 
was calculated using the standard value of maximum ASA of a residue X placed 
in a Gly-X-Gly motif. Residues with 20% or less ASA were identified as buried 
and those with greater than 20% ASA as exposed.

We carried out statistical and visual analysis to extract information using con-
nectivity as the independent variable and changing the dependent variables for 
the three different datasets: all structures (set 1), β-rich structures (set 2), and 
α-rich structures (set 3). Datasets A, B, C, and D served as control sets and were 
subjected to the same analysis. In the statistical analysis of the datasets, we have 
searched for the distributions of the highly conserved and almost conserved resi-
dues, bulges, charged and polar residues, hydrophobic and aromatic residues over 
different secondary structural regions, and these residue’s respective positions in 
the structure as core (buried) or surface residues. For the distribution of the con-
served residues, a clustering algorithm has been used to search for the extent of 
association between the conserved residues (41). The function of the protein has 
also been considered in the analysis as the interaction with other partners and the 
functions of the proteins in the cell are intimately related (2).
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3. Results and Discussion
We analyzed the 142 proteins in set 1. The distribution of the conserved resi-

dues in the secondary structural units and the conserved residues’ preference to 
be on the surface or in the core of the protein showed no correlation with the 
connectivity. Similarly, no correlation was observed between the distribution of 
the hydrophobic, charged, and polar residues and the connectivity.

3.1. Percentages of Conserved Residues

Figure 1 displays the percentages of the conserved residues as a function of 
the connectivity for each structure in set 1 and for the 14 β-rich structures in 
set 2. As the connectivity increased, the percentage of the conserved residues 
decreased for β-rich structures but shows an almost random distribution for the 
structures of set 1. This behavior suggests that in β-rich structures the number 
of conserved residues is likely to be higher for low-connected proteins. On the 
other hand, this number decreased as the protein connected to more partners in 
the network. Since the size of the dataset was small, to verify that this decrease 
was not incidental we analyzed five additional datasets with 14 proteins ran-
domly drawn from the 142 proteins. A trend with a nonzero slope was not 
observed for any of these new datasets.

3.2. Percentages of b-Strand Residues

Figure 2 displays the percentage of the β-strand residues, surface residues, 
and conserved residues versus the connectivity for each β-rich structure in set 2. 
No significant correlation has been observed for the dependence of the percent-
ages of the secondary structures and of the surface residues on the connectivity. 
This implies that the correlation with the conservation observed in Fig. 1 is not 
related to the changes in the secondary structure or the surface residue content 
that might be associated with the change in the connectivity.

3.3. Location and Distribution of Conserved Residues

We analyzed the 14 cases to determine the location and the distribution of the 
conserved residues in 3D space. We observed that the highly conserved residues 
were distributed over the protein structure for low-connected proteins. However, 
the highly conserved residues were more likely to be localized at certain regions 
in β-rich proteins with high connectivity (Fig. 3a,b). The clusters of the highly 
conserved residues might provide higher stabilities for the structures. This was 
not the case in highly connected α-proteins. The distribution of the conserved 
residues and their clustering in the structure are further elaborated.

Figure 4a–d displays examples of conserved β-strand residues (dots) for 
 structures with β-rich proteins with low and high connectivity. Surface  residues 
are presented as a layer. In the two low-connectivity cases, the surface layer is 
comprised of overlapping dots (dark regions), implying that conserved β-strand 
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residues were on the surface. In the two low-connectivity cases, the surface is 
comprised of darker regions, implying that conserved β-strand residues were on 
the surface. In structures with high connectivity, none of the conserved β-strand 
residues were on the surface, although the overall β-strand percentages on the sur-
face did not show a change with connectivity (Fig. 2). Further, as discussed next, 
the results of the statistical analysis indicated that in low-connectivity β-rich struc-
tures the distribution of the conserved residues is more homogeneous, whereas in 
high-connectivity conserved residues tend to cluster in the protein core.

3.4. Using a Clustering Algorithm for Determination of the Degree 
of Localization

To determine the degree of localization, we used a simple clustering algorithm 
(41) to cluster the conserved β-strand residues based on the distance between 
the conserved residues. Conserved β-strand residues were collected into a 
pool, and the distances between each pair of residues were  calculated. For 
each residue, the number of neighbors within an 8-Å distance was  calculated. 
The residue with the highest number of neighbors was considered the center of 
the first cluster. All members of the cluster were removed from the pool. The 

Fig. 1. The percentage of highly conserved residues for sets 1 and 2 versus the con-
nectivity. Dispersion of triangles (set 1) and almost zero slope of fitted line show that 
connectivity was uncorrelated with conserved residue percentages. However, circles 
(β-rich structures, set 1) show decreasing trend with increasing connectivity.
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Fig. 3. (a) Degree of clustering: the ratio of the number of the residues in the largest 
two clusters to total number of residues clustered, which are the conserved β-strand 
residues versus connectivity for β-rich structures; x-axis represents the Protein Data 
Bank (PDB) code and connectivity information, and yaxis represents the percent-
age. Apparent increase after sixth structure for β-rich proteins shows that for highly 
connected cases conserved β-strand residues are more likely to be in the clusters. 

Fig. 2. The percentages of the β-, conserved, and surface residues for β-rich proteins 
(set 2) versus connectivity. Dashed line (triangles) shows a decreasing trend in percent-
age of the conserved residues with increasing connectivity. The surface residue (circles) 
and β-strand percentages (crosses) show random distribution.

center of the second cluster was similarly determined using the new pool of the 
conserved β-strand residues. The procedure was repeated until each conserved 
residue in the pool was assigned to a cluster. As the total number of residues 
and the secondary structure content varied from one structure to another, to nor-
malize the results the percentage of the residues in the largest two clusters with 
respect to the total number of conserved β-strand residues was determined.

The clustering results are given in Fig. 3. In Fig. 3a, the bars represent the 
percentage of the two largest cluster sizes from the total number of clustered 
residues. Figure 3b gives the number of clusters versus connectivity. For 
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Fig. 3. (continued) Localization is not apparent for the α-rich structures. (b) Number 
of clusters versus connectivity. The x-axis represents the PDB code and connectivity 
information, and the y-axis represents the number of clusters. Clustering includes all 
conserved β-strand residues. There is an apparent decrease   after the sixth protein, 
which shows fewer clusters and more localization for the highly connected structures, 
which could not be observed at α-helix-rich structures.
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low-connectivity β-rich proteins, the number of clusters was larger compared 
to high-connectivity proteins. Conserved residues in low-connectivity β-rich 
structures were more distributed over the β-sheets; for structures with high con-
nectivity, the conserved residues were more clustered around certain regions.

We carried out the clustering analysis also on conserved α-residues in 
α-rich structures (set 3) to see whether this behavior was unique to highly 
connected proteins or highly connected β-rich proteins. Results showed that 
localization was not related to connectivity only but also to the secondary 
structure content.

3.5. Studies of Clustered Residues in Highly Connected Proteins

We next looked into where the clusters of conserved residues in highly con-
nected proteins (Fig. 4a,b) tended to be located, that is, whether the highly 
conserved residues of β-strands were more likely to be buried. Figure 5 dis-
plays the percent ratio of the conserved β-strand residues in the core to the 
total conserved β-strand residues and buried β-strand residues to all β-strand 
residues as the connectivity number in the proteins changed with gray and white 
bars, respectively. An increase in the difference between two bars represents the 
increasing selectivity of conserved β-strand residues for residing in the core.

3.6. Structural and Chemical Properties of Surface and Core Regions 
That May Be Used in Design

We further looked at the distributions of the hydrophobic, polar, and aro-
matic conserved residues for both surface regions and buried regions on con-
served β-strands to see if there exists any dependence on amino acid types in 
the respective conserved sites as the connectivity changed (results not shown). 
No correlation was observed between any conserved amino acid type on the sur-
face or in the core and connectivity. Similar analyses were also carried out for 
all conserved residues, and similar behavior was obtained (data not shown).

We analyzed the bulges of the β-strands. Edge strands of β-sheet proteins 
were proposed to be irregular to hinder the formation of undesired conforma-
tions and protect protein function. Bulges appear an effective way to hinder 
polymerization and hence are more likely to occur at the edge strands (12). 
However, interestingly, we did not observe such a trend for either highly con-
nected β-structures or low-connected β-structures (set 1). In all cases, bulges 
occurred both at the edges and in the buried strands, showing no specific pref-
erence for being at the edge or at the highly conserved regions. For example, 
for propeller geometries, there were many β-bulges distributed all over the 
sheets. This geometry has been observed in many families, especially for low-
 connectivity cases (proteins with connectivities of 3 to 6). In those cases, highly 
conserved residues were distributed rather than clustered.
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We analyzed set A, which contained proteins with α-helix residue percentage 
less than 30%, that is, α-helix-poor structures (Fig. 6). This dataset consisted 
of 26 proteins, including the 14 β-rich structures (set 2). The dependence of 
the conserved residues on the connectivity showed a trend similar to that of the 

Fig. 4. Two structures with low connectivity: 1eq6 chain A (connectivity = 2; 
involved in nuclear protein import) (a), 1u4c chain B (connectivity = 5; required for cell 
cycle arrest in response to loss of microtubule function) (b). Surface residues are shown 
as a layer, and conserved β-strand residues are shown as dots. Darker parts of the layer 
represent the conserved β-strand residues on the surface. Many conserved β-strand resi-
dues are available on the surface. Buried conserved β-strand residues can be observed as 
spots in the inner parts. Two structures with high connectivity: 1plq (connectivity = 19; 
an auxiliary protein of DNA polymerase delta) (c) and 1wgi chain A (connectivity = 15; 
catalytic activity, converts diphosphate and H2O to two phosphate) (d). Nonconserved 
surface residues (no darker region on the outer layer) cover the inner conserved β-strands 
(spots inside the core). Conserved regions can only be seen at the inner part.
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β-rich-only structures, however, with a smaller slope value. Next, we excluded 
the 14 β-rich structures, leaving only the 12 α-poor (set D) ones. Those 12 
proteins showed no trend in the behavior of their conserved residue percentage 
with respect to the connectivity. The percentage of the highly conserved resi-
dues versus connectivity plot displays a random distribution. This result shows 
that the decreasing trend in the percentage of highly conserved residues was the 
outcome of β-richness rather than α-poorness.

We also inspected the homolog structures for 5 of 14 β-rich proteins in our 
primary set 2: 1b64, 1or8(A), 1srd(B), 1fkk, and 1awq were analyzed similarly 
as the homolog structures of 1g7c(A), 1g6q(1), 2jcw, 1yat, and 1ist(A), respec-
tively. The homology between the structures varied from 50% to 70% with 
e-values well below 10−10. The aim in this analysis was to determine whether 
it is possible to draw the same conclusions with homologous structures. The 
results for these proteins verified that for high-connectivity cases the conserved 
residues decreased in percentage and tended to be buried, while this was not the 
case for low-connectivity proteins.

Fig. 5. The percentage of the buried residues versus connectivity. The white bars in 
the graph represent the percentage of buried residues among β-strand residues, and gray 
bars represent the percentage of buried residues among conserved β-strand residues. 
The difference of the bars gives the preference of conserved residues to be buried. The 
increase in the difference between bars shows that as connectivity increased, conserved 
residues tended to be buried.
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4. Conclusions
We asked whether β-rich proteins that interact with many partners have fea-

tures distinguishing them from β-rich proteins that interact with few partners. 
Availability of such features can be used in interface design. Our premise was 
that since evolution has perfected the structures of multiply interacting protein 
hubs, we may obtain useful features from such an analysis. In particular, we 
focused on β-rich proteins since in principle such proteins may lead to poly-
meric fibrils. While knowledge of the binding sites for most proteins in the yeast 
interaction map is lacking, here we assumed that β-rich proteins interact via 
β-strand addition. Binding sites of central hub proteins that interact with a large 
number of partners are likely to be multiply used. For binding sites consisting 
of β-structures, the ability to interact with multiple partners may suggest that 
they might be more sensitive to amyloid formation. Protein–protein interfaces 

Fig. 6. The percentage of conserved residues versus connectivity for sets 2, C, and 
D (which is set C minus set 2). There was an obvious decrease in sets 2 and C, and in 
contrast the slight increase in set D, which is formed by removing set 2 elements in set 
C, showed that the decrease in the trend was caused by set 2 structures specifically. This 
means the decreasing trend in the percentage of highly conserved residues originated 
from β-richness of the structures rather than α-poorness.
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have the hallmarks of protein cores. Extension of β-sheets across the interface 
is a frequent motif at the interface, similar to its occurrence in the  protein cores 
(16). Thus, β-rich proteins that reutilize their binding sites may face a higher 
likelihood of polymerizing to form amyloid fibers. To probe this question, we 
used a dataset we generated by extracting all proteins with available structures 
from the yeast interaction map and filtering it for complete structural assign-
ment and redundancy.

We compared β-rich proteins, α-rich proteins, and all proteins with respect 
to their connectivity data. Interestingly, our results pointed to the following: In 
β-rich structures of the yeast protein network, as the connectivity of the protein 
increased, the overall percentage of its conserved residues decreased; however, 
the conserved residues had a tendency to cluster, and the clusters preferred 
to reside in the core rather than on the protein surface. Connectivity was not 
associated with any other analyzed feature in any of datasets, including the 
presence or absence of bulges. This observation that in highly connected β-rich 
proteins conserved residues tend to cluster in the protein cores is interesting. 
Clustered conserved well-packed core residues are known to contribute to 
protein stability.

Our results lead us to conclude that as connectivity increases, β-rich pro-
teins bury and pack their conserved residues and tend to have more sequence 
variations on the surface. The conserved residues serve as clustered hot spots 
in the core to stabilize the fold, hindering the (partial) unfolding and amyloid 
 formation of the β-structure-prone sequences. A similar mechanism of stabi-
lization has been observed in protein–protein interfaces (42). Consequently, 
these are the features that might be employed when using multi-interacting 
proteins as building blocks in design.
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