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PREFACE

Nanostructured materials have at least one dimension in the nanometer
range. They became a very active research area in solid state physics and
chemistry in recent years with anticipated applications in various domains,
including solar cells, electronics, batteries and sensors.

Nanocrystalline metals and oxides are dense polycrystalline solids with a
mean grain size below 100 nm. This book is intended to give an overview on
selected properties and applications of nanocrystalline metals and oxides by
leading experts in the field. In such a rapidly growing and evolving domain,
the selection of properties to be covered is always somewhat arbitrary and
reflects the personal bias of the editors.

The first three chapters provide a very complete theoretical treatment of
thermodynamics and atom/ion transport for nanocrystalline materials.

J. Weissmiiller gives an overview on the thermodynamics of materials
with small size or a large interface density, including a discussion of
capillary parameters, single-component materials and alloys, stress and
strain effects. The main focus is on metallic and covalent solids. The chapter
includes the detailed thermodynamic formalism necessary for the discussion
of size effects.

J. Bernardini and D. L. Beke review diffusion in nanomaterials. Diffusion
theory in presence of stationary and moving grain boundaries is discussed
with consideration of segregation and stress effects. The analysis is then
extended to the nanoscale, where the classical Fick laws are not always
applicable. Diffusion on a discrete lattice, in amorphous materials and
reaction/nucleation problems are treated.

J. Maier discusses thermodynamics and transport in the bulk and at
boundaries of ionic materials. Point defects and ionic conductivities in the
bulk as well as core and space charge effects at interfaces are analyzed. Size
effects on defect chemistry and the domain of nanosized ionic and mixed
conductors are explored. The chapter ends with an outlook on nanoionics
and soft materials science.

The following chapters are expert’s views on the development of
experimental characterization techniques for nanocrystalline solids with
emphasis on electroceramic materials. Two chapters are devoted to specific
applications of nanocrystalline oxides, 1ie., gas sensing and
photoelectrochemical cells, where the potential advantages over
microcrystalline samples are particularly evident.

T. O. Mason and co-workers show how impedance spectroscopy can be
used by skilled and careful experimentalists to separate effective grain
boundary and grain interior resistances and capacitances of nanocrystalline
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samples. The authors suggest also modifications of the usual brick-layer
model in order to analyze nanoscale ceramics.

A. V. Chadwick and G. E. Rush introduce EXAFS spectroscopy as a
powerful tool to investigate the defect structure of dense nanocrystalline
oxides. The main conclusion of their careful analysis is the picture of a
nanocrystalline oxide as well-ordered crystallites separated by grain
boundaries similar to those of conventional microcrystalline samples.

M. L. Baraton shows how FTIR spectroscopy can be applied to study
surface layers of nanocrystalline oxides. The variation of transmitted
infrared energy can be related to electrical conductivity changes. The
reactions of nanocrystalline oxides with gases can be monitored “in situ”
under the real working conditions of gas sensors.

E. Traversa et al. present gas sensing properties of nanocrystalline oxides,
used in potentiometric and resistive sensors. The basic mechanisms of these
devices are shortly described. Advantages and drawbacks of various
nanocrystalline oxides, including SnO, and TiO,, are discussed and
directions for future experiments are suggested.

Finally, A. Zaban discusses basic concepts of the photo-electrochemistry
of nanoporous electrodes, especially the construction and operation of dye-
sensitized solar cells based on nanosize TiO;. The special features of
nanoporous electrodes, such as electrical potential distribution, electron
motion, interface energetics, are outlined.

The book is intended for a broad range of readers, foremost chemists,
physicists, and materials scientists. Theoretical physicists and chemists will
certainly also profit from this book. The electroceramics and solid state
ionics community are particularly addressed, given the main interests of the
editors.

We thank all the colleagues who spend considerable time and effort
writing these high level contributions. We are also pleased to acknowledge
the support of the series editor Prof. Harry Tuller and of Greg Franklin,
senior editor at Kluwer Academic Publishers.

Finally, P. K. gratefully acknowledges the support by the French Centre
National de la Recherche Scientifique (CNRS) and the National Science
Foundation (NSF) that helped to realize this and other projects on
nanocrystalline metals and oxides.

J. S. acknowledges the European Science Foundation-NANO program
and the Delft Interfaculty Research Center “Renewable Energy” for support
of exchange visits and nanoparticle research.

Marseille, France, and Delft, The Netherlands, September 2001.

P. Knauth and J. Schoonman
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THERMODYNAMICS OF
NANOCRYSTALLINE SOLIDS

Jorg Weissmiiller

Forschungszentrum Karlsruhe, Institut fiir Nanotechnologie, Germany
and

Universitdt des Saarlandes, Technische Physik, Germany

Joerg. Weissmueller@int.fzk.de

1. INTRODUCTION

Thermodynamics have provided the phenomenological framework for under-
standing phase equilibria and the reaction of materials to changes in tempera-
ture and pressure for several centuries. It was recognized early on that surfaces
play an important role for the equilibrium state, as is evidenced by the
pressure-increase in small droplets, analyzed quite generally by Young and
Laplace two hundred years ago. Important results from the 19* century, such
as the Gibbs-Thomson-Freundlich equation for the increased vapor pressure of
a droplet, Ostwalds theory of coarsening of dispersions, and Gibbs compre-
hensive treatment of capillarity, emphasize the importance of interfacial
phenomena. The effects of capillarity are most pronounced in small systems
or, more generally, systems with a large interfacial area per volume, and the
long known results of the thermodynamics of interfaces have therefore re-
mained of importance as experimental studies in the recent decades took an
enhanced interest in materials with a nanometer-scale structure.! However,
not all of the intriguing properties of such materials are adequately described
by the conventional theory; this is due to the fact that many 'nanomaterials' are
solids and, although Gibbs discussed some aspects of the thermodynamics of
solids, most ofthe results at the time were devised with attention to fluids. The
generalization of the formalism to solids is among the achievements in thermo-
dynamics in the 20™ century. Specifically, the notion of surface or interface
stress, established by Shuttleworth, and the continuum mechanics of open
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systems due to Larché and Cahn prove to be of relevance in the context of
nanocrystalline materials.

This article discusses issues related to the thermodynamics of materials
with a small size or a large number of interfaces, with specific attention to
solids. The focus is on nanocrystalline materials, that is, dense polycrystalline
solids with a nanometer-scale grain size, where the interfaces are grain bound-
aries, rather than free surfaces or heterophase interfaces. One of the issues
which will be addressed concerns the differences between these materials and
isolated particles.

Some synthesis routes for nanocrystalline materials involve processes
which may be analyzed in terms of dynamic equilibria in driven systems, and
an understanding of the evolution of the microstructure upon annealing is the
subject of theories for nonequilibrium processes, such as grain growth. Driven
systems and nonequilibrium processes are ignored in the present contribution,
which is focused instead on the impact of having a large number of grain
boundaries on such states of the material for which meaningful information
can be derived from equilibrium thermodynamics. Emphasis is on effects
which are intrinsically related to the presence of interfaces, whereas extrinsic
defects, which are often a consequence of the highly nonequilibrium process-
ing routes of nanocrystalline materials, are disregarded.

Detailed discussion on structure and energetics of internal interfaces can be
found in Refs. 2 and 3, and more general treatments of capillarity are given,
for instance, in Refs. 4, 5 and 6. An earlier treatise of the thermodynamics of
nanocrystalline materials was given in Ref. 7.

2. REMARKS ON THE STRUCTURE OF GRAIN
BOUNDARIES IN NANOCRYSTALLINE SOLIDS

Because knowing the atomic structure of grain boundaries is of interest for
understanding their thermodynamic properties we shall start by considering
the present understanding of this issue, which is reviewed in Refs. 8, 9 and 10.

Much of the early interest in the field of nanocrystalline materials was
stimulated by reports'"'? of a state of matter in the grain boundaries with a
considerably lower degree of atomic short-range order (SRO) than other solid
states of matter. Indeed, further experimental evidence has indicated that grain
boundaries in nanocrystalline metals, in particular immediately after prepara-
tion, can exhibit states with enhanced energy compared to conventional grain
boundaries, or with more disordered grain boundary cores.”'*'"> However,
these states are found to relax to states of lower energy or higher order, and
the more recent results of experiment'>'®'”'® and of computer
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simulation'****"** provide little support for the assumption that the grain

boundary structure of relaxed nanocrystalline materials differs from that of
high-angle boundaries in macroscopic bicrystals. Previous reports to that
extent can apparently be largely qualified as artefacts related to impurities at
grain boundaries. The present understanding is that, in nanocrystalline as well
as coarse-grained metals, the atomic short-range order in the core region of the
grain boundaries differs from that of the perfect crystal lattice with respect to
the coordination number, local symmetry, or bond-length distribution, and that
this region appears to be quasi two-dimensional, with a width of essentially
one interatomic distance. Computer simulations of covalently bonded materi-
als suggest wider disordered grain boundary regions than in metals,” but
there appears to be as yet no systematic experimental study of high-angle
boundaries in covalent nanocrystalline solids which might corroborate this
prediction.

3. CAPILLARY PARAMETERS

In the regions immediately adjacent to surfaces and interfaces the materials
properties are different from the bulk properties. Exploring the atomic-scale
properties by theory requires elaborate numerical computations, either ab
initio or by molecular dynamics; these are available in exceptional cases only,
and few such results have been verified by comparison to experiment because
measuring local properties of internal interfaces on an atomic scale is an
equally demanding task. By contrast, phenomenological thermodynamics
describes relations between quantities which are defined for macroscopic
systems or for smaller regions which can be approximately described by
extrapolating the equations of state of macroscopic systems; such relations are
more readily combined with available experimental data. Different formal
approaches may be preferred, depending on the problem being analyzed, and
it is instructive to shortly address a selection of the more important ones.

3.1 Specific Excess

Most often, the experimentally accessible information is limited to the total
value of the extensive parameters, and it is then useful to analyze the effect of
interfaces in terms of the total excess of the actual property over an appropri-
ate reference state of the material with negligible interfacial area. We shall
briefly reproduce the derivation for the relation of the specific interface free
energy ¥ to the excess AG in the Gibbs free energy. Let y be defined in terms
of the work required to form an element of surface,



dE = TdS - PdV + Z,- p,dN, + ydA. 1)

From the definition ofthe Gibbs free energy, G=E-TS + PV, it then follows
by Legendre transform that

Y = aG/aAIT,P,Nj. @
By applying Eulers theorem to Eq. (1) it is also found that
E=TS-PV+Y wN +v4, 3)
which implies

G- 5w, 14, ®

The sum represents the free energy of the matter in the system, if it was re-
versibly inserted into a macroscopic system with negligible interface area and
with the same chemical potentials as the actual material.® This state of the
matter in the system is the reference state corresponding to the present choice
of state variables (P, T, N;), and we denote its free energy by the subscript R':
Gy =Ej p JNJ Note that this reference state is hypothetical and that, in gen-
eral, it will not correspond to an equilibrium state of the matter in the system.
It is seen that, on top of being the derivative of G with respect to the area, Eq.
(2), v is also the excess of the free energy in the actual system over the free
energy in the reference state, per area:

Y = (G—GR)/A. o)

The term in brackets denotes the total excess, AG, of the free energy.

The constitutive assumption E = E(S,V,N; ,4), which underlies Eq. (1), is
only adequate when the excess energy depends on the presence of interfaces
exclusively through A. When the energy depends, in addition, on the grain
size, the interface curvature, or the separation between interfaces, then it may
be required to verify carefully whether the capillary energy defined by Eq. (2),
the derivative of a free energy with respect to the area, is identical to the one
obtained from Eq. (4) as the total excess per area.

In coarse-grained materials the properties of the bulk phases sufficiently far
from an interface are not affected by the presence of the interface. In this case
only the interfacial regions contribute to the specific excess, in other words,
the specific excess is representative of the /ocal properties of the matter at the
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interfaces. This is illustrated in Fig. la), which shows schematically the varia-
tion of a local free energy density across an interface; the area of the hatched
region represents the specific excess. But when the interfaces are only
nanometers apart, then it is possible that the properties of the matter in the
interior of the bulk phases are significantly modified due to the presence of the
interfaces. Several examples for this effect will be discussed in this article: the
increased free energy density in the bulk arising from interface-induced long-
range stresses (Section 6.2-4), the stress-induced change in solute concentra-
tion in the bulk for open systems (Section 7.1), and the depletion of solute in
the bulk of a closed system due to the partitioning of solute between interfaces
and bulk (Section 5.1-2). In consequence, the actual values of the densities in
the bulk of nanoscale materials will differ from the corresponding density in
the reference system; this implies that the excess quantities are no longer
representative of the local state of matter at the interfaces, but that they repre-
sent the added contribution of interfaces and bulk to the total values of the
extensive variables, as illustrated schematically in Fig. 1b).

A further difference between macroscopic and nanoscale microstructures

comne (@) (®)
grained o
specific 2 ;
> excess > & specific
‘B B |2 excess
5 Y c o
o© s )
L
\— reference
position position
specific , (c) (d)
layer interfacial
content density
= [G] 2
z 2
3 3

position position

Figure 1. Schematic diagram of the variation of the free energy density as a function of
the position across a single grain boundary in a coarse-grained material (a) and across
two neighboring grain boundaries in a nanocrystalline material (b - d). The area of the
hatched regions represents the various interfacial quantities; in (b) the contribution of
the bulk to y is negative. Full lines: actual free energy density; dotted lines: value for the
reference state; dashed line in (c¢): value for the matrix.
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resides in the sensitivity of the value of A to the precise way in which the
dividing surface, S, which defines the position of the interface, is located. For
plane surfaces, both A and y are independent of the precise location of S (p.
234 in Ref. 4) but the same is not true when the surface is curved or when
there are edges, as exemplified in Sections 4.2-3 below. It is therefore impor-
tant to have as precise as possible a notion of the location of S. In fluids, the
Young-Laplace equation provides the means for defining uniquely the position
of the 'surface of tension' (p. 229 in Ref. 4), but for reasons which are ad-
dressed in Section 6 below this method fails in solids. The constitutive as-
sumption E = E(S,V,N,,A) requires that v is independent of the curvature, and
in some instances this requirement provides a criterion for a unique location of
S in a solid particle, see Section 4.2 below. It may also be argued that, since
structural probes suggests very narrow grain boundary cores (compare Section
2), it will generally be perfectly adequate to use Gibbs' notion (p. 219 in Ref.
4) of having the dividing surface 'coincide sensibly with the physical surface
of discontinuity' (i.e., the core of the boundary) in conjunction with the struc-
tural information to locate.S in grain boundaries.

3.2 Specific Layer Content

The excess formalism is useful in analyzing experimental data which lack
information on the detailed spatial variation of the materials properties, but
many modern experimental techniques do discriminate between the state of
the matter at interfaces on the one hand and the matter in the bulk on the other,
see, for instance, Section 7.1-2. Moreover, simple microscopic models for
interfaces will generally work with explicit assumptions for separate equations
of state, or for specific atomic interactions, of the interfacial regions and the
bulk. Rather than computing excess quantities based on such data or models,
thereby ignoring the available microscopic insights, it is then often more
appropriate to work with the 'layer formalism',® which allows to decompose
the thermodynamic functions into contributions from interfacial layers of
finite thickness and from the regions of bulk phase (the 'matrix') outside the
layers, irrespective of the detailed spatial variation of the properties across the
interfaces. The layer thickness and the location of the layer bounds can be
arbitrarily chosen, but it is most useful to have the layer contain all the interfa-
cial regions with modified properties. Of course, the layer bounds are not
physical interfaces; instead, they represent the - up to a certain degree arbi-
trary - convention on how to subdivide the system into interfacial and bulk
regions.

The quantities corresponding to the specific excess are here the specific
layer contents, defined as the total value of the extensive quantities in the
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layers divided by the area; they are denoted by square brackets. For instance,
the total free energy is

G =G, +A[G]. (6

where Gy is the total free energy in the matrix. Figure 1c) illustrates the
definition of the specific layer content, and shows that a major difference to
the excess formalism is that the matrix models the matter in the bulk of the
nanocrystalline system in its actual state, whereas the specific excess is com-
puted relative to the reference state of a macroscopic system with negligible
interfacial area.

The layer formalism provides an alternative formulation of capillary phe-
nomena which is equivalent to the analysis in terms of excess quantities, but
which has the advantage of being more directly related to microscopic models
which provide separate equations of state for interfacial regions and the bulk.
It is possible to derive all the result of thermodynamics in terms of the layer
properties, and to convert layer quantities to Gibbs excess and vice versa,*>
but only such combinations of layer quantities which are independent of the
location of the layer bounds carry physical meaning. For a comprehensive
discussion of the reader is referred to Ref. 6.

When implementing atomistic models or specific equations of state, such
as the regular solution approximation, it can be convenient to work with a
layer model in which the material is divided into subsystems containing fixed
amounts of material;** when P V terms in the free energy are negligible then
the position of the layer bounds can be ignored. The subsystems represent,
respectively, the matter in the bulk and in the interfacial regions, and their
properties are modeled by independent equations of state. For the example of
a binary alloy, the respective molar free energy functions are gu(7, xy) and
g.(T, x), where x is a solute fraction and the subscripts refer to matrix and
layer. The effective molar free energy of the system (total free energy over
total amount of matter) is then a weighted average over the subsystems,

g =(1-v) g Tx,) + v g,(Tx), (7

with v the fraction of matter (solvent plus solute) in the layers. The grain size
enters this approach through the parameter v, which is proportional to the
grain boundary area. At equilibrium, subject to the constraint of constant v
(constant grain size), the diffusion potentials 0gy/0x, and dg;/0x; must be
equal. This allows to eliminate the internal parameters, the local solute frac-
tions, and to write the effective molar free energy of the closed system as a
function of the macroscopic state variable, the overall solute fraction:
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g = §( T,x,v). For sufficiently large values of v such models predict that the
resulting free energy function g may depend on the state variables in a quali-
tatively different way compared to the original functions gy and g - see
Section 5 and Refs. 25, 26, 27.

3.3 Interfacial Density

Some problems require even more spatial information than the mere sepa-
ration into interfacial layers and bulk. The most obvious example is provided
by continuum mechanics, where the stress S is a function of the position x
which can be obtained as the derivative of a nonuniform (Helmholtz) free
energy density ®(7,E) in the bulk with respect to the strain E. The phenomena
of wetting” and of spinodal decomposition” in fluids can only be understood
in terms of extra energy due to gradients of the concentration,” and conse-
quently their description also requires the consideration of a nonuniform free
energy density. By a suitable coarse-graining of atomistic details one can
define local densities, per volume, for each extensive thermodynamic variable
(for instance, concentration, free energy density, or density of matter), and
treat them as continuous functions of the position. Discontinuous interfaces
can be incorporated in such approaches by introducing interfacial densities,
per area,”' for instance an interfacial free energy density @. For example, the
total Helmholtz free energy of a homogeneous solid phase in this notation is

H=[®TE)dv+ [ @(TE)da, @®)

where the integration is over the total volume and total interfacial area, respec-
tively, and where E refers to the tangential strain, see Section 6.1 below.
Equation (8) implies that ¢ is a local excess, at interfaces, over the bulk in its
actual state, as illustrated in Fig. 1d). An example where fundamentally differ-
ent results are obtained by analysis of the interfacial free energy density @ as
opposed to the specific excess free energy y will be given in the definition of
the so-called interface stress’ in Section 6.6.

4. SINGLE-COMPONENT MATERIALS
4.1 Intrinsic instability; grain growth

Similar to homogeneously disordered solids, such as glasses,
nanostructured solids have a higher free energy than the equilibrium state, the
single crystal. The excess free energy varies essentially as the inverse of the
grain size; at small size it is quite large, comparable to the enthalpy of fusion.
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In order to understand the stability of nanocrystalline materials it is therefore
important to understand and measure the thermodynamic functions.

While nanocrystalline solids have an excess free energy comparable to that
of glasses, the two types of systems differ in so far as glasses are metastable
with respect to formation of the equilibrium phase, that is with respect to
crystallization, whereas poly- or nanocrystalline materials are unstable with
respect to the approach to equilibrium by grain growth. There is a long history
to the question whether one can fill space by cells (bubbles in a foam, or
grains in a polycrystal) in such a way that the interface area is minimum for a
given mean cell size; this would imply that idealized polycrystals with a
suitable arrangement of the grain boundaries could actually be metastable.
Kelvin had proposed a periodic array of tetrakaidecahedra ("Kelvin bodies’) as
a candidate for a minimum area tessellation of space,” and it is only quite
recently that a configuration with lower area was found with the help of
modern computer programs.” The same technique helped finally to demon-
strate that all known configurations are unstable with respect to a transforma-
tion where the lattice constant is doubled and half the cells shrink whereas the
other half grows, a typical instance of grain growth;* therefore, polycrystals
with a positive grain boundary excess free energy are always unstable.

Experimentally it is found that pure nanocrystalline substances undergo
grain growth even at temperatures which are a small fraction of the melting
temperature T, In the case of Pd, the grain size was observed to double
within a few weeks of ageing at room temperature, corresponding to a homol-
ogous temperature /T, as low as 0.16.° This demonstrates the need to ex-
plore concepts for stabilizing the grain size, for instance by manipulation of
the energy or mobility of grain boundaries.

4.2 Size- or curvature-dependent interface free energy.

Since the interfacial excess free energy y contributes so strongly to the total
free energy of nanocrystalline materials it is of interest to know its magnitude,
and in this context a possible size-dependence of y has been the subject of
discussion. An experimental study by calorimetry reported that for
nanocrystalline (nc-) Se the total excess of the enthalpy, AH, increases less
steeply than 1/D with diminishing grain size D, and it was concluded that the
specific grain boundary enthalpy decreases with decreasing grain size.”
Molecular dynamics computations for fcc metals bgf several authors arrive at
the same finding for the size-dependence of AH,”™* and they provide an
indication for the microscopic origin of the deviation from the 1/D law. In
fact, one of the most intriguing findings of the computer simulations is that,
microscopically, the excess enthalpy of the grain boundaries is localized in an
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interfacial layer of constant width ¢, essentially independent of the grain size
and wider than the structural core of the boundary,”**'*° and that triple lines
and higher order grain junctions are just intersections of layers of constant ¢
and constant free energy density.** It is instructive to analyze this situation
for the example of an isolated nanoparticle.

In terms of the simulation result, the total free energy for an isolated,
spherical nanocrystallite of radius r and with a surface layer of increased free
energy density is

4 4
G = ngR._31r_(r—t)3 + ngL_?’E[r3—(r—t)3] 9

where g and p denote the molar free energy and molar density, and the sub-
scripts 'R' and 'L’ refer to the reference system and to the surface layer, respec-
tively. By computing the specific surface free energy as total excess per area
of the outer surface of the particle one finds that, to first order in 7/,

Y =¥, (1-t/r). (10)

The term ¥y = (gL P - 8r Pr )  denotes the specific excess free energy of a
plane surface, and the term which depends on rimplies a reduction of y when
the surface is curved. Obviously, this nontrivial prediction is a simple geomet-
ric consequence of the concept of an interfacial layer of constant thickness and
free energy density. Assuming /=0.35 nm (corresponding to a grain boundary
layer thickness of twice that value, 0.7 nm, as suggested by the molecular
dynamics results for fcc metals) and a grain size D = 5 nm for the purpose of
illustration, it is found that ¥ is reduced, relative to y,, by 14 %.

The finding that the total excess free energy per area varies with r is of
interest for predicting the thermodynamic functions of small particles, but it is
incompatible with the standard treatments of capillarity based on the constitu-
tive assumption that the total energy E is a function of the state variables S, V,
N, and A alone. This follows because, when ¥ depends on r, then one can
conceive sets of particles with a distribution of sizes which have identical
values of S, V, N, A, but different E depending on the functional form of the
distribution. A simple solution to this problem is to locate the dividing sur-
face, not in the outer surface of the particle, but at a radius which makes ¥y
independent of r. Strictly speaking, this is the only location of the dividing
surface which is consistent with the formula in Section 3.1. For the present
example, an excess per area which is independent of r is obtained when the
radius of the dividing surface is r-¢/2.



11

4.3 Triple lines

In contrast to the constant surface curvature of the spherical particle, the
mean curvature of grain boundaries is generally less than 2/r; instead, the
boundaries are more or less planar and their orientation changes discontinu-
ously at triple lines, that is, lines where three grain boundaries meet. It is then
more adequate to attribute deviations from the 1/D variation of AH to the
variation of the total length of triple lines and to a specific excess free energy
A per length of the lines, rather than to a dependency of y on the surface
curvature.*® The total energy is then assumed to obey E = E(S, V, N, A, L), and
A is defined so that

dE = TdS - PdV + Y, wdN, + YdA + AdL. (11)

By analogous arguments as in Section 3.1 it is then shown that A is an excess,
per length of edge or triple line, of the solids total free energy over that of a
reference system with identical S, V, N, and A. Simple dimensional arguments™®
show that the length of linear elements, per volume, will increase as 1/ D?
with decreasing grain size, so that at very small size the linear elements be-
come relatively more important compared to the surfaces, which have the
weaker size-dependence A « 1/D.

When A is defined as a specific excess, then the molecular dynamic simula-
tions find that at at least some of the triple line must have a negative value for
2. It is also possible to generalize the layer formalism to include volume
elements along the grain boundary junctions which represent the lines, and it
was found that, contrary to A, the enthalpy per length of these elements is
positive.”

For truly one-dimensional elements of the microstructure, negative values
of A are excluded by a stability criterion:*' for negative A the polycrystal is
unstable since it could indefinitely reduce its free energy by creating more and
more triple lines at constant grain boundary area. The fact that this process is
not observed in the computer models seems to suggest that the stability crite-
rion cannot be transferred to lines and surfaces afflicted with a volume.

4.4 Size-Dependent Chemical Potential:
Isolated Small Particle versus Nanocrystalline Solid

It is well known that the chemical potentials p; of the constituents (labeled
by j) of isolated small particles depend systematically on the grain size, and
one might assume that a similar dependency holds for nanocrystalline solids.
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However, as we shall see, this is indeed not the case, and in order to illustrate
this we shall briefly recapitulate the isolated particle case.

As above, we can decompose the total free energy of the particle as the
sum of the free energies of reference system and excess. In this case,

G(T,P,N,A) = N u (T,P) + YA (12)

with pg(T,P) = 0Gg(T,P,N) / AN an equation of state of the reference phase.
For a given N the form of the particle which minimizes the free energy is
obtained by the Wulff construction,” which determines a fixed geometrical
shape at equilibrium. Since the shape is given, the area, at equilibrium, is
uniquely defined by the volume or, more precisely, by the number of atoms:

A = c(QN)® (13)

with ¢ a dimensionless constant which depends on the particle shape and Q the
atomic volume. This has the important consequence that A and N cannot be
varied independently, and that Eq. (12) can be reduced to

G(T,P,N) = Nu (T,P) + yc(QN)®. (14)

By definition, the chemical potential of the particle is then

G 2 -
WLPN) = S, = wp(TP) + ZY QPN (15)

This is a general form of the Gibbs-Thomson-Freundlich equation. For the
special case of a spherical particle, where QN =47 r’/3, it takes on the more
familiar form

B o= pp(T,P) +2yQl/r. (16)

Among the ramifications of Eq. (16) is the well-known increase in vapor
pressure at small particle size, and a change of phase equilibria in multicom-
ponent systems since the individual constituents suffer different increase in p
due to their different partial atomic volumes.

When trying to derive an equivalent result for polycrystals or condensed
nanocrystalline solids, one is immediately confronted with the fundamental
difference that, for given N, the equilibrium value of the grain boundary area
A is simply zero. Of course, this corresponds to the single crystal case which
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is not of interest in the present context. But in a poly- or nanocrystalline
material, where A is finite, it is always possible to vary A independently of N,
so that a fundamental requirement in the derivation of Egs. (15) and (16) is
violated. Therefore, the Gibbs-Thomson-Freundlich equation does not apply
to nanocrystalline solids.

Note that, if the definition of p was to be followed rigorously, then since G
= G(T, P, N, A) in a polycrystal, and since all variables are independent, we
would have p = (0G/ON)|1p 4. This is a variation at constant grain boundary
area and, in as much as the specific excess ¥ is a constant, the value of p thus
obtained would be independent of Y, in striking contrast to Egs. (15) and (16).
However, this consideration appears to be of little relevance, since it is not
obvious how the variation of N at constant A could be realized experimentally
for a nanocrystalline material, at least when it is an elemental solid: experi-
ments which probe the chemical potential of single-component materials
require that processes of dissolution and accretion are active, processes which
will generally allow some sort of irreversible coarsening to occur simulta-
neously with the measurement, thereby changing A in an essentially uncon-
trolled way. These complications make the precise discussion of the meaning
of experimental data for the electromotoric force of these materials a challeng-
ing task.**

The situation can be more favorable in the case of alloys. As we shall see
in the next Section, certain alloys may exhibit metastable equilibrium states
for which the grain boundary area A is finite and a function of the remaining
thermodynamic state variables. Varying the amount of matter at equilibrium
will then result in a defined variation of the area; in other words, the chemical
potentials are then defined in terms of a variation which can be realized in an
experiment. Yet another instance where the chemical potential can be mea-
sured in a straightforward way is an interstitial solid solution where only the
solute is mobile, whereas the solvent atoms are frozen in such a way that the
host lattice is constrained to purely elastic deformation. The solute fraction
can then be varied at equilibrium while the host lattice is maintained. This
situation will be discussed in Section 7 below.

5  NANOCRYSTALLINE ALLOYS
5.1 Maetastable nanocrystalline alloys
with finite grain size and vanishing y

It has been proposed that, as a consequence of the Gibbs adsorption equa-
tion, alloys with a large enthalpy of grain boundary segregation may exhibit a
reduced or even vanishing Gibbs excess free energy of the grain boundaries.”
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2% Such alloys would then be metastable, since grain growth will not reduce
the total Gibbs free energy unless solute is withdrawn from the alloy by nucle-
ation and growth of the equilibrium phases. What follows is an essentially
qualitative discussion of the concept.

In a binary solid solution polycrystal, solute atoms can be located on lattice
sites and on grain boundary segregation sites; in many alloys the latter are
energetically preferred. The heat released when a small amount of solute is
transferred from the lattice to the segregation sites, per mol of transferred
solute, is called the enthalpy of segregation, AH**®. Consider the limit of small
grain size D (large grain boundary areaA ), so that there are more segregation
sites than solute atoms. At 7=0, and if AH*® is positive, the free energy is
minimized when all solute is segregated, and the solid can further reduce its
Gibbs free energy by reducing the total grain boundary area A through
grain-growth. Grain growth reduces the number of segregation sites, and leads
to a state (with area A® and grain size D%) where there are as many such sites
as solute atoms. If the grain size grows beyond D° then solute originally
located in the grain boundary must be re-dissolved in the crystal lattice.
Hence, on decreasing A below A°, interface energy is gained, but enthalpy of
solution must be provided to transfer solute from the energetically favorable
lattice sites to the unfavorable grain boundary sites. The variation of the total
Gibbs free energy for this process is

y = 0G/oA lP,T,N,,Nz = ¥, - (N} AH*% an

at T=0and A < A, where ¥, is the specific excess free energy in the pure
solvent, N,, N, denote the total amount of solvent and solute, respectively and
{N,} is the specific excess of solute. It is seen that ¥y may be of either positive
or negative sign, depending on the magnitude of AH*%. If y changes sign at D
= D° then any further variation of A will increase the free energy, in other
words the solid is in a stable or metastable state at the finite grain size D = D°.
Unless new phases of lower free energy nucleate, no grain growth will take
place with increasing temperature, until the entropy of mixing favors the
gradual dissolution of solute atoms in the crystals. More quantitative investi-
gations of the problem can be found in the literature, including the effect of
entropy at 7> 0.2 Figure 2 a) displays an example for the variation of G
with D for large AH*%; the minimum in G is here at D° =15 nm, and the corre-
sponding change of sign in ¥ is seen in Fig. 2 b).

The large AH*2 required to make the right-hand side of Eq. (17) negative
presupposes a large and positive heat of solution in the crystal lattice. Such
alloys have very small equilibrium solubilities, and it is therefore believed that
grain size stabilization can only be achieved in supersaturated solutions.””
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This is further emphasized by Gibbs statement (p. 240 in Ref. 4) that y must
be positive in stable phases. The nanocrystalline alloy will then be metastable,
as opposed to stable, and this state can be maintained as long as the nucleation
of the stable phase is hindered by kinetic barriers.

It may be objected that the idea of the topological lattice defect grain
boundary having a negative specific energy is against physical intuition.
However, since ¥ is the fotal variation of the solids Gibbs free energy with the
grain boundary area (compare Section 3.1), a negative value of y does not
imply that the specific 'topological defect energy' which is associated with a
grain boundary (due to e.g. broken bonds or non-dense atomic packing, to
mechanical strain fields in the crystalline matrix, and to a change in chemical
short-range order for the atoms situated in the interface) is negative. Instead,
it is implied that the combined effect of forming a new segment of grain
boundary, where additional solute atoms can be incorporated, and transferring
the solute atoms from their energetically unfavorable positions in the lattice to
the more favorable positions in the grain boundary, is an overall decrease of
the solids Gibbs free energy.

The concept of grain size stabilization by segregation has seen some exper-
imental support, both in the form of a systematic variation of the grain size
with the solute content in metals*® and ionic crystals,”” in agreement with
theoretical predictions and, more directly, by the observation that significant
grain growth in nc-Pd can be delayed to temperatures as high as 1000 °C by
the addition of Zr, an element with a large enthalpy of segregation.” In solids
it is still a matter of debate whether these findings may possibly be due to
kinetic hindering of grain growth by solute drag,” but there is a whole class of
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Figure 2. Variation of the Gibbs free energy G (a) and of the specific excess free
energy y (b) of grain boundaries in a nanocrystalline alloy with a large enthalpy of
segregation as a function of the grain size D. Overall solute fraction is 0.05, and
temperature T = 600 K. See Ref. 23 for further details.
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fluid substances, the microemulsions, for which the true thermodynamic

stabilization of nanometer-scale droplets at vanishing interfacial energy is well
established.*°

5.2 Destabilization of compounds by
grain boundary segregation

Interestingly, the Pd-Zr alloy system, which exemplifies the stabilization of
nanocrystalline solid solutions by segregation, has provided an example that
segregation or, more generally, the partitioning of solute between comparable
number of sites at the grain boundaries and in the crystal lattice, may also
have the opposite effect, namely to destabilize the nanocrystalline material:
stoichiometric Pd,Zr, a congruently melting intermetallic line compound, can
be prepared in the nanocrystalline state by high energy ball milling. Upon
annealing it was found that the nanocrystalline material decomposes into a
mixture of the Pd-Zr solid solution and the compound. The decomposition
could be explained in terms of the partitioning of Zr between grain boundaries
and the bulk, which destabilizes the compound by depleting it in Zr.”' Indeed,
it is found that the material transforms back to the single-phase equilibrium
state as the grains grow to a macroscopic size, and the number of segregation
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Figure 3. Schematic molar free-energy functions g for nanocrystailine compounds. (a):
As compared to the molar free energy of the bulk phase, gg, the curve for the
homogeneous nanocrystalline compound g som (0O grain boundary segregation) simply
has a constant free energy y,A added. Equilibration of grain boundaries and bulk leads
to segregation and, thereby, to the curve Eeqm.,, which is much shallower and has a
displaced minimum. (b): Schematic free energy diagram of three coarse-grained (thin
solid lines) and nanocrystalline (bold solid lines) phases «,8,8. Nominally
stoichiometric (solute fraction xs) nanocrystalline phase « is unstable with respect to
precipitation of B since the free energy of B is below the tangent to ¢ at xg (dashed line).
See Ref. 26 for details.
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sites is progressively reduced. A schematic illustration of the free energy
diagram for nanocrystalline compounds is reproduced in Fig. 3.

6. STRESS AND STRAIN
AT INTERNAL INTERFACES

For isolated solid nanoparticles one generally finds that the lattice constant
depends measurably on the particle size. This is a consequence of the surface
stress, a fundamental thermodynamic quantity which has become accessible to
experiments only comparatively recently. The growing body of data on the
stress of the single crystal-vacuum surface is reviewed in Ref. 52. There are
also several studies of interfaces in metallic multilayers (see reviews in Refs.
53 and 54), but the interface stress associated with grain boundaries has not
been systematically explored. As we shall see, the interface stress can drasti-
cally change the thermodynamic equilibrium, in particular in solid solutions,
and it is therefore of interest to examine the issue of stress and deformation of
grain boundaries, and the relevant equilibrium equations.

6.1 Deformation of grain boundaries

The grain boundary free energy varies as a function of the relative crystal-
lographic orientation of the abutting crystal lattices (the 'macroscopic degrees
of freedom') and of the relative displacements of the two crystals tangential
and normal to the interface (‘microscopic degrees of freedom').” Similar to
bulk phases, where the stress can be defined as the derivative of a free energy
with respect to the strain, the derivatives of y or ¢ with respect to these con-
figurational parameters define forces which act at the boundary and which
need to be balanced by stresses in the bulk. Conversely, strain of the bulk
phases changes the state of the grain boundary and, thereby, its free energy. In
order to explore the mechanical equilibrium at an interface it is not useful to
combine a bulk free energy function depending on the strain with an interfa-
cial free energy function depending on crystallographic angles; instead, the
continuum mechanics of internal interfaces can be formulated more conve-
niently when the configurational degrees of freedom for deforming the inter-
face are expressed in terms of the displacements and displacement gradients in
the bulk phases. The first approach in this direction is due to Shuttleworth,”
who described the deformation of a solid free surface in terms of a 2x2 tensor
in the tangent plane, and defined an 'interface stress' tensor as the conjugate
quantity.
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Similar to free surfaces, grain boundaries can be modeled as two-dimen-
sional objects, and it might therefore seem that their continuum mechanics are
simpler than those of bulk phases which, as three-dimensional objects, would
be expected to have more degrees of freedom for deformation than interfaces.
However, upon closer inspection, it is realized that the energetics and, there-
fore, the stress and strain, of internal interfaces depend actually on a quite
considerably larger number of variables than that of bulk phases: first, even
though interfaces are two-dimensional objects, the mechanical equilibrium
between the interface and the bulk depends on the orientation of the interface
normal in three-dimensional space, and on the interface curvature. Second, the
interfacial energy depends on the strain in both phases which abut at the
interface, that is the energy and, consequently, the generalized stresses are
functions of two strain tensors, as opposed to the single tensor which describes
the strain in the bulk. Thirdly, whereas the mechanical equilibrium in the bulk
can often be analyzed within the framework of small displacement gradients
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Figure 4. Schematic illustration of the complete set of degrees of freedom for deforma-
tion of internal interfaces. The individual parameters can be represented in terms of
vectors and tensors defined on the interface. Generalized interface stresses, which are
conjugate to the individual degrees of freedom, can be related to the stresses in the bulk
phases via local balance equations.*®
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(small strain), stress at interfaces will generally result in finite jumps in the
displacement vector, either in the form of relative slip of the abutting phases
tangential to the interface, or in the form of stretch, that is a change of the
interfacial excess volume. In spite of its complexity, the problem of deforma-
tion and of mechanical equilibrium at internal interfaces is open to a general
analysis. Based on the postulate of frame invariance of the free energy, the
most general set of degrees of freedom for interfacial deformation can be
identified; the deformation is described in terms of the limiting values of the
displacement field in the bulk, and of its gradients, at the interface. Figure 4
illustrates these quantities schematically. Conjugate to the vectors and tensors
which represent the deformation are generalized interface stresses; these can
be linked to the stresses in the bulk phases abutting at the (generally curved)
interface by local balance equations, and elastic constants for the interface can
be defined in terms of derivatives of the generalized interface stresses with
respect to the strains.”

Only two of the degrees of freedom for interfacial deformation change
the volume, namely the mean tangential strain, I, and the normal jump in the
displacement, or stretch, ¥ (see Fig. 4). Because volume changes can be
measured with comparative ease, the stretch and the conjugate quantity to E,
the interface stress S, are also the only parameters in this context for which
there are experimental data. We shall now discuss S; further comments on V
can be found in Section 7.2.

6.2 Interface stress;
capillary equation for solids

The interface stress S is defined in terms of the work required to stretch the
surface elastically.” This statement is commonly written in the form § =4
d(yA)/dE [where E denotes the mean tangential strain, see Fig. (4)], but we
shall argue below (Section 6.6) that a more appropriate definition must be
based on the surface free energy density, ¢, rather than the specific excess v;
S is then defined through S = 4™ d(@A4)/dE. When the interfacial area is mea-
sured in laboratory coordinates, then this implies

S=¢@U+d¢/3E, (8)

with Ua tangential unit tensor on the surface.” The term @U accounts for the

 Equation (18) is commonly written in terms of 2x2 tensors defined in the plane of the
interface. This is appropriate for plane surfaces, but when the surface is curved or when several
surfaces of different orientation contribute simultaneously to the balance of force in a three-
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fact that the mean tangential strain E changes the interfacial area, thereby
increasing the total free energy by ¢ A4 trace(E). In general, it is more conve-
nient to measure the interfacial area in coordinates of the undeformed lattice
(Lagrangian coordinates); the area is then constant, independent of B, and one
obtains the less familiar, but much simpler formula®

S=d¢/E. (19)

The difference between Eqgs. (18) and (19) is analogous to that between the
Cauchy and Piola-Kirchhoff stress tensors in three-dimensional bodies. Both
definitions are used in the literature, and it is important to state that they lead
to the identical numerical value for §; they merely differ with respect to the
functional dependency ofg@on E. On top of its formal simplicity, Eq. (19) also
has the added advantage to illustrate quite unambiguously that the entries of
the interface stress tensor S are independent thermodynamic quantities which
are unrelated to the value of ¢ by magnitude and sign.

S can be experimentally measured by the stresses and strains in the bulk
phases which are required to balance §. The appropriate balance law is readily
derived in terms of a virtual work argument. For an arbitrary solid
microstructure, loaded by a uniform external pressure P, the integral of the
bulk stress S over the volume and the integral of the interface stress § over the
total area of external surface and internal interfaces are related by the balance
equation’’

[(S+P,U)dv+[Sda=0. (20)

U denotes the unit tensor. Particularly useful is the trace of this equation,
which relates the volumetric mean of the pressure in the bulk to the mean of a
scalar interface stress, f= Y2 trace S, on the surface and internal interfaces:

3V(P-P,), = 24(f),. Q1)

(v and (), denote the volumetric and areal mean, respectively. When the
elastic constants for the bulk phases are known, then the mean stresses for use
with Egs. (20) and (21) can be determined from experimental strains, for
instance computed from lattice constant changes or from substrate bending.
For the example of isotropic strain the pressure is related to the change in the

dimensional body, then a more general notion of interface stress is required. This is provided by

the concept of superficial tensors, which allow to represent § and E as 3x3 tensors containing the

additional information on the orientation of the surface in three-dimensional space.*"™
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lattice constant a relative to a reference state at vanishing mean stress by P =
3Ke with & = Aa/a the linear strain and K the bulk modulus; the strain is then
given by

(), = = 52 {1y 22)

Let us further assume an idealized polycrystal with spherical grains, for which
the interfacial area per volume depends on the grain size, D, by A/V= 3D). In
this case, Eq. (22) has the simple form®’

Aa, 2
(7>V " " 3IxD o, - (23)

Apparently there have been few systematic attempts at investigating the
interface stress of grain boundaries experimentally. Hoffmann and Birringer’®
investigated the variation of the lattice constant of inert-gas condensed nc-Pd
as a function of the grain size. These authors point out that when the x-ray
extinction length is less than the sample thickness then the experimental lattice
constant is not representative of the volumetric mean strain which is required
to compute the mean pressure for use with Eq. (21). However, they show that
the mean pressure can still be computed when the residual stress is corrected
for. By computing the interface-induced stress from the known value of the
bulk modulus in combination with the lattice strain relative to the coarse-
grained material they deduced f = +1.3(3) N/m. For the same material,
Weissmiiller and Lemier obtained the smaller value f = +0.1(4) N/m.” The
sample in the latter experiment had previously been exposed to hydrogen, and
the difference may be due to irreversibly trapped hydrogen at grain bound-
aries; this would agree with the tendency of fto take on negative values when
grain boundaries are deliberately enriched in hydrogen (compare Section 7.2
below).

6.3 Failure of the Young-Laplace equation
in solids

The interface-induced stress in nanocrystalline solids has an analogy in the
capillary pressure in fluid droplets, which obeys the Young-Laplace equation:
across a curved interface between two fluids, the pressure jumps by

AP =y(l/r‘ +l/r2) 249)
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with r; and r, the principal radii of curvature. In fact, this equation is still
frequently used to explain size-dependent changes of the lattice constant in
solid nanoparticles. There are several reasons why this is wrong, and why the
generalized capillary equation for solids, Eq. (20), must be preferred. In fluids,
the pressure is a constant in each phase, and the mean curvature is therefore a
constant along each surface. By contrast, the curvature of solid surfaces can
vary in an arbitrary way as a function of the position on the surface; it is then
not obvious which value of the curvature to use with Eq. (24). What is more,
solid surfaces are often faceted, which implies that the curvature is not even
systematically related to the grain or particle size. Therefore, the use of the
integral quantities, total surface area and total volume, rather than the local
curvature, is appropriate in solids. In fact, Eq. (24) is not even locally correct
in solids, first because the appropriate capillary parameter is the tensor §, not
the scalar 7y, and second because the local balance law for the jump AS in the
bulk stress across a solid interface,*"

ASn=-divS, (25)

where div, denotes the surface divergence, does not determine the jump in all
the components of the stress tensor, nor does it determine the jump in the
pressure. The mean values of stress and strain in Eqs. (20-22) are also the
appropriate parameters in conjunction with experimental data which, most
frequently, represent averages of the stress or strain in the bulk, or of the
displacement on the surface, rather than local values of the pressure jump.

6.4 Size-dependent interface free energy due to
interface-induced strain

Since the interface-induced stress can be quite large at small grain size, the
associated strain and the mechanical work performed by the interface stress
might possibly contribute in a significant way to the total excess free energy.
This work is intrinsically related to the presence of the interfaces, and its
value, per area of interface, must therefore be counted as a part of the interfa-
cial excess, even though the extra strain energy is not entirely localized at the
interfaces, but contributed partly by the bulk. In relation to the discussion of a
size-dependent interfacial free energy in Section 4.2, it is of interest to esti-
mate its magnitude.

We consider a spherical particle of diameter D, and we use, as the refer-
ence state for the strain, the stress-free particle; the excess free energy in this
state is yo4 with ¥, the specific free energy of the undeformed surface. Let us
compute the work W, and W, done by the induced strain against f on the
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surface and against the induced pressure P in the bulk, respectively, when the
particles relaxes to the configuration of mechanical equilibrium; for simplic-
ity, we shall neglect entropy effects and identify the work with a change in the
free energy. The action of the strain & in response to f'is such that the specific
free energy ofthe surface will be decreased at the expense of an increased free
energy density of the bulk. The work done against the stress in the bulk is
simply

/4

, = % Kev, (26)

and the change in the surface or interface energy is
W,=2fAe. @7

By using Eq. (22) for the interface-induced pressure strain we obtain for the
total strain energies W, and Wy:

2 1 4% , 4 1 4% ,
W,===2_7 W, =-=—=2=-/. 28
"9KVf 4 9KVf (28)

Adding both contributions, and computing the excess per area using A/V= 3
/ D for grain boundaries supplies'
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5KV 2 (29)

A‘Yf = -

Note that here, as in many other computations of the thermodynamic
properties of nanomaterials, the grain size dependence differs, depending on
whether nanocrystalline solids or isolated free particles are considered; in the
present case idealized isolated spherical particles have a specific surface area
A/V = 6/D, twice the value of the grain boundary area in an idealized
nanocrystalline material of the same grain size. Consequently, the prefactor on
the right-hand side of Eq. (29) must be doubled for isolated particles. For
nanocrystalline Pd, with®® f=1.3N/mand K = 187 GPa, Eq. (29) implies Ay
=-0.0012 J/m? at D = 5 nm, a negligibly small change. However, f may be
larger for isolated particles, and the doubled surface to volume ratio may
further increase the effect; thus, the surface stress may possibly have a mea-
surable effect on the excess free energy of small isolated particles.
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6.5 Lagrangian versus Laboratory Coordinates

The excess free energy in Eq. (29) is measured per area of the undeformed
surface (since the derivation is based on Lagrangian coordinates), and it turns
out to be interesting to compute the excess per area ofthe strained surface, ¥,
for comparison - we recall that this is the more commonly used convention. In
laboratory coordinates the area changes in proportion to the strain, and when
contributions to the size-dependence other than the mechanical relaxation are
ignored then § = (yo+A'yf) (1+2(Aa/a)) where ¥, refers to the undeformed
surface. With Egs. (22) for the strain and (29)for Ay; this ylelds

?:yo[l—Zfz/(370KD)]/[l—4f/(3KD)]. (30)

for nanocrystalline materials (the result for isolated particles is obtained by
substituting D/2 for D).

According to Eq. (29) the excess per referential area is always a decreasing
function of 1/D. By contrast, an inspection of Eq. (30) shows that the excess
per area of the deformed surface ¥ can be either a decreasing or an increasing
function of 1/D, depending on the sign of the term f- 2¥,. This is due to the
change in the area: for instance, when f=2y, then the strain reduces the excess
free energy in proportion to the area, so that their ratio ¥ is a constant, inde-
pendent of D. The different size-dependencies of the functions y(D) and ¥(D)
illustrates once again (compare also Section 4.2) the importance of having a
precise notion of how the interfacial area is defined and measured.

6.6 Defining Equation for the Interface Stress

We shall now reconsider the commonly employed definition of the inter-
face stress in terms of a derivative of the specific excess free energy Y with
respect to the strain of the surface. To this end, we compute the total excess
per area for the strained particle by adding the work terms, Egs. (26) and (27),
to the excess, ¥y 4, of the undeformed particle, and we determine f tentatively
according to f= dy/0¢e. The result is

f:%ey___(yo+2fe+—Ks Vi) =2f+9 KeVid.

Ifthis equation was evaluated at equilibrium, where the strain is given by Eq.
(22), then it would be found that /= 0. This is not surprising since the condi-
tion for equilibrium is that the free energy is at minimum, and consequently its
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derivative with respect to the strain must vanish. Of course, this does not
imply that there is no interface stress in the relaxed particle - its presence is
clearly evidenced and measured by the strain. Instead, the implication is that
the definition of an interface stress in terms of the change of y as a function of
the strain is not a useful one. Note that this statement is not limited to small
particles - /= 0 would be found for any value of A/V, even in macroscopic
bodies. The finding illustrates that the concept of interface stress refers to
local forces acting at the interface, and that it requires, therefore, to be cast in
a definition which involves a knowledge of the repartition of the energy
between the interfacial regions and the bulk. Therefore, the formulation (Sec-
tion 6.2) of § and fin terms the derivative of the surface free energy density,
¢, with respect to the strain must be preferred over the conventional one in
terms of the total excess per area, Y.

7. INTERACTION OF INTERFACE-INDUCED
STRESS WITH COMPOSITION

7.1 Effect of the interface stress on
the lattice constant in a solid solution

In the previous section we have seen that the interface stress in elemental
nanocrystalline solids can be measured by analysis of the size-dependence of
the lattice constant arising from interface-induced stresses. In solid solutions,
the lattice constant is also a function of the solute fraction, and measured
lattice constants are frequently the basis for inferring the solute concentration
in the crystal lattice of alloys. In nanocrystalline solid solutions both effects
may be present simultaneously, and it is then not immediately obvious if and
how the elastic strain arising from the interface-induced stress can be sepa-
rated from the composition-induced change in the lattice constant. Clearly,
neglecting any one of the two contributions may lead to erroneous results for
the other.

In spite ofthe added complication, the simultaneous chemical and mechan-
ical equilibrium can be rigorously analyzed, and stress and solute fraction can
be determined independently, when the lattice constant data are supplemented
by measured values of the solute chemical potential ;,1.59 The volume of a
solid depends on its composition, and there is consequently also an interrela-
tion between the conjugate state variables, the pressure and the chemical
potential. In the simplest case the equation of state for p is of the form

wWT,P,x) = ([(T,x) + 3nP/p, (31)
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where fi denotes the chemical potential at P = 0, By is a concentration-strain
coefficient, n = (3¥)" 8¥/0x] p, and the solute fraction x is defined so that the
concentration is px, with p the density of sites available for solute. Conversely,
the equilibrium value of the concentration at a given value of p depends on the
pressure, and a change in the pressure at constant p will be accompanied by
two types of strain: an immediate elastic response to the stress, and a further
change of the lattice constant due to the change of the equilibrium solute
fraction by diffusion. The first rigorous analysis of the relevant equilibrium
conditions is due to Larché and Cahn,® who showed that the results of contin-
uum mechanics are immediately transferrable from the conventional situation
of constant composition to that of constant chemical potential, provided that
the constant-composition elastic constants are replaced by the so-called 'open
system elastic constants'. For instance, the open system bulk modulus, K* = -
V' 9V/8P|y,, , is related to the bulk modulus at constant composition, K, by

K*(T,P,p) = KL P, [ [1 + 9 K(T, P,m) (T, P,w)] . (32)

% denotes the solute susceptibility, x = p™ Ox/Gp |7, p.

Constant-composition elastic constants are often only moderately depend-
ent on the temperature, the concentration and - for not too large strains - on the
pressure; therefore K may be approximated as a constant, and conventional
problems can be well approximated within the framework of linear elasticity.
By contrast, K cannot normally be assumed constant, since the solute concen-
tration depends nonlinearly on p, so that ¢ varies considerably with P. It
follows that the strain in open systems must generally be treated as a nonlinear
function of the stress. For the example of a dilute solution, where
fi =p, + RTIn(x), we have y =X exp[-3nP/(pRT)]1/(pRT) where X de-
notes the equilibrium solute fraction at P = 0, and R denotes the gas constant.
The stress-strain relation for the change in volume, relative to that of the
stress-free alloy at the given value of u, is then

AV f”____‘”’
V. Jo KYT,Pw

=£+3nex il 1-ex _3nP .
K RT pRT
Similar equations can be derived for concentrated solutions, and the stress-

strain relation thus found can be combined with experimental lattice constant
data to derive the pressure; the interface stress is then computed by inserting

(33
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the pressure into Eq. (21), and the concentration is found by solving Eq. (31)
for x. This procedure is particularly useful when the concentration can be
varied reversibly by equilibrating the nanocrystalline sample with a reservoir
of solute at an adjustable chemical potential. Metal-hydrides provide the
possibility to do just that, with the added incentive that the thermodynamic
properties are highly relevant for their performance as hydrogen storage
materials.

Figure 5a) displays experimental data® for the variation of the lattice
constant in nc-Pd-H as a function of the hydrogen partial pressure p,, , which
determines the hydrogen chemical potential through p,, = lRTlnszz. It is
seen that, in comparison to single-crystalline Pd, the lattice constant of nc-Pd-
H varies differently with p,, . This suggests that interface-induced stresses act
on the crystal lattice of nc-Pd-H, and the analysis outlined in the previous
section has been used by the authors of Ref. 59 to quantify the interface in-
duced pressure and the interface stress. The results, Fig. 6 a), show that the
interface stress in the Pd-H a-phase is negative, inducing a negative pressure
of up to -0.5 GPa which expands the crystal lattice. A positive interface stress,
and a positive interface-induced pressure of about +1.7 GPa was found for the
same sample in the hydrogen-rich a'-phase’’

Figure 5b) shows the hydrogen fraction xy in the bulk of nc-Pd-H as a
function of Py, It is instructive to compare this data to different other mea-
sures for the concentration, which are also displayed in the figure:* the solute
fraction in single-crystalline Pd is seen to be significantly lower than xy, a
finding which emphasizes the influence of the interface-induced pressure on
the equilibrium concentration. Clearly, however, most of the large increase in
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Figure 5. (a)Reversible linear strain as a function of the hydrogen partial pressure pyp.
©O: nc-Pd-H, lattice strain; ®: nc-Pd-H, macroscopic strain; V and line: coarse grained
Pd-H. (b) Local and overall Concentration in nc-Pd-H as compared to coarse-grained Pd
and to the erroneous value obtained for nc-Pd-H when stress is ignored. After Ref. 59.
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the total hydrogen fraction (overall hydrogen per metal atom) arises from
enrichment of the hydrogen at grain boundaries, an effect which is readily
understood in terms of the conventional theory of grain boundary segregation,
and which had been pointed out earlier.”” Finally, Fig. 5b) also displays the
value of xy which would be obtained if the solute fraction was computed from
the lattice constant data based on the Vegard-type law Aa/a = 1 xy, ignoring
the interface-induced pressure. It is eminent that this procedure, which is
routinely used in the literature, provides values for xy in nc-Pd-H which are so
seriously erroneous as to provide almost no useful information on any of the
true concentration values. This implies that, at small grain size, the consider-
ation of the interface-induced pressure is indispensable for a valid determina-
tion ofthe solute fraction from lattice constant data.

7.2 Variation of the interface stress and stretch
due to solute segregation

Figure 6 a) demonstrates clearly that the interface stress varies consider-
ably as a function of the solute chemical potential. It has been shown that this
can be quantitatively understood in terms of a simple isotropic elastic layer
model for grain boundaries.” Let the grain boundary be modeled as a layer of
material for which the equation of state for fi(7,x) (which determines the
‘adsorption isotherm' in the excess formalism) is different from the bulk, so
that, in comparison to the bulk, solute is enriched or depleted in the layer.
When the concentrations in the layer and in the bulk are independently varied,
then the layer will in general tend to be expanded or contracted differently
from the bulk. This will give rise to stresses of opposite sign in the two sub-
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Figure 6. (a) Interface stress f (left ordinate) and interface-induced pressure P (right
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systems, since layer and bulk must remain coherent. The stresses and strains
in the layer can be readily analyzed, both for planar”® and for curved”® inter-
facial layers. In the limit of small curvature it is predicted thatf depends
linearly on the specific excess of solute in the layer, according to

f=nt (x,,—xL) Y,/ (1 —VL), 34

where Y and v refer to Youngs modulus and Poisson number, respectively, and
the subscript 'L’denotes layer properties. Among the interesting consequences
of the layer model is that the enrichment or depletion of solute in the layer will
result in a normal expansion or contraction, respectively, of the layer. This is
the equivalent, in the layer model, of the interfacial *stretch’ which emerges
independently from the considerations of mechanical equilibrium at interfaces
in the theory of continuum mechanics, compare Section 6.1.

The stretch due to hydrogen at grain boundaries can be determined experi-
mentally by measuring separately and in-situ during hydrogen absorption the
macroscopic volume change AV (with a dilatometer) and the change Aa in the
lattice constant (with a diffractometer), a technique which is similar to the
famous experiment of Simmons and Baluffi®* which provided the first direct
measurement of the equilibrium vacancy concentration at high temperature.
The data for nc-Pd-H [see Fig. 5 a)] can be combined with an equation which
is based on the additivity of volume changes,

AV=3VAala+ AV, (35)

to compute V. Experimental results® for the stretch are shown in Fig. 6 b);
this first measurement of a deformation of grain boundaries along the normal
shows that the internal degrees of freedom for deformation of interfaces can
contribute significantly to the macroscopic deformation of nanocrystalline
solids.

7.3 Layer thickness and layer properties

Presuming that the layer is isotropic, one finds that the stretch ¥ and the
interface stress/are related by

V=-(1+v)1'f. (36)

Since equation (36) does not depend on the layer thickness, it allows to esti-
mate the value ofthe biaxial modulus ¥/(1-v) in the layer based on the data for
V and f. The value is found unchanged relative to bulk Pd.*
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Interestingly, it has also been found that the partial molar volume of H in
grain boundaries in nc-Pd is unchanged relative to H in the bulk.®® This ap-
pears incompatible with the assumptions underlying some theories of grain
boundary segregation, in particular the McLean-model. These models derive
a mayor contribution to the segregation enthalpy from considerations of the
misfit strain energy. The standard assumption is that grain boundaries offer
sites with very low partial molar volume for the segregation of interstitials,
which implies a considerably reduced misfit strain energy. The data for Pd-H
suggest that, after all, misfit strain release may not be so important for grain
boundary segregation.

Layer models are also of interest with respect to the issue of potential
measures for a’grain boundary thickness’. Two independent estimates for the
thickness of the hydrogen-enriched layer in nc-Pd-H have been brought for-
ward, one based on the jump of the overall solubility62 and one based on the
jump in the interface-induced pressure at the miscibility gap.”” The first de-
rives 0.9+0.2 nm and the second, 1. 1+0.2 nm. An even larger thickness of 2.0
nm was inferred from the variation of the pressure with the solute fraction in
the ternary alloy nc-Pd-Au-H.%> In all cases the width of the segregation layer
is considerably larger than the width of the disordered grain boundary core as
seen by x-ray diffraction and EXAFS, compare Section 2. This suggests
hydrogen enrichment in ordered regions of the crystal lattice near the grain
boundary, in agreement with the finding that the biaxial modulus and partial
molar volume of H in the layer are unchanged relative to bulk Pd. On the other
hand, the width of the enrichment zone is surprising since the microscopic
origin for the modified solubility of the grain boundary regions is believed to
arise from the modified atomic short-range order, which is localized in the
narrow boundary core. To date no convincing explanation for the unexpect-
edly wide enrichment region has been brought forward.

7.4 Size-dependent miscibility gap

Metal hydrogen-alloys and metal hydrides may serve as model systems for
studies of the reversible phase equilibrium in nanoscale materials. It has been
reported early on that the miscibility gap ofnc Pd-H is narrowed at small grain
size. % A reduced overall solubility is readily explained in terms of layers of
material at grain boundaries which do not participate in the phase transforma-
tion,*>®’ but a grain-size dependent jump of the lattice constant at the miscibil-
ity gap66 is not readily rationalized in terms of that concept since lattice con-
stant data probe the crystal lattice, not the grain boundary layers. What is
more, thin films and multilayers can also exhibit reduced critical temperatures
of the miscibility gap, a finding which suggests that the properties of the
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interior of the crystallites are in some way affected by the reduced scale or by
the presence ofinterfaces. A ’size effect’due to the limitation of critical fluctu-
ations to the finite size of the thin layers has been proposed as a possible
explanation,” but this is quite unlikely since solid solutions exhibit critical
fluctuations only at the critical point of the coherent spinodal, which is typi-
cally at least tens of Kelvin below the critical point of the chemical miscibility
gap.” However, in studies of thin films and multilayers it is generally, at least
qualitatively, acknowledged that the chemical equilibrium may be noticeably
affected by the stress due to clamping to the substrate.”” In general,
nanocrystalline materials do not interact with a substrate, but we have seen
that grain boundaries can induce large stresses in the bulk, and it turns out that
these stresses also have a considerable effect on the phase diagram.”” The
situation is similar to that of nanocomposite metal hydrides consisting of
crystallites in an amorphous matrix. Such materials exhibit a cooperative
dehydriding behavior’' that is believed to be related to mechanical interactions
between the constituent phases, and their phase diagram can be modeled by
combining regular solution-type equations of state with an analysis of the
stress.”?

In essence, the modifications in the two-phase equilibrium arise because
the interface-induced pressures in the two coexisting phases are different. As
a simple example, consider that the grain boundary layer is saturated with
solute and acts essentially as an inert layer. By Eq. (34) f will then vary lin-
early with xy (since x is constant, independent of xy), and there will be an
interface-induced pressure which varies also linearly with xy. This linear
variation was indeed observed experimentally in nc-Pd-Au-H.® Assume
further that the crystal lattice can be modeled as a regular solution. Then,
accounting for the pressure-dependence of p by Eq. (31),

po= u‘+2cox,,+RTln{xV/(l—x,,)]+3nwx,,/p, (37)

where the last term arises from the concentration-dependent P, with the
concentration-pressure coefficient y defined as y = dP/dxy |7 . The important
implication of Eq. (37) is that the last term has the same form as the solute-
solute interaction term, 2 ® x,; therefore, the interface-induced pressure
changes the effective solute-solute interaction energy @ by Aw = 3ny/(2p).
Since the miscibility gap of a regular solution closes at T = - @/(2R) the
critical temperature will be modified by the interface-induced pressure. Gener-
alizations of'this statement for more realistic equations of state can be derived
in the form of a series expansion of u about the critical point.”” For nc-Pd-H
with a grain size of 9 nm the value y = 4.4 GPa was measured, and based on
this value the reduction in T was estimated to be as large as 100 K, see Fig.
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7.7 At any given temperature below T ¢, a narrowing of the miscibility gap of
the crystal lattice is predicted.

There are many reports of increased solubilities in nanocrystalline alloys
and compounds prepared by high energy ball milling. In general these studies
do not probe the equilibrium state ofthe alloy, but it is conceivable that elastic
interactions contribute to enhancing the solubility. As yet, there are no direct
measurements of the size dependency of 7 in nanocrystalline alloys under
conditions of equilibrium.

8. MICROSTRAIN
8.1 Intrinsic nature of the microstrain

The interface-induced stress discussed in Section 6.2 above determines the
mean strain and, thereby, the mean lattice constant in the solid microstructure,
and we have seen that the associated strain energy contributes intrinsically to
the excess free energy of a nanocrystalline material. Besides the mean strain,
there is also work associated with the local deviation of the stress and strain
from the mean values. The deviation from the mean can be characterized by
the so-called *microstrain’, a term which is mostly used in an operational sense
in conjunction with diffraction data, from which it is derived by analysis ofthe
reflection broadening. Before considering the experimental data, we shall
shortly demonstrate that microstrain is indeed a necessary consequence of the
discrete crystalline structure of nanocrystalline materials.

‘We shall consider a single grain in a dense nanocrystalline material, and we
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Figure 7. Concentration-pressure coefficient y (a) and critical temperature 7 of the
miscibility gap (b) versus grain size D for nanocrystalline Pd-H. Lines: theory using
different values for the grain boundary layer thickness #;; (dotted - 0.7 nm, solid - 0.9
nm, dashed - 1.1 nm). ®: experiment. See Ref. 27 for details.
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shall ask the question what is the optimum number of atoms in that grain,
subject to the constraint that the grain needs to fit - with a minimum amount of
strain - into the cavity defined by the neighboring grains (Fig. 8). If our mate-
rial was amorphous then we could simply add individual afoms one by one
until the cavity was filled; however, for crystalline matter the task amounts to
finding the optimum number of lattice planes in any crystallographic direc-
tion. Crystallites consist of stacks of lattice planes and their size is an integer
multiple ofthe interplanar spacing. Since the neighboring grains have random
orientations the size ofthe cavity which they define will generally not accom-
modate an unstrained crystallite. In other words, when adding the last plane
one is faced with the dilemma that adding one more plane will generally make
the particle slightly too large, so that the lattice needs to be compressed in
order to make the particle fit into the cavity, whereas when the last plane is
omitted the particle is slightly too small, so that the lattice needs to be strained
in tension. Grains in a polycrystalline materials are therefore always strained,
and we shall now estimate the magnitude of that strain.

Assume that the boundary plane has the orientation <#kl> and that the cavity
has the dimension / when measured along the normal to the crystallographic
planes; of course, / is of the same magnitude as the grain size, D, and for the
purpose ofthe discussion we may replace [ by D. The unstrained grain has the
dimension N dy, where the optimum value for the integer number of planes,
N, is the integer part of (D + dy,/2) / dyy,. The root mean square (RMS) differ-
ence between the dimensions of the strain-free grain, Ndy, and of the cavity,
D, is dy, / (2 ¥3), and the RMS linear strain along the boundary normal is
therefore

g2y o 1 %
2y3 D
A rigorous discussion of the expectation value for dy, is beyond the scope of

(38)

Figure 8. Finding the optimum number of lattice planes in a nanograin. The crystallite
on the left is too small, and needs to be strained in tension to be coherent with its
neighbors. Adding another row of atoms (on the right) makes the crystallite too large,
thereby requiring compressive strain.
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this article, but dyy scales, of course, with the interatomic distance, #yy, and for
fcc materials the largest interplanar spacing is d,;; = ruy ¥ (2/3). High index
planes have a long periodicity in the plane; since the period cannot be larger
than the grain size the number of possible 4kl is more and more reduced as the
grain size becomes smaller. One can therefore suggest the following state-
ments about the expectation value ofdy: (i) {dyy) is comparable to the near-
neighbor interatomic spacing, {dy,) = ¢ r ¥ (2/3), (i) ¢ is comparable to, but
less than unity, and (iii) ¢ and, therefore, {d,) increase with decreasing grain
size, since for decreasing D the possible ikl are more and more restricted to
low index, high dy, planes. Therefore,

(2y = D) Tw (39)

32 D

It is instructive to define a characteristic grain size for which the strain reaches
a particular value, say 1%, D, = 100 c7yy/(3¥2). Assuming ¢ = 0.75 (neglect-
ing the size-dependence of ¢) and #yqy = 0.275 nm (the value for Pd), we obtain

D
() = T(l)—o — (40)

with D; = 4.9 nm. The value for D, is in good agreement with experimental
data, see below.

8.2 Experimental microstrain

Since the standard methods for determining the grain size of
nanocrystalline materials based on integral breadth or Warren-Averbach
analysis of wide-angle x-ray diffraction data also supply values for the
microstrain there are published data for several nanocrystalline metals and
alloys prepared by different methods. Figure 9 a) displays the variation, as a
function of D, of the root mean square strain in nc-Pd prepared by inert gas
condensation.™ For samples consolidated at room temperature a least-square
fit to the data by the power-law (¢2)'?= 0.01(D/D,)™ yields n=1.23(6) and
D,=5.4(4) nm. The result for D is in excellent agreement with the predictions
in the previous Section, and n>1 agrees qualitatively with the expected size-
dependence of {d,). For a given grain size, the strain was found to be inde-
pendent of whether the sample was as-prepared or had undergone significant
grain growth induced by annealing or aging, supporting the concept of an
intrinsic microstrain. This is further supported by the finding that the amount



35

of strain as a function of grain size appears also to be independent of the
material and of the method of preparation. This is seen in Fig. 9 b) where the
strain data from Ref. 73 for fcc metals prepared by high-energy ball milling
(HEBM) are displayed together with the extrapolated fit to the inert-gas
condensed Pd from Fig. 9 a). With one exception (Rh), the data for samples
prepared by HEBM follow the same relationship between strain and grain size
as those for inert-gas condensed Pd.

The empirically universal relation between microstrain and grain size has
been argued above to suggest that lattice strain may be an intrinsic property of
nanocrystalline solids. Experimentally it is found that, on top of the intrinsic
microstrain, additional extrinsic strain can be incorporated in the materials, for
instance by deformation.'**® Therefore, the intrinsic microstrain represents a
lower limit for the amount of lattice distortion.

8.3 Size-dependent interface free energy
due to microstrain

It is also of interest to estimate the excess energy associated with the
microstrain. Along the direction of deformation the stress due to a uniaxial
strain” is § = C &, with C a stiffness constant, C = ¥ (v-1)/ (2v?+v-1). The
energy density due to the strain is therefore w = % C €. If we consider the
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Figure 9. (a) Microstrain (€% versus volume-weighted average grain size {D)y for
inert-gas condensed nc-Pd (Ref. 36). (b) Microstrain (Ref. 73) for other materials,
prepared by high-energy ball milling. Dotted lines in (a) and (b): best fit to data in (a) by
power law, see text.

® Tt is here useful to consider uniaxial strain, not uniaxial stress, because this allows us to
treat the strains along the three orthogonal Cartesian coordinates as independent.
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strains along the three Cartesian coordinates to be independent and
uncorrelated, then the total strain energy is 3w; with Eq. (40) this evaluates to

D 2
w=-—¢ |Z], 1)
2x10*\ D

The contribution, Ay, of the microstrain to the specific Gibbs excess is
again obtained as wVIA = wD/3, which yields

2
AY = C _l.).l_
" 2x10* D

“42)

Continuing to use Pd as the example, with C = 240 GPa, and for
D =D, =49nm we obtain Ay, = 0.06 J/m?, which is a small fraction of the
estimated y, = 1 J/m?, but much larger than the term y; of Section 6.4, and
sufficiently large to expect that microstrain energy may contribute measurably
to the overall free energy at sizes below 5 nm. More importantly, this term is
comparable in magnitude, but opposite in sign, to the reduction ofy due to
curvature (Section 4.2), and it may conceivably even overcompensate this
reduction, or the equivalent effect of the negative triple line energy.

9. CONCLUDING REMARKS

In conclusion, the thermodynamic functions of materials with a nanometer-
scale microstructure differ qualitatively from the ones of their coarse-grained
counterparts. There are several, interrelated aspects of this issue: (/) When the
number of interfaces is large, then the interfacial excess of the extensive
variables is no longer negligible compared to their total value; the local prop-
erties of the matter at the interfaces will then contribute measurably and, in
some instances, decisively, to the macroscopic properties of the material. (i7)
At small grain size, the total excess per area is no longer a constant, but it
varies as a function of the size. Strictly speaking, the total area is then no
longer the only appropriate state variable accounting for the effect of inter-
faces, but curvature, length of linear elements, or the separation between
interfaces may need to be considered as additional parameters. (ii7) At small
grain size, long range interactions between interfaces and the bulk may signifi-
cantly affect the state of the matter not only in the regions near the interfaces,
but throughout the entire system. Stress has been discussed as an example, but
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chemical gradient terms may turn out to be important as well.

There are instances where experimental investigations of reversible
changes of state allow the size-dependent thermodynamic properties to be
probed directly and quantitatively, or where more qualitative implications are
provided by the analysis of irreversible processes in nanomaterials. Such data
underline the practical importance of phenomenological analysis and micro-
scopic models of the materials properties at small grain size. In many fields of
technology, the lateral size of the elements of the microstructure keeps de-
creasing, and an understanding ofthe fundamental thermodynamics, in combi-
nation with a data base for the interfaeial materials parameters, will be in-
creasingly relevant for future optimization of their processing and perfor-
mance, as well as the understanding of failure mechanisms of such nanoscale
materials and devices.

Future studies may exploit the potential for controlling the overall proper-
ties of nanocrystalline materials through the manipulation of the nanoscale
microstructure and of the interfaces even further by designing nanomaterials
with tunable properties. This has been suggested based on the growing body of
evidence implying that space-charge layers at interfaces can have a significant
influence on a variety of physical properties (see, for instance, the contribution
by J. Maier in this volume). Space-charge layers may arise as a consequence
of the different electronegativity of the abutting phases in heterophase inter-
faces, but of particular interest is the notion that a suitable experimental set-up
may allow to induce deviations from charge neutrality by an externally applied
voltage. This may open the way to future nanocrystalline materials in which
the stru7c4ture and electronic properties can be tuned by varying the applied
voltage.
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1. INTRODUCTION

Grain boundaries are, generally, diffusion short circuits; consequently,
the major part of material transport will occur by grain-boundary diffusion in
nanomaterials where a large amount of atoms can lie on grain or interphase
boundaries (50% for a grain size equal to 5 nm; 20% for a grain size equal to
10 nm). The development of nanolayered materials and bulk nano-materials
prepared e.g. by compaction of nanocrystalline powders is now raising the
question of how the overall mass transport changes as the microstructural scale
is reduced to nanometer dimensions.

It is well known from classical treatments of grain-boundary or
interface diffusion that there are three different grain-boundary diffusion
regimes: type A, B and C. In type C regime the diffusion takes place only along
the grain- boundaries, in B regime there is also diffusion into the bulk and in
type A regime the bulk diffusion fields are overlapping. We will see that for
grain sizes, d, in the order of 10 nm the B regime practically can not be
observed and either A or C regimes will be realized. In type A regime a
significant enhancement of intermixing or solid state reactions is observed, with
a high effective interdiffusion coefficient (e.g. in surface alloying). On the other
hand in many cases the process will take part dominantly along grain- or phase
boundaries (type C regime) leading to phenomena such as degradation of
multilayers by grain-boundary grooving, pinhole formation and coarsening, or
solid state phase transformations in thin films. Furthermore, in hetero-diffusion
experiments by radio tracers (i.e. when the tracer is different from the matrix
atoms) segregation coefficients describing the matching conditions between the
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diffusion source and the grain-boundary (as well as between the grain-
boundary and the free surface, if there is a terminal free surface present in the
experiment) should be also taken into account.

Another interesting question raised during the interpretation of the
already existing data on grain-boundary diffusion in nanocrystalline materials:
Whether the grain-boundary diffusion coefficients measured in these alloys are
identical to those obtained in the microcrystalline state or not? An answer to
this question would solve a fundamental point concerning the structure of GB
in these materials: is it a well defined and ordered one as in coarse grained
materials or a frozen-gas like structure. We will see that there is an increasing
number of new experimental evidences that the above diffusion coefficients
agree very well with each other, i.e. in most of the cases the structure of
relaxed grain-boundaries in nanocrystalline and polycrystalline samples is very
similar. At first sight one could say that the diffusion coefficient value and thus
the nature of GB seems to depend on the technique applied for the synthesis of
the material more than on the grain size. In fact, the main point is to compare
nano/coarse grain samples where GBs are near an equilibrated state from the
point of view of the structure and the chemical composition.

Diffusion in nanostructures presents challenging features even if the
role of structural defects (dislocations, phase- or grain-boundaries) can be
neglected. This can be the case for diffusion in amorphous materials or in
epitaxially grown, highly ideal thin films or multilayers where diffusion along
short circuits can be ignored and “only” principal difficulties, related to
nanoscale effects, raise. For example for diffusion in such crystalline materials,
one of the most important differences — as compared to diffusion along long
distances (orders of magnitude longer than the atomic spacing, a) — is that the
continuum approach can not be automatically applied. Another important
feature is the gradient energy correction to the driving force for diffusion. This
correction becomes important again if large changes in the concentration take
place along distances comparable with a, and results in an additional term in
the atomic flux, proportional to the third derivative of the concentration. In
interdiffusion of phase separating systems this can lead not only to intermixing
but to spinodal-like modulations as well.

A further difficulty can be related to the role of the diffusion induced
stresses. In many treatments of diffusion (at least in metallic systems), it is
supposed that the relaxation of stresses, proportional to stress free strains
created by the differences in atomic volumes and intrinsic diffusion
coefficients, is fast and complete (see e.g. Darken’s treatment of
interdiffusion). However, for short diffusion distances, the time of relaxation of
stresses can be longer than the time of diffusion. Thus fading back effects of
stresses can become important and cannot be ignored anymore.
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Sometimes — e.g. in diffusion in MBE grown thin films or multilayers
— the diffusion distances can be shorter than the typical distance between the
sources and sinks of point defects (diffusion vehicles). While in “normal”
diffusion the equilibrium concentrations of such defects are set by the sources
or sinks (and the characteristic distance, /, between them is much shorter than
the macroscopic diffusion length, L), if L</ the mechanism of diffusion can
change, similarly as it was already observed for diffusion in dislocation-free Si
single crystals.

At short diffusion distances in interdiffusion, leading to formation of
reaction products, the usual parabolic law of diffusion can be violated, if the
role of reactions at the interface is taken into account. At short diffusion times,
when the gradient of concentration is large, the reaction controlled rate of the
mass transfer can be slower than the diffusion current and a linear growth law
can be observed.

It is also well-known, that the nucleation of a new phase (e.g. from a
supersaturated solution or from an under-cooled amorphous phase) always
needs a certain critical size, d;, which is typically in the nanometer range. If,
for example, in a solid-state diffusion reaction the width of the diffusion zone,
L, is less than d. the given phase cannot form. In case of more than one
diffusion product, this can lead to different interesting observations in the first
stages of the heat-treatments.

The above examples exposed some of the most challenging features of
diffusion in nanostructures. In this review, we will try to cover the present

status of this rapidly growing field.

2. DIFFUSION IN PRESENCE OF GRAIN BOUNDARIES

In presence of structural defects (dislocations, grain boundaries, phase
boundaries....), mass transport is generally increased. Most mathematical
treatments of GB diffusion start from Fisher’s model developed for a single GB

[1].
2.1. Fisher’s model

As it can be seen in Fig.2.1., according to this model, the GB with a
thickness & is perpendicular to the surface where the diffusion source is
deposited; it is considered as an isotropic static medium, semi-infinite, uniform,
characterised by a higher diffusivity as compared to the bulk. With these
assumptions and considering the case when there is also diffusion into the
grains (type B regime), the Fisher model is based on the following statements:

1. Volume and grain-boundary diffusion coefficients (D, and Ds) are

isotropic, concentration, position and time independent.
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2. The concentration and the flux of the diffusant are continuous at
the boundary/volume interface.
3. The grain-boundary thickness is so small that the concentration

variation of the diffusant in the boundary is negligible in the y
direction.

Then

or a0y
%, _, &', 2D, &, 2.1

where ¢, and ¢ are the concentrations of the diffusing species in the bulk and in
the boundary, respectively, and 7 the time.

One can find several solutions of these equations in the literature. For
example, Suzuoka [2] gave the solution for the case of a thin-film source.
Whipple’s solution [3] applies when the surface concentration is maintained
constant on the surface of the sample. Le Claire [4] formulated a simple

Diffusion source
x=0

A\

'
!

- — |

Figure 2.1. Tllustration of Fisher’s model

relationship between dDs, D,, t and the slope of the experimental penetration
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curve (8Inc/dx®®, where € is the value of the concentration in the yz

plane). These expression are used, in general, for the interpretation of
experimental penetration curves. Plotting the logarithm of the concentration

versus x*°, at penetrations larger than 5/D,f , a straight line is obtained, the

slope of which can be used for evaluation of 8Ds.

However, the solutions of equations concern only diffusion in
bicrystals. Levine and MacCallum [5] treated the grain-boundary self-diffusion
for polycrystals in the most general way. They considered that the crystal
contains randomly oriented grain boundaries and that the grain size distribution
is also random and could show that Le Claire’s equations can be used in this
case as well. Therefore, these equations give the basis of the mathematical
analysis of grain-boundary diffusion in polycrystals.

Up to now, most (GB) self-diffusion experiments have been carried out
in coarse grained metallic polycrystals using the Fisher model [6,7]. However,
over the last years, some GB diffusion measurements have been also carried
out in different nano- or sub-micro-crystals, where the effect of GB migration
can be also important.

2.2. Kinetics regime of diffusion in static and mobile GBs

Three atomic fluxes may be present in a polycrystal. The first one,
from the free surface into the volume, and the second one, out of GBs into the
adjacent grains, are described by the volume diffusion coefficient Dy; the last
one, inside the grain boundaries, is described by the GB diffusion coefficient
D,

2.2.1. Diffusion in polycrystals containing stationary GBs

Depending on i) the relative magnitude of Dy and Dy (Dy» Dy), ii) the
volume diffusion length L=(Dy, "2, iii) the grain diameter d, and iv) the GB
width 8, Harrison [8] has proposed to distinguish three kinetic regimes (called
A, B, and C) in polycrystals assuming parallel and stationary GBs.

- In the C kinetic regime (o = k8/2(D, t)**»1, where k= Cy/C, = exp
(-AH; /RT) is the equilibrium GB segregation factor and AHy the segregation
energy), the volume diffusion is negligible and atomic transport occurs within
the boundaries. Analytically, the system can be described in the same way as
for volume diffusion by replacing Dy with D,

- In the B kinetic regime (o «1 and (Dy )" «d), GB diffusion takes
place with simultaneous volume diffusion from the boundary into the adjacent
crystal and (Dy t)* is much lower than the spacing between GBs; the total
concentration of tracer c in a section parallel to the diffusion direction y is the
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sum of two contributions ¢; and ¢;: ¢;is due to direct volume diffusion from the
surface while ¢, results from the leakage of'the tracer from GB into the volume.
The diffusion profiles consist of two parts; from the second part, which varies
linearly with y®* for penetration depths larger than 5(D, t)?, one can deduce
the triple product (k8Dy) using different solutions of Fick's equations [1].

- In the A kinetic regime (Dy )2 >> d, the different diffusion zones
overlap each other, resulting in a macroscopic homogeneous diffusing
distribution which appears to obey Fick's law as for a homogeneous system.
The effective diffusion coefficient (Deg) is equal to an average of D, and D,
weighted by the ratio of the number of diffusing atoms in the grains to that in
GB [9]

Deg= g Dy + (l'g) D,, (22)

where g is the grain-boundary volume fraction (g=d/d; the factor of

proportionality depends on the grain shape, but is in the order of unity). If

d=10 nm, then only the first term will be dominant, since usually DyDy>1 0*.
Now, we can rewrite the condition for the B kinetic regime as

100 8k <(D1)"? < d2 (2.3)

from which it can be seen that if d=10 nm this condition can not be fulfilled.
Thus according to the conditions for the type A and B regimes ((Dt)"*»d for A
and 20(Dt)"* < for C) — depending on t — either A or C regimes will be
observed. Thus, according to [10], in any technically important interdiffusion
or solid state reaction process in nanomaterials, a high effective diffusion
coefficient will characterize the rate (e.g. in surface alloying) in type A
diffusion. On the other hand, in many cases the process will take place
dominantly along grain- or phase boundaries (type C regime) leading to
phenomena such as degradation of multilayers by grain-boundary grooving,
pinhole formation and coarsening [11,12], or solid state phase transformations
in thin films [13].

It should be pointed out that in Harrison' s paper the regimes are
determined in terms of strong inequalities. In fact, the limit for the occurrence
of the regime A seems to be lower than that given by Harrison (D, t)"? > d/2)
[14], while the limits on & for the occurrence of type C and B kinetics are less
restrictive (0>10 and a<0.01 respectively). So it remains a large domain of o
values (0.01<a<10) where all the classical solutions of Fick's equations
relative to C and B regimes cannot be used. Recently, Mishin and Razumoskii
[15, 16] as well as Mishin and Herzig [17] have proposed a more sophisticated
classification of the diffusion regimes, with a mathematical analysis, for
isolated GB as a function of the values of the parameters o and B (Table I).
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Table 1.

GB diffusion regimes in a stationary bicrystal, after Mishin and Razumovskii {15,16]
Regime C B B2 Bs B4
Value a >> 1 = 1 << 1 <<1 << 1
Value B >> | >> 1 >> 1 =3 | << ]

Measured Dy k&Dy and k& kdDy kdDy, Dy
parameter

The B2 regime corresponds to the B regime in Harrison's
classification. The B4 regime considers the case when at high temperature
diffusion from the surface into the volume can predominate over GB diffusion
(B =kD;8/ 2D((( D, )" « 1); the B1 and B3 are transition regimes between
C/B2 and B2/B4. The most interesting regime which appears in this new
classification is the B1 transition regime (a ~1), which can exist when one tries
to reach type C conditions (see also [18,19]).

The above analysis concerns only bicrystals and coarse grained
polycrystals when (Dy )" < (D, t)? <8. Depending on the interrelations
between the four parameters k9, L=(th)"2, Lb=(Dbt)”2 and 9§, eight kinetic
regimes can be in fact realized in polycrystals [17]. The C' and B’, regimes
introduced in [17] are analogue to the classical C and B2 regimes respectively,
but i) the GB penetration depth L, is much larger than & in the C' and B’
regimes and ii) a numerical factor q, which depends on the grain shape, is
present in the parameter P' = qk8Dy, determined in the B’, regime. In the A'
regime a factor ' is also present in the effective diffusion coefficient Deg =
q’k8D,, /d deduced from the penetration profile. At last, in the A, regime, which
implies very strong GB segregation of the diffusant and /or very small grain
size d, the GB diffusion coefficient Dy, can be measured.

2.2.2. Diffusion along a single moving GB

In presence of a grain boundary moving with a velocity v, other
diffusion regimes must be introduced according to the magnitude of the
variables a. andy=vt/(D, t)? [20-22]. The definitions of these different kinetic
regimes are given in Table 2 without considering the transition regimes Bl and
B3.

Table 2

Diffusion regimes in a bicrystal with stationary/moving GB, afier Mishin and Razumovskii
[16]
Regime C B2 MC M Bz By
Value a >> ] << 1 >> | << << 1
Value § << << 1 >> ] >> ]

vt << (D) vt << (D)™ (D) << vt (D) << vt

(DW)"?<< 3 8 << (D))" vt << § d<<wt
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A complete mathematical analysis of the diffusion along a single GB,
perpendicular to the surface of the specimen and moving with a constant
velocity v, was done by Mishin and Razumovskii [21]. Looking at the different
solutions of Fick's equations [1, 21], one can see that neglecting the effects of
GB migration in measurements by the classical sectioning technique can lead to
large errors in the diffusivity values. As an example:

- In presence of type MC kinetic regime and significant
boundary displacement (vt >10 8), the plot In C = f(y) is linear [21, 23] with a
slope equal to (v/8 Dy). This behavior, very different from the case of type C
kinetics, can be misinterpreted as type B2 diffusion along stationary
boundaries.

- Under the conditions of type MB2 kinetic regime (which
practically exists for y>6), the plot InC = f(y) is linear, with a slope equal to
(v/8 Dy)"™. Thus i) the product (8Dy) can be only obtained if v is known, ii)
using the classical Fisher solution relative to type B2 regime [24], one will
determine an apparent value of (8Dy), underestimated by a factor of (ry/2).

2.2.3. Diffusion in polycrystals with stationary and moving GBs

A mathematical analysis of GB diffusion in polycrystals taking into
account the migration of some GBs has been published [25]. It assumes that 1)
a fraction fof GBs moves with the same time independent velocity (v), ii) the
other GBs remain stationary, iii) all the GBs remain perpendicular to the
surface, and iv) the diffusion takes place in the MB2 kinetic regime (vt and
(D) « d). The diffusion can be described using the models relating to a
single stationary and a single moving GB. The tracer profile consists of three
parts (Fig.2.2) with the presence of an intermediate step between the near
surface part, associated with volume diffusion, and the deeper penetrating zone
associated to diffusion along stationary boundaries. The whole profile (except
for (Dyt)"? near the surface) can be described by the equation:

Ln C = Ln [q; exp(-q2 Y**) + ¢3 exp(-qs )] 2.4)

where the meaning of q; is graphically indicated in figure 2.2. It is true that
some assumptions seem to be simple; however, the model i) clearly indicates
that diffusion measurements in presence of moving GB require high-sensitive
detectors allowing to extend the tracer detection as far from the surface as
possible, and ii) is very useful to understand the shape of experimental profiles
observed in refractory [25,26] or very high purity metals.
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Stationary GB

v

Moving [} Moving GB

0 Fal

Figure 2.2. Schematic distribution of diffusing atoms for a stationary (A) and moving (B) GB
and expected shape of the GB depth penetration profile (C) in presence of stationary and
moving GBs, afiter Guthoff et al. [25].

2.3. GB segregation and shape of the penetration profiles

The effect of segregation on GB diffusion in polycrystals has been
already discussed in details [1, 27-29]. We will just recall here the effects of
non-linearities, ie. the effect of i) GB saturation and ii) interactions of
diffusing species on the penetration plots as they are surely exacerbated in
nanomaterials.

On the basis of Fisher's model, Gibbs has demonstrated that the GB
width §is replaced by the product kdin experiments other than self diffusion
ones without any change in the shape of the diffusion profiles [30]. However,
one must assume that the so called Henry isotherm is valid, ie. Cp = kC,,
which means that 1) GB saturation (Mc Lean's isotherm) and ii) interactions
between species (Fowler-Guggenheim's isotherm), which can be respectively
written in the forms:

Co=kC/(1-C,+kC) 2.5)
and
Co=kCyexplexp[y 2Co-DJ2 Co-D) (1-Cy+k Cyexp[y 2 Co-1)])  (2.6)
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(where ¥ = AHpix /RT and AHpix is the enthalpy of mixing in GB), are not
taken into account.

The consideration of the saturation and interaction effects imply to
solve Fick's equations by numerical methods. This has been done with the
simplifying conditions as used by Fisher, using either Mc Lean's isotherm [31-
33] or Fowler-Guggenheim's isotherm [32]. In both cases the predicted profiles
exhibit a non linear behaviour in Fisher's coordinates Ln(Cp) and y. They
present near the surface a curvature which depends on segregation energy and
enthalpy of mixing. Then they become linear at large penetration depths with
the same slope as in the case of Henry's isotherm. It is assumed by the authors
that the type and the extend ofthe curvatures will be similar on the InC versus
yﬁl5 plots resulting from the more precise solutions of Fick's equations given by
Whipple [3] or Suzuoka [4]. These predictions have been observed for silver
diffusion in copper [34] where the curvature of the profiles due to the non-
linear silver segregation extends up to 1500 (Dyt)"%, while it disappears for the
diffusion of silver in copper-silver alloys (where GBs are pre-saturated before
the diffusion of the radiotracer).

More recently, Bokstein et al. [35] attempt to take into account a more
realistic description of GBs than the slab model (i.e. an energetic distribution of
GB sites leading to a variation of the segregation energy from one GB site to
another) not in a discrete atomistic, but in a continuous thermodynamic
manner. They expressed the relationship between Cy and Cy in the form:

Co = J[kCy/(1-kCy-Cy)] wk) dk 2.7

The terms within the brackets correspond to the Mc Lean isotherm at
the GB sites of type i (caracterized by a segregation energy AH;%) and w(k) dk
refers to the distribution of the sites on the heats of interaction with the tracer.
The curvature of the profiles depends on the maximum (AHs™) and minimum
(AHsmin) values chosen for AH, but the GB inhomogeneity always amplifies
segregation (and thus decreases the rate of diffusion) when compared with the
saturation effect applied to an homogeneous GB (Fisher's model). However, it
exists in polycrystals a distribution of GB’s leading to a distribution of Dy [36].
Thus their experimental separation is a difficult task.

One can expect however that all the segregation effects (and
particularly the effect of GB saturation) will be less important in
nanostructured materials than in coarsened polycrystals. In effect, owing to the
number of GBs and the synthesis conducted under UHV conditions, the grain
boundaries must be purer in the first type of materials if one excepts the
contamination during the preparation (specially by oxygen) and supersaturated
metastable nanocrystalline solid solutions. Thus decreasing the grain size there
will be a change of the character of the GB segregation isotherm from Fowler
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type to Mac Lean type without any saturation (see as an example Fig. 1b in
[37)).

2.4. Effects of stresses on GB diffusion

In a set of more recent papers of Bokstein and his co-workers
[38,39,40], it was illustrated that the mechanical stress field (both the stress
gradient and its hydrostatic component) can have a considerable influence on
the grain boundary diffusion in thin films. Even the effect of the stress gradient
and the effect of the hydrostatic component can be separated as “gradient
effect” and “mobility effect” (see also later). In [38], the authors argue that the
mechanical stress can reach as high values as 1 GPa and the small film
thickness can lead to large gradients as well. Furthermore, at low temperatures
the stress relaxation can be hindered and the hydrostatic component of the
stress field can also enhance or suppress the grain boundary diffusion (across
the exponential dependence of the mobility on the pressure). They gave detailed
solutions of this problem for B- and C-kinetic regimes of grain boundary
diffusion and established the theoretical basis of future, desired experiments.
At the moment, there is a lack of unequivocal evidences for the existing order
of magnitude differences of the grain boundary diffusion coefficients measured,
e.g. in thin film made on different substrates (and thus being in different stress
states), although the above explanation offers a plausible solution.

2.5. Experimental methods allowing the determination of GB
diffusion data

Direct methods allowing to determine GB diffusion data have been
extensively analysed by Kaur, Mishin and Gust [1]. To summarise they can be
divided mainly in two categories: the first ones involve the measurements of the
diffusant concentration profile inside the specimen after the diffusion treatment
(sectioning methods); the second ones are based on the continuous detection of
the diffusant on the back surface, after penetration throughout finite-thickness
samples (surface accumulation methods). Many experimental techniques are
available for carrying out these measurements, depending on the experimental
conditions and the thickness of the samples. Radiotracers associated with
different microsectioning techniques must be used for self diffusion
experiments in case of sectioning methods. For impurity diffusion their main
advantage is to allow diffusion coefficients determination under conditions of
infinite dilution without changing the chemical composition. SIMS (or AES
sputter-etching technique) can be also used to determine bulk and GB diffusion
coefficients in these conditions at lower temperatures [41], but it is very often
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difficult to avoid the effect of the sputter damage on the profiles. In contrast,
surface accumulation methods using surface-analytical techniques, such as
Auger electron spectroscopy, are very well adapted to study GB diffusion at
low temperatures in thin specimen in type C kinetics regime. Hwang and
Balluffi. [42] analysed the problem in an array of uniformly spaced parallel
grain boundaries in a thin-film system. They assumed that the atoms arriving
from the grain boundaries spread out on the back surface. The geometry and
the notations of the thin-film system are illustrated in figure 2.3.

The Hwang-Balluffi relation, which links the grain-boundary diffusion
coefficient D, with the average concentration ¢; of the accumulation surface, is
given by:

(k" /K'), /¢y =1~ exp(~ ') (2-8)
® =S6D,A18,hk' .

where 4 is the grain-boundary density (e.g. for a polycrystal having cubic
grains with d, A=2/d), K’ is the segregation coefficient at the accumulation
surface/grain-boundary interface and k'’ the segregation coefficient at the
grain-boundary/source interface. They are defined by the proportions ¢4/c, and
cy/co, respectively. It should be pointed out that the form given here is not
exactly that written in [42]; its a little bit generalised version [43]. The t’
quantity is a “corrected time” of the form:

t'=t—t, (2-9)

where #pis a constant, taking into account that a transient phenomenon occurs
in each diffusion measurement before a quasi-steady-state is reached and ¢ is
the real time. The Hwang-Balluffi equation can be applied under the following
conditions: i) a quasi-steady-state grain-boundary diffusion current to the
accumulation surface has been established; ii) the surface diffusion rate is
sufficiently rapid so that the segregated atoms are uniformly distributed
laterally in the surface region; iii) a constant concentration of diffusing source
atoms is maintained in the grain-boundary/source interface.
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Figure 2.3. Geometry of the thin film system used in the Hwang-Balluffi method

2.6. GB diffusion measurements in nanocrystals and structure
of GBs

Few experiments have been performed in nano or sub-micro crystals
where the time scale of the diffusional heat treatment must be short enough
compared to times of relaxation to expect time independent diffusivity owing to
the metastability of the materials.

It should be pointed out that an accurate measurement of the diffusion
coefficients implies samples without internal stress, open porosity and cracks
plus a correct knowledge of the diffusion regime to take into account a possible
overlapping of diffusion fluxes from adjacent GBs and a possible migration of
GBs. Moreover let us recall that, in classical polycrystals, reproducible results
and agreement between works performed in different laboratories in the last
twenty years are mainly due to a good preparation of the samples before the
diffusion heat treatment (by annealing the samples first at high temperature and
then at the intended diffusion temperatures for a time long enough to expect
structural and chemical equilibration of GBs). So, all the methods of synthesis
of nanomaterials are not suitable for diffusion measurements and much of the
work has suffered from the difficulty of making specimens that are fully dense
and large enough to make traditional diffusion measurements. Let us just recall
that among the different ways allowing to obtain nanostructures, i) inert gas
condensation followed by in situ compaction at room temperature, and
mechanical allowing/ milling lead generally to the presence of nanovoids
(which in case of vacuum compaction may be as large as the grain size); ii) the
crystallisation-prepared samples, free of pores, are generally dense and pure,
but can show amorphous intergranular layers; iii) nanostructured metals
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prepared by severe plastic deformation enable to fabricate samples free of
pores with a grain size slightly higher than 100 nm, but with a very high
density of defects and a high level of stresses which will relax at the beginning
of the diffusion treatment. In contrast thin films can be produced without any
porosity, with different grain sizes (as a function of the thickness), on different
type of supports; they appear to be well adapted to compare diffusion in nano-
and polycrystals and to study the effect of stresses if any. So we will not
present here results obtained in the early 90’s in samples produced by the inert
gas condensation of vapours and in situ powder compaction, where diffusivities
as high as the diffusivities on free surfaces (for reviews see [44], [45]) appears
to be linked to a high density of internal free surfaces [4649]. One must bear
in mind in effect that it is difficult to retain a nanocrystalline structure and
obtain full densification. Hot extrusion and hot isostatic pressing requires use
of high pressures and elevated temperatures during a long time. In ceramics in
particular, 1-9GPa of pressure is required to prepare good nanocrystalline
samples and such a pressure cannot be used owing to the classical thickness of
the specimen. In the same way, we will not detail the high diffusion coefficients
measured in samples prepared by severe plastic deformation (for a review see
ref. [50] and [51]). Obviously the results will depend on the value of the
relaxation time of the different defects with respect to the diffusion time in
these samples, which are far from the equilibrium state. As an example, recent
results reported for copper diffusion in nickel [52], coarse grained (CG), and
nanostructured samples prepared by severe plastic deformation (SPD) or
electrodeposition (ED) show that i) the coefficient of diffusion measured in
SPD nickel at 423K decreases a lot when the sample is pre-annealed for one
hour at 523K and cannot be measured (as in CG samples) when the pre-
treatment is performed at 623K(cf. table 3).

Table 3
Copper GB diffusivities in different types of (99.95%) nickel samples at 423K, after Kolobov
etal. [51]

samples Grain size (um) Pre annealing Diffusion time D (m’s”)
CG 20 1h at 1073K extrapolation 43 10"
SPD 0.3 1h at 398K 3h 96 10
SPD 0.3 lhat 523K 50h 2.8 10"
SPD 0.3 1h at 623K 50h Not measurable
ED 0.03 Sh 3.8 107

The main interest of this work is to show on the first hand that the
grain size, as indicated in the introduction, is not the main parameter, as
diffusion in ED samples (not pre-annealed) is lower than that in SPD samples
pre-annealed at 398K. Different methods of synthesis may produce different
types of GBs. There is for example some evidences that mechanical attrition
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creates GBs with a higher energy than that present in equilibrated high-angle
GBs [53]. On the other hand, Bolotov’s results clearly demonstrate the
necessity to anneal the samples to obtain quasi-equilibrated GBs before to
perform diffusion measurements. A change in the GBs atomic density in NisFe
nanocrystalline samples has been observed from Mossbauer and small angle
neutron scattering measurements after heat treatments performed at 100°C
[54]. A systematic study of the diffusion as a function of the pre-treatments in
the same type of samples prepared by different methods and a comparison with
the behaviour of the same material produced by classical rolling up to 90%
(but without any recrystallization annealing at high temperatures) would be a
way to determine the role of GB relaxation on the diffusion and to obtain
results in relaxed GBs.

Table 4
Diffusion studies in nanocrystals

SYSTEM PREPARATION Size d 'I"I:('IINl()lIIE T(K) REMARKS Ref.
(nm) | (%)
CriAl Thin film 30 100 SIMS and AES 732, [59]
823
Ni:Si 200 nm Ni 40-60 | 100 | Formation of Ni;5i thin | 523-573 Effect of orientation [60]
deposited on Si films
Al-Mg3% Equal-Channel 700 Electron-probe 523-773 | No evidence for the occurrence | [61]
Angular Pressing microanalysis of enhanced diffusion afer
(ECAP) | ECAP
FelFe Evaporation- | I8 87 Radiotracer 450-500 Dy, values [62]
condensation | are one order of magnitude
Compaction 3GPa | Sputter-sectioned by higher than in conventional
400K in UHV Ar’ samples and
+ decrease when d is increased.
explosive compaction 20 95
Pd'Fe Cluster compaction 20 98 RBS 423-523 | The high density of the samples | [63 r
Severe plastic 100 and preannealing treatments
deformation Radiotracer lead to diffusivities similar to
= E ) those in ional samj
CulAg Bilayers prepared 20 100 AES 393428 Fair agreement with [43]
by Hwang-Balluffi method radiotracer measurements
magnetron sputtering in conventional pl

In contrast with the early diffusion studies, where very high diffusion
coefficients were measured, as early as 1992-1995:

i) Quantitative X-ray diffraction studies of nanocrystalline Pd
indicate that there is no significant grain boundary excess volume in this
material [55].

ii) Calorimetric analysis of the grain growth in nanocrystalline
copper prepared by compacting small particles lead to grain boundary energy
values similar to those found in conventional polycrystalline copper [56].

iii) Average widths of GBs similar in nano and classical
polycrystals were measured by the Mdossbauer technique in several different
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systems prepared by mechanical attrition [57,58] (approximately 0.5 nm and 1
nm in FCC and BCC alloys respectively).

All these experimental evidences are in agreement with lower
diffusivities, slightly higher than that in classical GB, reported more recently in
the literature, using more dense materials obtained by electrodeposition,
innovative methods of consolidating powders or dense thin films. These studies
are summarised in table 4. They indicate that the diffusivity, and thus the GBs
structure, can be similar in nano-size materials and in conventional
potycrystals, when the density is not far from the theoretical one and when pre-
annealing treatments can relax the grain boundary structure.

3. DIFFUSION ON NANOSCALE

As it was mentioned in the Introduction, principal difficulties could
also arise in materials free of structural defects (amorphous materials or
epitaxially grown, highly ideal thin films or multilayers), just because the
diffusion length can become comparable to the atomic spacing, a. In these
cases the continuum description of diffusion (i.e. the classical forms of the Fick
I. and II. laws) can not be automatically applied. The problems related to the
above question can be classified into two groups:

i) diffusion on a discrete lattice

i) diffusion in amorphous materials.

3.1. Diffusion on a discrete lattice

3.1.1. Effect of the strong concentration dependence of the diffusion
coefficients

It was shown already decades ago (see e.g. [64, 65]) that, even if the
diffusion coefficient, D, 1is independent of concentration, for diffusion
distances, L, shorter than 10a, the discrete model has to be applied. In order to
illustrate this, let us consider the discrete model of diffusion proposed by
Martin [66] for an exchange mechanism in a binary AB alloy. This consists of
a slab of material with N lattice planes, normal to the y axis. Each atom in a
plane (e.g. in the ith atomic layer) has z nearest neighbours in this plane as
well as z, in plane (i+/) and plane (i-7). Thus the coordination number is Z= z
+2z,. The change in relative concentration of A or B in plane i is given by

deXydt = IS0 — Fin K=A,B, (3.1)
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where JK-L;H is the net flux per lattice site of K atoms from layer i to i+/. Let us
now define JB;4y = Jiin as:

Y = zo{ci(d-cis)liin — Cia(1-c)) T} 32

Here e.g. ¢; is the fraction of B atoms in the ith layer, and I'ii+1 gives the
exchange frequency of a B atom in layer i with an A atom in layer i+1.
Accordingly, for concentration independent jump frequencies (and if driving
forces other than the gradient of concentration are zero) I'izn=[1;=I", the Fick
II. law has the form:

dc/ot = I'(cintein-2¢3). 3.3)

The term in the bracket, divided by d® (where d is the distance between the
atomic planes), can be rewritten to the second derivative of the relative
concentration. Indeed it can be obtained - if, as it is illustrated in Fig 3.1., the
surface concentration, n= cd/Q2 (€2 is the atomic volume), is a smoothly varying
function of the position - by Taylor expansion and stopping at the second
derivatives. Now, it is easy to show [64, 65] - again for the case of a
concentration independent diffusion coefficient D=I'd” - that taking a sinusoidal
initial concentration profile {c~sin{2wx/A}), the solutions of the continuum
Fick equation and eq. (3.3) will be identical only if 2>10d.

d nd = ¢
| { i2¥Y a* oy a1
| yoop_don @2 0'n @2 &'n
— 3 2 ox 2 ox’ 3l ox’
| | [ | 6_0_ Civ1 — Cy
! : ‘ 0x d
|
| i Cis1 =€ € —Ciy
d°c d d
ox d

Figure 3.1. Change of the (continuous) surface and volume concentration across atomic planes
and its derivatives.

However, in the case of a strongly concentration dependent
interdiffusion coefficient (i.e. in the presence of a strong non-linearity) the
validity limit of the continuum approach can be shifted to larger values by
about one order of magnitude [67], i.e. it will be in the order of 10 nm. Fig. 3.2
shows the dependence of the distance (the critical modulation length in a
multilayer), above which the continuum and discrete model give the same
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results, as a function of the parameter, m’, determining the exponential
concentration dependence of the diffusion coefficient:

logD = logD(o) + m’c. 3.4

30

30

Ac[nm]
o
(=)

m'=m lge

Figure 3.2. Values for the critical modulation length, A, above which the continuum model is
valid, as a function of the value of exponent in the concentration dependence of D .

These results were obtained in [67] by carrying out calculations for diffusion
intermixing in multilayers of ideal solid solutions, both from the Martin model
and from the finite difference calculations of the continuum Fick II. equation
with diffusion coefficients equivalent to that used in the atomic model. Indeed,
for this concentration dependent diffusion coefficient in the Martin model an
appropriate choice of the activation energies Eij and Eiq; of Tijq and Tiji
can be such [66, 67, 68, 69] that

Eiji i=E°- 0 + & and  Eu=E’-o0;-¢ (3.5)

where E° is the saddle point energy and oy and €; are proportional to Va-Vg and
V=Vap-(Vat+Vp)2, respectively (Va, Vs and Vag are the pair interaction
energies and V has its usual meaning). Obviously, o; and €; are also functions
of €i.1, €, Civ1 and €irg:

o= [Z(CitCintCitCing) + Z{CitCin )} (V- V)2 (3.6)
and

&= [ZACiitCivi-Ci=Civ2) + ZACi-Cir1)] V. 3.7

For ideal solid solutions the interaction energy, V, is zero and thus g=0.
Furthermore, applying the same Taylor expansion as before, but assuming that
the second derivatives are negligible (the concentration is a smoothly varying
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function of position), it would be easy to show that oy ~ ¢(Va-Vg), which
corresponds to (3.4) (see also below).

There was another interesting feature of the results obtained in [67],
which is illustrated in Fig. 3.3. For strong concentration dependence of D (i.e.
for strong non-linearity), the interface between the two materials remains
atomic sharp and shifts as a whole until the component with small D has not
been consumed. The calculations were carried out for the Mo-V system (with
m’=7.3) and it can also be seen that the diffusion is very asymmetrical: there is
a fast dissolution and diffusion of Mo into V, but there is no diffusion in Mo.
This behaviour, as it is illustrated in Fig. 3.4, was indeed observed very
recently in amorphous Si/Ge system by Auger-depth profiling technique [70].
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Figure 3.3. Concentration distributions at different times for (a) the discrete (the solid lines
drawn only to guide the eye) and (b) continuum models at 7= 1053 K and for A =6 nm in
Mo-V system ( m’ = 7.3).

100 1
80 A

60 4

Ge( %)

40 4

20 1

0 T
30 40 50 60 70 80

depth (nm )

Figure 3.4. One period of the measured Auger depth profiles for the as-received and annealed
(at 680 K for 100 h) amorphous Si/Ge multilayer [70]. It can be seen that there is an increase
of the Si content in Ge, but no Ge appears in Si as well as the Si layer shrinks.
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atomic fraction of Ni

label of the lattice plane

Figure 3.5. Time evolution of concentration profiles in Ni/Cu(111) discrete lattices: for 8
monolayers of nickel and 51 layers of Cu (of which only 12 are shown here). Time
units, shown in the insert, are given in special units used in the calculations [71}.

This feature can lead to even more interesting results if we have
dissolution of the thin film into a substrate [71]. Fig. 3.5 shows the results of
the simulations carried out for Ni dissolution into Cu (again the system is ideal,
i.e. V=0). It can be seen that the dissolution starts at the interfacial layer, and
until this is not consumed, the next layer remains complete (on the curve
related to 90 times units only the concentration of the 5™ plane changes while
the 4® and 6™ planes remain almost pure Ni and Cu, respectively). Thus, the
interface shifts step by step. This layer-by-layer dissolution takes place until
the moving “interface” reaches the Ni layer just before the last. Then, due to
the driving force for surface segregation, the intermixing will be continued by
the saturation of Cu in the top layer. The change in the second layer will be
retarded according to the segregation isotherm. Finally, after the saturation of
the surface layer by Cu, the final homogenization takes place by the complete
dissolution of the second Ni layer.

Turning back to the dissolution, it can be seen that the dissolution of
the (i-1)-th plane begins only after the complete dissolution of the i-th plane.
This means — if the substrate is semi-infinite and the diffusion coefficient
depends strongly on the concentration [71] — that this layer-by-layer dissolution
results in a periodic behaviour as a function of time: each plane dissolves
subsequently reproducing the same process. Therefore, the rate of the interface
shift (and thus D) is also a periodic function of time and the time evolution
within one period characterizes the dissolution of one individual plane. But then
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it is worthwhile to define an average value over T (T is the time necessary for
the consumption of one layer) characterizing the mean speed of the interface
shift. Due to the step-by-step character of the dissolution, this average speed of
the interface shift, v, should be constant, independent of time. This result is
inherently related to the strong non-linearity of the problem: the strong
concentration dependence of the diffusion coefficient (or Tij1) shifts the
validity limit of the continuum approach (from which a parabolic law ie.
v o t2 would be expected) out of the range considered here. Of course, after
the dissolution of more and more layers the supposition that ¢;+=0 will be less
and less valid and we will have a transition to the parabolic dissolution.
Obviously, this transition will depend on the concentration dependence of the
diffusivity. Fig. 3.6. shows the position of the interface versus time, obtained
from simulation for a semi-infinite Cu(111) substrate with 100 atomic layers of
Ni. Due to the oscillating character, mentioned above, the curve has periodic
oscillations around the straight line fitted. On the other hand, the slope of the
straight line is 1 + 8x10™, ie. the average shift is indeed linear.

3~
2

log (y)

-1 100th Ni layer 99th -1st Ni layers

log(time[a.u.])

Figure 3.6. Position of the interface versus time for the dissolution of 100 Ni layer into the
semi-infinite Cu(111) substrate (see also the text).

Although the oscillating character of the dissolution — because of technical
difficulties - could not be resolved experimentally in [71], the above nice
simulation result was also confirmed by measuring the kinetics of the Auger
signals of Ni and Cu from the top of 8 monolayers Ni. Fig. 3.7. shows the final
results for the average time evolution of the Ni thickness (given in monolayer
units) versus time at 679 K. It can be seen that # is a linear function of time in
the stage of the layer-by-layer dissolution. Note that usually the first couple of
points fall above the straight line fitted to the first part of the n(?) functions.
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Figure 3.7. Time evolution of the Ni thickness at 679 K. The first part of the curve fitted by a
straight line corresponds to the part controlled by interdiffusion.

Since the samples were prepared at room temperature the reason of this misfit
can be re-crystallization and relaxation of the surface layers during the heat
treatment. Furthermore, the change in the slope at the second layer is a clear
evidence of the effect of surface segregation.

3.1.2. Gradient energy corrections

It can be seen from (3.6) and (3.7) that ¢; can be rewritten — using Z =
7; +2z, as well as the relations (€;.1-¢i)(Ci+1-Cir2) = (dz)azc/('ix2 and citcp= (d/2)
&c/dx® + 2¢ (see also Fig. 3.1.) — as [69]:
o= (Va-Vp){cZ + (2 AZ/4)d*Fc/dx*2} = cZ(Va-Vp) + 0 - (3.8)
Thus

Tija= rihexp[(ai,'ﬁi)/kT]
and (3.9
i =T "exp[(os +&)/kT],

with T, being the jump frequency in a homogeneous alloy,

T =vexp[-(E*+cZ{Vs+Vs})/KT], (3.10)
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and in an ideal system (V=0, £=0): T1=I'1;=T'= I'"exp[oy /kT].
Thus (3.2) can be rewritten as

Jiin= zTi{ci(1-ciny) exp(-€/KT) - ciri(1-¢;) exp(e/kT)}. (3.11)

If &/kT«1 then exp(e/kT)=1+e/kT, and now keeping terms in the Taylor
expansion of the concentration up to the third order (ie. for example ¢~ €y =
— ddc/ox — (d%/24)3c/ox), after some algebra (see also [69,71,72]), one has:

Jii1= Jijnd¥Q= -Dy(Bc/0x)/Q + Di[2k/f,-d*/24)(8c/ox Q. (3.12)

Here, according to the usual definition D=z, T/Q; x and £, are the gradient
energy coefficient and the second derivative of the free energy of the
homogeneous system [73].

This expression — except the second term proportional to d& in the
bracket — is similar the well known Cahn-Hilliard expression [72,74,75].
However, as it was already illustrated by Martin [72], the classical Cahn-
Hilliard expression contains a diffusion coefficient belonging to a
homogeneous alloy. On the other hand, as it can be seen from (3.8) - again
keeping terms up to the third order — in the exponent of Dy, oy is proportional to
the second derivative of the concentration, i.e. inhomogeneity corrections lead
not only to the term proportional to the third derivative of concentrations, but
also to an additional factor in D; !

Furthermore, the role of the term proportional to d? should also need
some comment. Even for an ideal solution, where V=0 and thus k is also zero,
the presence of this term, because of its negative sign, would lead to
decomposition for concentration modulations with a wavelength shorter than
the order of d. This is obviously an artefact of the simplifications made during
the transition from the discrete model to the continuous one and not surprising
at all (see the comments on the validity limits of the continuum approach as
well). In fact, this correction term corresponds to that derived in [76] for
diffusional homogenisation of multilayers, and is given in the form as a
correction to K.

Nevertheless the role of these refinements would need more attention if
the diffusion takes place on a nanoscale and one describes it by continuum
equations.

3.2. Diffusion in amorphous materials

In the light of the above results, it is a challenging and open question
how to describe the diffusion in an amorphous material on nanoscale. One
would guess that deviations from the classical Fick laws are also expected in
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this regime, especially if sharp concentration gradients are present and if the
diffusion coefficients strongly depend on the concentration. One of the most
plausible questions would be whether any linear shift of the sharp interface
would be observed or not, ie. the result observed in Ni/Cu system is the
consequence of the non-linearity or it is related to the discrete character of the
crystalline lattice as well? Until now there are no such experimental
investigations in the literature, although our results on amorphous Si/Ge
system indicate (see again Fig. 3.4) that the situation is at least similar in that
sense that the originally sharp interface remains sharp and shifts keeping its
shape [70].

Another interesting question is that this shift of the interface is “only”
the effect of the deterministic character of the discrete equations (Martin’s
model) used in our calculations or not. Our preliminary Monte Carlo
simulations for a discrete lattice indicated that the linear shift of the interface
can be the case at the beginning of the process (i.e. the smoothening of the
interface, due to the fluctuations, is not significant) if the concentration
dependence of the diffusion coefficient is strong (i.e. if it changes at least by
four orders of magnitude between the two sides of the diffusion zone) [77].

3.3. Stress effects

Some of the effects of the stresses on grain-boundary diffusion have
been already treated in Section 2. Here again we want to consider effects of
stresses of diffusional origin on the bulk diffusion. The first difficulty is that
almost all of the sophisticated theories (except some trials [78,79]) are
developed in the framework of a continuum model [80,81,82], and thus
conclusions e.g. on the interplay of the stresses and the non-linearity can be
treated in this approximation only.

Nevertheless, we can have some guidelines for qualitative
considerations. We suppose that at the beginning there are no stresses present,
and the diffusion currents are different (in the previous considerations for the
non-linearity the effects appear also if the intrinsic diffusion coefficients were
equal to each other). In interdiffusion, in general, because of the different
partial volumes and mobilities there is an imbalance of the volume transport.
This is equivalent to the creation of a non-uniform stress-free strain [80-84]
(and thus stress): on one side of the diffusion couple contractions, while on the
other side extensions will arise. In the classical Darken analysis [85], it was
assumed that the relaxation of stresses is fast and complete and only a
convective transport (Kirkendall-shift), as a result of this relaxation, was
included into the theory.

In reality, the internal stress developed during the process contributes
to the thermodynamic potential for diffusion of atomic species, leads to plastic
deformation and gives rise to an elastic contribution as well. The convective
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transport — as a result of the plastic flow, realised either by creep or dislocation
glide or by both of them — obviously relaxes the internal stress and this will
lead to a feeding-back effect in the coupled set of equations of the system [80].

The presence of a stress (or strain) field in general can be described by
a tensor, ©; its presence can influence the atomic currents across the chemical
potential, p. Since (o) can have different forms for different sink/source
densities of point defects determining the diffusion, and for different boundary
conditions, the final form of the currents - as a consequence of the long
range character of elastic fields - can also be dependent on the boundary
conditions [84].

For example, if there are no sinks or sources present in the sample than
divJ;=0, and since the atomic currents has the form

3, = Ligraduo), (3.13)

the equation
Api(o) = 0. 3.14)

should be solved. For a uniformly, non-hydrostatically stressed solid [86]
Hg(O') = Hio - VjO'; Vj0'=Vk|0'k|llkll|, (315)

where I is the unit surface normal vector (for a vacancy, V has a negative
sign). Thus

grady = - Vjgrado, (3.16)

ie. Jj depends on the geometry of the sample (boundary conditions). This type
of treatment can lead to the classical description of creep [87]: vacancies can
be annihilated and created only at the free surfaces (or grain boundaries),
which leads to a continuous change of shape. The description of interstitial
diffusion, or solute- redistribution (Gorsky effect) as treated by Cahn [88,89]
as well as by Cahn and Larche [90,91] or by Baranowsky [92] can be also
made by this way. In these cases usually the stress field can be expressed as the
function of the concentration, ie. the o{c) function can be given and no
relaxation of stresses are allowed. Usually a second order non-linear equation
describes the time evolution of the system. For example, following Cahn’s
treatment [88,89] it was shown for homogenisation in multilayers by Spaepen
[93] that the decay curve of the intensity of the first order small angle X-ray
satellites, I, can be characterised by an effective interdiffusion coefficient

Der=Dp{1 + [28°E/(1-v)f, " J[1-(/D) ]} @3.17)
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Here 8=(da/dc)/a (a is the lattice parameter), E is the Young modulus, v is the
Poisson ratio and Dy is Darken’s interdiffusion coefficient. It can be seen that
Deg is time dependent: it decreases and vanishes when the increase of the strain
energy stops the diffusion at a terminal value of I, given by the condition
Des=0.

In another limiting case, it can be supposed that the relaxation of
stresses are allowed and there is a high density and efficiency of sources/sinks
(of vacancies) [94]. In vacancy quasi-equilibrium, for a cubic system:

1i(0) = o - Vioy/3 = pjo +Vip. (3.18)

On the basis of this equation the current due to the presence of a pressure
gradient can be easily handled (across (3.13.) [80,81]), although again
different boundary conditions can lead to different long-range stress fields
and thus to different currents. Furthermore, different stress fields can lead to
different elastic and plastic deformations, and also to different hydrostatic
pressures, which - across the Arrhenius-type pressure dependence of the
mobilities - can also influence the diffusion process. Sometimes, this last effect
is called “mobility effect” to distinguish from the “gradient effect” treated
above. Stephenson [80] gave a set of general, coupled equations for the
description of atomic current, the resultant stress development and stress
relaxation by Newtonian flow (creep). For example the rate of change of the
(isotropic) stress (oz=-p) in a binary diffusion couple is given by the equation

Dp/Dt = - (Qdivd, - Q,divd; + 3p/4n)[2E/9(1-V)]. (3.19)

It can be seen that if the creep rate is large (n=>0), one will arrive at the
Darken limit (where the diffusion is controlled by the faster component:
Dp=c,D;+¢,Dy), because the stress relaxation is very fast and lead by the last
term in (3.18). If the first two terms can be neglected, an exponential decay of
p takes place with a relaxation time T=6(1-v)n/E. On the other hand if 1 goes
to infinity the stress field developed will make the difference of the atomic
currents equal to zero (feeding back effects of stress gradient in the expression
of the atomic currents according to (3.15)) and the interdiffusion coefficient
will be determined by the slower component (Nernst-Planck limit) [83]:

DNP= D]D2/(C|D1+02D2). (320)
For intermediate values of n, depending on the ratio of the diffusion time and 1,

different cases are possible. At very short times (small length scales) the atomic
currents can be very large (because of the large gradients) and the plastic
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deformation can be the rate-limiting step for interdiffusion. For an illustration,
Fig. 3.8 shows the normalized stress distribution in a planar diffusion couple as
calculated in [81]. It can be seen that the stress (or pressure) gradient will have
different signs in the center of the zone and outside of it for short times.
Accordingly, it can be shown [80,95] that different limits are expected and one
can make a classification as follows

a) if t<1q Des > Dp; vavy/3

b) if Q<t<1t, D = Dyp, v=0

c) if p=t Deg is determined by plastic flow
d) if T p<t Der=Dp, V=V

where 1q is the time necessary to reach a quasi-equilibrium (i.e to reach the
saturation of the stress curves in Fig. 3.8) and vy, is the maximal value of the
Kirkendall velocity, v.
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Figure 3.8 Stress versus distance at different times (see also [81])

It is important that usual behaviour is expected only in Nernst-Planck and
Darken regimes and strong deviations from this are expected when the process
is rate limited (c regime) or if there are transitions between the above regimes.
Thus eg in these cases, the well-known Boltzmann transformation
(introducing a new variable x/t"?) can not be used to get a single curve plotting
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the composition profiles obtained at different times and the time dependence of
the Kirkendall shift will not be parabolic as well.

It can be seen from the above analysis, that although depending on
the value of the input parameters (1, which depends also on the temperature,
E, initial and boundary conditions, and the diffusion time), deviations from
the “normal” behaviour are expected typically on the nanoscale. For example
it was shown in [96,97], using the Stephenson model, that the diffusional
intermixing in amorphous Zr-Ni multilayers is considerably influenced by the
stress gradient built in the diffusion process. This led to on upward curvature
on the decay curves of intensity of the small angle X-ray satellites (i.e. a
slowing down was observed with increasing time). This stabilization effect - in
accordance with the model - was dependent on the modulation length, A, (Fig.
3.9) and a gradual shift from the Nernst-Planck limit towards the Darken limit
was observed with increasing A.

1070 109 468 197 168 10°
Distance scale, A(m)

Figure 3.9 Des as the function of the modulation length in amorphous NiZr multilayers at 529
K [96).

There is a less clear picture for the stress effects in amorphous Si-Ge
multilayers. As it was mentioned above, Spaepen [93] concluded from a Cahn-
type treatment that stresses can not be important. On the other hand, Fig. 3.10
shows the results of numerical simulations obtained in [82]. It can be seen that,
while the stress peak developed on the Ge side relaxes very fast, the large
tensile peak on the Si side - due to the fact that the diffusion and creep on this
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side are much slower - is still present just behind the interface. This sharp peak
can explain the strong porosity formation and also its suppression by
application of a small hydrostatic pressure as it was observed in [98]. It is also
interesting to note (see also [99]) that surprisingly there are no classical bulk
interdiffusion measurements in the crystalline Si/Ge system, which can be a
consequence of the shift of the sharp interface instead getting a flattening
concentration profile, as well as of the possible mechanical failure of such
diffusion couples by the sharp tensile stress. For the illustration of the
combined effects of stresses and non-linearity, Fig. 3.11 shows the In /1y
versus ¢ curves, which present a significant upward curvature at the beginning.
This is obviously the effect of the non-linearity [36] (see also the upper curve
for constant intrinsic diffusion coefficients), while stress effects are always
reflected in a small slowing down of the intermixing (decrease of the slope).
The slopes of curves with “no stresses™ are always larger (by about a factor of
2) and stress effect did not cause a considerable curvature in this case.
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Figure 3.10 Calculated concentration (a) and pressure (b) distributions in amorphous Si-Ge
multilayers with 5.8 nm modulation length at different times.

Finally it is worth to mention that in the Cahn-Hilliard treatment - in
accordance with the supposition that jy=j, - only the difference of the chemical
potentials of the two components had to be determined [74]. Thus, if the
gradient energy coefficient ¥ is not zero, for the use of Stephenson’s
description a generalisation was necessary. In [82] this generalization was
made and thus in principle the investigation of the interplay of the stresses and
non-linearity became possible in the framework of the continuum model.
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Figure 3.11. Decay curves of Si/Sio4Geos multilayers with 5.8 nm modulation length

3.4. Segregation kinetics

Usually the segregation is a process during which the redistribution
takes place along distances of few nanometers. Furthermore, besides of these
kinetic effects, there is also a size effect manifested in changes of the character
of the segregation isotherm itself. This is the consequence of the finite size of
the sample: either the surface perturbed regions can overlap and thus an
increase in the solubility limit can be observed [100,101], or the number of
sites at interfaces can be higher than the number of solutes in the sample and a
change form the McLean- to a Fowler-Guggenheim-type isotherm can be
observed [37]. Related to nanodiffusion, some interesting size effects on the
kinetics of surface segregation deserve attention [101, 102, 103] here.

It is usual to classify the binary alloys into two groups: strongly and
weakly segregating systems. From the equation of the surface segregation
isotherm it is easy to show [104] that there exists a certain bulk composition

=" +(Vaa-Ves)4V, (3.21)

so that for bulk compositions of B atoms, ¢ smaller than ¢, there is a
segregation and for cy>cy there is a desegregation. Accordingly, if ¢y<1 the
system is weakly segregating, while in the opposite case we speak about a
strongly segregating system (because now only segregation of B atoms occurs
at any bulk composition: 0<cy<1). Furthermore for weakly segregating systems
if T<Tj (the temperature of the miscibility gap at ¢y), depending on the bulk
composition, either segregation or desegregation is expected.
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In [102] the interplay between the surface segregation and spinodal
decomposition as well as the effect of the slab thickness in a strongly
segregating spinodal system (with parameters (Vpg-Vaa)=0.15¢V and V=V g~
(VaatVep)2 = +0.035eV) has been investigated. Figure 3.12 shows the time
evolution of the system for three different slab thicknesses. The time shown in
the figure can be converted to “real” time by the relation teq/t = exp
{-z(Vast+Vee)YKT} (see also [105]). It can be seen that — since the system is
within the spinodal curve — the kinetics of phase separation is a result of the
interplay between the surface segregation, spinodal decomposition and phase
separation into equilibrium phases. If the number of layers is large (N=61), the
process starts by a fast segregation and a formation of a depleted zone just
below the surface. Later on concentration waves develop (the wave length of
them increases with time towards that of the optimal spinodal wave) into the
bulk and finally a lamellar structure forms with three A-rich and A-poor
phases, the concentrations of which correspond to the equilibrium phases. Note
that the state at longest computing time for N=61 is still not the final state of
the system, since much a longer time would be necessary to reach the
equilibrium by coarsening (driven by interface energies only). On the other
hand for N=21 and N=13, the size effect can be clearly seen. The system
evolves to final states different for the two slabs: for N=13 no spinodal
decomposition takes place, but a solid solution is stabilized with surface
segregated layers.

The results for a weakly segregating system are even amore interesting
((111) direction, z,=3, z=6 at 1000 K with Vpp=-0.1555¢V, Vas=-0.1728eV
and Vap=-0.12975¢V) [102]. In this case ¢;=0.69 and — from a regular solution
model — Ty=2043 K ie. T<T, Figure 3.13 shows that starting from a
homogeneous fifty-fifty alloy with 19 atomic planes, first a segregation of B
atoms starts at the surface and the segregation generated spinodal wave reaches
the centre and overlaps with its symmetrical counterpart. However, there is a
competition between the surface segregation of B atoms and the spinodal
decomposition and/or the coarsening of the spinodal structure developed.
Indeed as it can be seen in this figure, before the B-rich phase could develop at
the surface the amplitude of the concentration wave in the centre reached
already the concentrations of the equilibrium phases and a relatively stable
spinodally decomposed structure has been formed there. Later on the system
decreases its free energy by eliminating the first interfaces just below the free
surfaces (coarsening of the structure) and as a result the surface structure
makes a sudden “reversal”. This means that a morphology A/B...B/A
develops with a small segregation of B atoms on the surfaces of the A-rich
phase. Although the surface energy of such a configuration should be larger
than that of a B-rich phase with a small desegregation of B atoms, the overall
energy of the system is decreased because of the gain due to the disappearance
of two internal interfaces. Furthermore, for the illustration of the effect of the
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slab thickness, d, Fig. 3.14 shows the situation for 7 atomic planes obtained
from the generalization of the Martin’s exchange model for a vacancy
mechanism. It can be seen that the system arrives at a B/A/B morphology with
B rich segregated layers. This is so because, due to the small slab thickness,
there are not enough B atoms in the centre to supply the growth of the spinodal
wave up to the level of the miscibility gap, and thus the formation of the B-rich
phase is not possible there. Thus there exists a critical thickness, d., below
which the “reversal” of the surface structure does not take place. In [102] it
was also shown that the results were the same independently whether the
calculations were carried out in the framework of the exchange model or by the
generalization of Martin’s model for a vacancy mechanism.

It is worth to note that the above type of behaviour is typical only in
weakly segregating systems. Indeed in Fig. 3.12, for the strongly segregating
system, the surface configuration is very stable and there is no way for the
reversal of the configuration. It was also shown in [101] that in this case - if
the spinodal wave became “‘stronger” - there was only a breaking point between
the spinodal wave and the surface profile developed at a very early stage of the
process. The observed reversal thus is an inherent property of the weakly
segregating systems, and the characteristic time evolution of the surface
concentration (first there is an increase and then there is a fast decrease of the
B atoms at the surface, as well as the existence of a critical slab thickness, d,
below which this is not observed anymore) seems to be observable
experimentally in thin film samples.

3.5. Reaction or diffusion control and nucleation problems

At short diffusion distances in interdiffusion, leading to formation of
reaction products, the usual parabolic law of diffusion can be violated, if the
role of reactions at the interface is taken into account. At short diffusion times,
when the gradient of concentration is large, the reaction controlled rate of the
mass transfer (characterized by the coefficient, B, having dimension m/s) can
be slower then the diffusion current (J=-Dgradp, where p is the concentration).
In this case the growth of the reaction layer will be controlled not by a
parabolic, but by a linear law according to the formula [64, 106]:

X+ Ax = Bt, (3.22)

where x is the thickness of the reaction layer, A and B are proportional to
and D, respectively (for small x the second term can be neglected).

Greer [107] illustrated these effects by deriving the following equation
for the rate of thickening of the B phase (growing between o and ¥ phases):
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Figure 3.13. Time evolution of composition in a FCC (100) structure with N=19. Increasing
numbers at the curves indicate the time sequence.
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Figure 3.14. The same as Fig. 3.13 but with N=7 and for a vacancy mechanism [102]. The
dashed line with open circles denotes the vacancy distribution in the latest state (see also
the text). The solid-vapour interface is at the 4™ and 10® planes.
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dxp/dt = Hpjp - Hpaj- Hpyr, (3.23)

where e.g. jg is the flux through the phase B, and coefficients Hp, Hpo and Hgy
are positive and assumed to be constant through the reaction. It can be seen
that there is a competition between the phases growing in a sequence of layers.
For example a given phase may not appear (or will dissolve) in the first place if
the fluxes in the neighbouring layers are too high. If we are above the limit of
the critical thickness, given by the transition between the linear and parabolic
growth (see again eq. (3.22), ie. in macroscopic diffusion couples, the flux
through a layer is inversely proportional to its thickness and the thicknesses of
the layers can adjust so that each of them survives. In thin films and
multilayers however, the thickening may be reaction controlled: then the above
relation does not apply (i.e. making the layer thinner the diffusion flux does not
increase) and a given phase cannot survive. There are many examples known
for such a phase suppression in the thin film case [106, 108]

The same effect can be observed in many bulk or surface coarsening
processes (Ostwald ripening [64, 109]) of ensembles of nano-clusters or
beaded films on a surface, if their characteristic distance is large enough to
produce a diffusion interacting ensemble but shorter than the characteristic
length, defined above.

It is also well-known that the nucleation of a new phase (e.g. from a
supersaturated solution or from an under-cooled amorphous phase) always
needs a certain critical size, d, which is typically in the nanometer range. If,
for example, in a solid state diffusion reaction the width of the diffusion zone,
L, is less than d. the given phase cannot form. In case of more than one
diffusion product, this can lead to different interesting observations in the first
stages of the heat-treatments. For example the above competitive growth
analysis cannot explain the formation of an amorphous phase - as a first
product - in many solid state reactions. For a metastable phase the coefficient
Hg is negative and thus this phase should always dissolve in contact with stable
phases. Indeed this can be only explained by easy nucleation of these phases.
The origin of the nucleation barriers is not very clear, since in many cases the
driving force for the interfacial reaction is so large the critical nucleus is in the
order of one atom and thus no barrier is expected [110]. Nevertheless, it was
illustrated for example in [111] that till the thickness of the diffusion zone is
not wide enough to offer the (lateral) critical thickness of the phase to fit into
the range between the concentration limits of existence of the phase, it cannot
nucleate. Furthermore, because the nucleation should take place in a very steep
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concentration gradient, this leads to a correction to the Gibbs free energy of
nucleus formation; its dependence on the concentration gradient can be also
important (this correction is not reduced to the Cahn-Hilliard gradient terms,
which were discussed in the previous sections). A recent review of the subject
can be found in [112].
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1. INTRODUCTION

Point defects (which include electronic carriers in this context) are
the relevant charge carriers in solids. Their concentrations and mobil-
ities determine mass transport and charge transport, and are thus key
parameters as regards chemical and electrochemical kinetics.

They sensitively influence and often determine the kinetics of prepara-
tion, processing, conditioning and degradation of ceramic materials. As
far as electroceramics such as battery electrodes, high temperature fuel
cells or ceramic electrochemical sensors are concerned, they are decisive
for the function and performance. The significance of nano-structured
materials in this respect is twofold: (i) The ratio of interfacial area to
volume is increased, such that the properties of many materials become
interfacially controlled. As long as the local relevant parameters are still
those of the massive crystal we may speak of “trivial size effects” [1].
(i1) “True size effects” occur if the reduced spacing of interfaces leads to
local effects.

In the first part of the paper bulk defect chemistry is briefly described
which defines the equilibrium concentration of the ionic and electronic
point defects. In the second part modifications due to the presence of
interfaces are treated first for semi-infinite and then for finite boundary
conditions. Not only are local properties considered but also their su-
perposition to the overall response of the material. Then in the central
part it is investigated how concentrations and conductivities depend on
the spacing of interfaces. In other words this third part describes size
effects being crucial for nano-ionics. A feature of special interest is the
phenomenon of interfacial phase transitions which, however, can only
be touched upon. Finally, the potential of nano-ionics is explored to-
gether with the trend to a “soft materials science” exhibiting a high
compositional, structural, functional complexity on different hierarchic
levels.

Recently various reviewing articles on the topic of “nanoionics” [2, 3,
4,5,6,7,8,9, 10, 1] became available. Some of them [3, 4, 5] address
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the significance of the nano-regime for batteries, photo-electrochemistry
and related areas being well-suited for complementary information. A
good overview on electronic effects is given in Ref. [11].

2. POINT DEFECTS AND CONDUCTIVITY
IN THE BULK

Point defects are chemical excitations of the perfect ground structure
and play the same role in the solids, as H3O" and OH™ do in water
[12, 13, 14]. Fig. 1 illustrates the correspondence of exciting valence

interstitial ionic level _.
> 4 -
= N R e | Hag*
= regular ionic level "V ] . L
g ] = Figure 1. Ionic and electronic disor-
o = 0 der for AgCl in terms of level diagrams.
= _valenceband = . Hag The electronic and ionic “Fermi-levels”
'13 Hn are connected via the chemical poten-
a tial of Ag, and thus given by the ex-
8 - act position in the phase diagram. The
2 | TeTEhmrSRSEnm #e= | jonic disorder is much higher than the
BT electronic. The prevailing of conduc-
conduction band e .
tion electrons over holes corresponds to
a slight Ag excess in AgCl [8].

electrons into the conduction band (formation of €') connected with the
formation of holes in the valence band (h'), with the exciting of regular
silver ions in silver chloride into interstitial positions (formation of inter-
stitial silver ions, i.e. Ag;) connected with the formation of vacancies (. e.
of V;\g). Similarly, H30% and OH™ can be considered as the ionic point
defects in the liquid of water phase. The figure does not only reveal that
the ionic and electronic point defects are the acid-base and redox active
particles which constitute the difference between the real structure and
the perfect structure, it also shows that the two “Fermi-levels” (i. e. the
two electrochemical potentials) fiag+ and fi,- are related via the chem-
ical component potential (in silver halides: pag=fiag+ + fle-) and thus
by the exact position in the phase diagram (exact silver-to-halogen ra-
tio). In addition to the Frenkel disorder reaction shown, (simple binary)
solids can — unlike fluids — exhibit four different intrinsic ionic disorder
reactions, viz. to Frenkel disorder, Schottky disorder, Anti-Frenkel and
Anti-Schottky disorder (see Table 1). (We neglect anti-site disorder.)
For a binary solid M*X~ one out of the four reactions is redundant.
The list of the defect chemical reactions in a pure material is completed
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Table 1. Basic intrinsic ionic disorder reactions in a crystal M¥X~. In the Kroger-
Vink notation My denotes a M* ion on a M*-site, Xx a X~ ion on a X -site. Viy:
vacant M7 site (which has the effective negative charge -1), Vx: vacant X~ site
(effective charge +1); Vi: vacant interstitial site; Mk and X}; denote the anti-site
defects, viz. M* on X~ -site and X~ on M site respectively. The anti-site disorder*
is only realistic in materials with largely covalent bonds (GaAs), i.e. charges are
formal charges. Site substitution is more favorable in multinary compounds, viz.
site exchange between two cation or two anion-sublattices (e.g. Y31 and Ba®* in
YBa;CuzO64x).

Type of Description Reaction in Kroger-Vink
reaction notation
Frenkel excitation of a cation from a | My + Vi = M; + Viy
reaction regular site to an interstitial

site
Schottky formation of vacant cation | My + Xx = MX + V}; + Vi
seaetiai and anion sites by releasing a

MX unit

Anti-Frenkel excitation of anion from areg- | Xx + Vi + MX = X| + Vi

reaction ular site to an interstitial site

Anti-Schottky | formation of interstitial de- | MX 4 2v; = M; + X!
fects by incorporation of ad-

reaction

ditional MX unit
(Anti-site (site exchange between (Mm + Xx = Mx + X3)
reaction”) cation and anion)

by the interaction reaction which the neighboring phase that defines
the exact stoichiometry. The missing equation for solving the reaction
scheme in terms of the defect concentrations is — as long as we refer to
the bulk — the electroneutrality equation. Fig. 2 displays the situation
for the Frenkel disordered AgCl. Since electronic carriers do not play
a major role in the electroneutrality equation (primarily ionic disorder
[Vf,\g] ~ [Ag;] (see Fig. 2, top)) the ionic defect concentration immedi-
ately follows from the Frenkel reaction for which a mass action law is
valid. (The validity of the mass action follows from the minimization
of the free enthalpy, which is not just proportional to the number of
defects but also contains a non-linear configurational entropy contribu-
tion.) Owing to their high concentration, the ionic defect concentrations
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Figure 2. Defect chemistry in the bulk of
uT AgCl [15].

are not significantly affected by the position in the phase diagram. (Note
that this only holds true for the relative change which matters in the
mass action constants and logarithmic representations.) The concen-
trations of the electronic carriers as minority species, however, depend
sensitively on the outer silver or chlorine partial pressure defining the ex-
act stoichiometry (see Fig. 2, top). In AgCl conduction electrons prevail
over the holes if AgCl is in contact with Ag while the converse situation is
met if AgCl is equilibrated with a pure Cly atmosphere (1 bar). Finally,
aliovalent impurities enter the electroneutrality equation and seriously
modify the equilibrium picture (see Fig. 2, center). The introduction
of positively charged defects (e.g. Cd?* on an Ag* site leading to the
defect Cd)\g) leads to an increase of all negatively charged defects (V'Ag
and ') and a decrease of all positively charged defects (Ag; andh’). This
rule of homogeneous doping (zk,cx: charge number and concentration of
mobile defect k; z, C: charge number and concentration of the dopant)

Zk(sck
25C <0 (1)

follows from the combination of the electroneutrality equation and in-
dividual mass action laws [12]. If the electroneutrality equation can be
written as a proportionality (which is always the case if two oppositely
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charged defects are prevailing, and does not necessarily imply ionic dis-
order), the defect concentration can be written as [12, 16]

ok = o (TTpPp ™) (T4 Cq ) (TLK(T)). b)

(ak denotes constants of proportionality stemming from different charge
numbers.) We recognize that temperature (T), component partial pres-
sure (P) and doping content (C) are the decisive control parameters to
tune the charge carrier budget (defect chemistry) of a given material.
Both partial pressure (e.g. Pcj, over AgCl) and doping content (e.g.
CdCl; in AgCl) enter Eq. (2) similarly. A basic difference between both
parameters is that the first can be varied in-situ while the dopants are
considered to be immobile and to be introduced ex-situ (usually under
preparation conditions). Intrinsic point defects of immobile native con-
stituents (e.g. Sr-vacancies in SrTi0O3 at moderate temperatures) also
lead to such ex-situ parameters. Frozen impurities (or dopants) usually
become mobile at very high temperatures, an actual example being the
hydroxide content in water containing oxides [17, 18]. (At high temper-
atures Py,0 then belongs to the list of P-parameters while at low T the
water content enters the list of C-parameters.) Conversely, at sufficiently
low temperatures all ionic defects become immobilized (increasing the
C-list) while the purely electronic reactions still may be fast enough.
A typical situation is Fe-doped SrTiOs in which around room temper-
ture the vacancy concentration is fixed by the pretreatment while redox
changes of the iron impurities are still active. A systematic treatment is
given in Ref. [19].

Let us consider the T-dependence: Eq. (2) describes an Arrhenius type
of dependence which is realized in Fig. 2 in the intrinsic case (pure mate-
rial or doped material at very high temperatures) but also in the extrin-
sic case (dopant governs the electroneutrality condition) at sufficiently
high temperatures (see bottom curves 1, 2). Decreasing the temperature
increases the Coulomb trapping of the charge carriers. This can be ap-
proximately described by association equilibria [20] (which augments the
number of variables k but also increases the list of K’s) (curve 3). A de-
viation from the Arrhenius dependence is noticed at high temperatures
which can be attributed to a long-range Coulomb interaction. In many
cases the resulting activity correction can be much better described by
a cube root law (u® o ¢!/3) in ¢ [21] than by a Debye-Hiickel corection
(c'/2) [20]: This behavior is immediately explained by a topological or-
der, the energetic effect of which corresponds to superimposing a defect
lattice on the perfect lattice. The resulting decrease of the effective for-
mation energy leads to an avalanche (curve 4) and eventually to a phase
transformation (superionic state) [22, 23]. Usually this is accompanied
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by a structural change leading to a sublattice-molten phase of a partic-
ular structure (a-Agl) or even to a breakdown of the total lattice (e. g.
molten AgCl).

The Fermi-levels shown in Fig. 1 are electrochemical potentials (fi)
while the fixed energy levels are electrochemical potentials minus config-
urational contributions (f°) [14]. Thus, in the case of interaction they
also include the respective energetic contributions. The configurational
terms are of Boltzmann type if the defects are diluted, and more complex
ifconcentrated. The simplest correction for the carrier k is a Fermi-Dirac
correction RT In nf——‘;; (where 1y denotes the number of defects and n the
number of available sites). The standard electrochemical potentials, 4°,
can be split into a standard chemical potential and an electrical potential
term. While the second term can also vary in equilibrium, the change
of the first term requires structural modifications if we restrict to ionic
carriers [8]. This is in contrast to electrons which perceive a quantum
mechanical confinement effect. Discrepancies between ions and electrons
are also reflected in the mobilities (ux). A non-zero mobility is a pre-
requisite for a finite conductivity of the point defect. For ionic carriers
as well as for polaronic electronic carriers the mobility is activated by
an effective migration threshold. The mobility of nearly free electronic
carriers, however, is not thermally activated, it rather decreases when T
is increased due to increased scattering effects.

3. INTERFACES: CORE AND SPACE
CHARGE EFFECTS

In the following we consider the internal interface to consist of a core
layer (thickness of the order of interatomic spacing, ~ Isl) sandwiched
between two space charge layers (thickness of the order of the Debye
length A). While in the core the structure is altered, and so are carrier
mobilities, the space charge regions are ideally zones in which the bulk
structure is essentially maintained (and so the standard potential x° and
the mobility u), i.e. only an altered point defect density is established.
This abrupt interface model is not absolutely realistic, e.g. structural
gradients reflected by elastic fields make the junction more continuous,
yet, the picture can be taken as a first approximation [24, 25]. The al-
tered core structure is simply a consequence of the different structures or
orientations of the two phases in contact. The adjustment between the
interfacial core and the bulk structure by the modified defect structure
in the space charge regions is thermodynamically expressed by the bend-
ing of the standard (partial free) energy level. Since u° is invariant, this
bending is due to the electric field term. The electric potential varia-
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tion is a consequence of the breakdown of the electroneutrality equation
which has to be replaced by Poisson’s equation in full generality. Thus
the charge density p is non-zero and determined by the curvature of the
electrical potential ¢, i.e. p < ¢".

While in complete equilibrium (Gouy-Chapman layers) the extent of
the space charge zones depends on bulk parameters only, the degree of
level bending (space charge potential) is additionally characterized by
the defect density at the layer (x = 0) which is adjacent to the core
layer (x = s). This value definitely depends on the properties of the
interface. The prediction of the space charge effect just from structure
and composition of bulk and interface or even from the properties of
the phases brought into contact is a tremendous challenge for future
theoretical and experimental studies. An appropriate thermodynamic
framework is given by the core-space charge picture described in Ref.
[24]. An appropriate working parameter is the “degree of influence” [25]

(ckO/ckoo)l/2 ~1
(cko/Ckoo) /2 +17

(cko, Ckoo being the concentrations of k at x =0 and in the bulk, respec-
tively.) It is +1 for the maximum enrichment of the carrier k, -1 for
a maximum depletion and O for a zero effect. Since all mobile defects
perceive the same electrical field, a given interfacial effect (measured
by the charge density X in the interfacial core) leads to a predictable
modification of the bulk densities according to

e = (3)

zkéck
0x

This relation may be compared to Eq. (1) and will render good service
as a “rule of heterogeneous doping” [12] as described below.

This enormous variability of the defect concentrations at interfaces
can hardly be overestimated as regards the influence on electrical and
electrochemical properties. In this way, conductors can be changed into
insulators, ion conductors may be turned into mixed or even electronic
conductors and vice versa.

It is crucial to distinguish between two types of profiles. One is real-
ized if both majority carriers k=1,2 are mobile. Then Gouy-Chapman
profiles are established in equilibrium [26]. For largeeffects (|9] — 1)
they simplify to

< 0. (4)

(5)

& (x)= cig
1 (1 + V/cio/coox/2X)?

for the enriched majority carrier. The concentration of the depleted
counter carrier follows from (c2/cae0) = (C100/€1)1?2/%! with z2c200
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Z1Cloo (21,22 are the charge numbers). (The fact that for x — oo,
¢; drops below €1 in the above equation is a consequence of the ap-
proximation and is not of interest since the range of validity is restricted
to the range between x=0 and x=2A where the bulk value is reached.)
If we integrate ¢;(x), multiply with mobility and charge of the carrier
1, we obtain the (parallel) space charge conductance (area related) as
being characterized by an effective concentration ,/CiCs and aneffective

thickness 2A:
V! = [ Fuy (22) Vr06ee. (6)
As the Debye-length A is determined via

A= [N (7)

2Z%F2(:100 ’

AY! becomes u3v/2eRT¢1p and thus independent of the bulk value. Note
that this result is also proportional to the excess charge density in the
core.

A second type of profile which is only important for depletion effects,
is often met in doped systems and is called Mott-Schottky profile [27].
If the dopant is immobile and the majority counter defects are depleted,
the space charge density is essentially determined by the frozen defect
concentration, hence x-independent; this leads to a half-Gaussian profile

for the depleted carrier 2
x—A*\?
(55) ®)

The space charge zone, which also defines the range of validity of Eq.
(8), is characterized by A* which is, in contrast to A, nowinfluencedby
the space charge potential and thus by the ratio ¢29/c200:

A= f4 g 22 (9)
Z2 C20

The reader should pay attention to the fact that (i) A* can be greater
than A and that (ii) A is now fixed by the impurity content (Cic0). The
space charge resistance (times area), Z*, is obtained via integration of
1/ca(x) yielding an effective concentration 2czo In %2 and an effective

thickness A*( ug: roughly constant)

z2

4

C2/C200 = €Xp —

)\*

Zt =
|72|Fug2cog In %z;g’-

(10)
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Table 2. Possible space charge situations for acceptor doped (D’) metal rich oxides
with oxygen vacancies and excess electrons as decisive carriers, and corresponding ef-
fective conductivity and resistivity expressions for electrons (n) and oxygen vacancies
(V), respectively [28].

concentration effective electronic conductivity, o), ,

model profile

and ionic resistivity, p.,

P (-
e 2In(c,, /c,.,)

—

2c,0In(c,, /c,,)

Schottky-

Mott l :
Py A

&/ Ohn o (2A1CnCn x \fCao
1

Phy o (2)——
cvﬂcwc cvﬂ cwu

Gouy- *
Chapman

1
O-Llnn o« (2’1)\Jcnocn¢ & Vcnﬂcnm
N r‘Cw_
1 1
x 2
p"‘-" Oc ( )\/Cvacw: N Cvﬂcw:

D U}'L,n ac (2‘1 )V cnﬂcm oc Vcnn
combined 1 1 1

* 24
v(;. p"""’ x( )vaﬂcm " \[CTG '\/cwcmc

A more systematic compilation is given by Table 2 [28].

While the effects on the mobile defects just discussed are thermody-
namically required — and the mobilities remain unchanged in the abrupt
model — the impact on carrier mobilities, but also on densities within
the structurally modified core are more difficult to estimate. In order to
visualize this last point we will consider an elemental crystal for which
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we can ignore ionic space charge effects. Since the defect formation en-
ergy in the interfacial core is clearly different from the bulk value owing
to altered coordinations and bond strengths and say modified by a factor
B, the equilibrium concentration in the core is proportional to the bulk
value to the power of 8. Let us consider, to give an example, a gas/solid
interface, ignore relaxation effects, hence taking 8 = 2/3, and assume
a bulk concentration of 10 ppm and a molar volume of 30 cm3/mole,
then the core defect concentration is assessed to be greater by a factor
of 50 compared to the bulk [1]. If we consider ionic crystals, analogous
considerations are only possible if both interfacial core and interior are
very disordered (e.g. very low defect formation energies) or structurally
very similar. Generally, however, the junction between two structurally
different regions automatically leads to a charging and to space charge
zones. In addition the mobility is different in the structurally perturbed
layer. (In metals it is well known that the mass transport along bound-
aries can be much enhanced compared to the bulk. In the case of ionic
crystals this might also be the case for low mobility materials.)

It is to be expected that for ionic materials the bulk of which is char-
acterized by a low concentration of fast defects, the space charge effects
will be of paramount significance. Let us briefly discuss a few exam-
ples which prove decisive in the context of nanocrystalline ionic mate-
rials. First let us refer to accumulation layers leading to conductivity

a)

\ " (interstitial ion) % : elac‘.lr6|'|/]J

i (imerstitial ion)

\ =+ (ion vacancy) >\ =- (electron hale}

-4i° (ion vacancy) p (electron hole)

AN

distance from interface  distance from interface

L

log ¢, =

Figure 3. Four basic situations concerning vacancy accumulation layers [29, 7).
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enhancement: Four basic situations (see Fig. 3) are worth being consid-
ered here [30]: (i) The first (a) refers to the contact of the conductor
with a second insulating solid phase which exhibits surface activity. To
this class belongs the effect that admixtures of fine alumina particles to
ionic materials such as Lil, AgCl, AgBr, TICl, CuBr increase the overall
conductivity by orders of magnitude (for reviews see [30, 31, 32]). As
the activation enthalpy indicates and the more detailed studies show,
cations are trapped to the basic oxide’s surface and mobile vacancies
left [25, 30]. When the materials are interstitially conducting in the
bulk as is the case for pure AgCl or AgBr, inversion layers may occur; in
the case of the Schottky disordered TIC1 the conductivity even changes
from anion conduction in the bulk to TI* conduction at the boundary,
(i1) The second case (b) addresses the contact of two ionic conductors at
which a redistribution over two space charge regions is thermodynam-
ically demanded. Giant conductivity anomalies observed for composi-
tions within the miscibility gap of AgBr:8-Agl [33] or AgCl:3-Agl [34]
can be explained in this way [30]. (iii) Grain boundaries are preferential
sinks for cations and anions (c). These effects can be nicely tuned by
incorporating active chemicals into the boundaries. Fig. 4 shows the

log (0T/Scm™'K)
A
I

o7 1 1
10 12 14 16 18 20 22 24

108 T /K

Figure 4. Ion conductivity for poly (0.2 pm) (curve 1) and nano (0.09 nm) crystalline
CaF2 (curve 3). The triangles (curve 2) give values of SbF;5 activated material [35, 36].
The dashed curve gives the space charge effect for 0.2 pm if the surface concentration
is at maximum. The upper curve {(curve 3) corresponds to ~ 10 nm and maximum
surface concentration.

effect of SbFs contamination on the CaFg grain boundary conductivity
[35]. As indicated by the activation energy, F~ is trapped to this flu-
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oride attractor leaving behind mobile vacancies which are responsible
for the conductivity enhancement, (iv) Finally (Fig. 3, L. h.s., d), also
fluid phases can be active: AgCl can sense ammonia gas by its effect
on the surface ion conduction [37]. Like adsorbed Og traps -electrons
at the surface of semiconducting oxides, NH3 attracts Ag" to the ad-
sorption layer which leaves a vacancy behind. Let us go back to the
grain boundary case. Many doped oxides exhibit depletion layers. If
one measures the conductivity of a SrTiO3 (Fe-doped) bicrystal perpen-
dicular to the interface, pronounced extra resistances occur the values
of which seem to increase with increasing discrepancy between interfa-
cial core and bulk structure. Both resistance and capacitance indicate
strongly decreased hole concentration in Mott-Schottky barriers (space
charge potentials 200-800 mV) [38, 39, 40]. Owing to the higher charge
the depletion of vacancies is more pronounced. The resulting decrease
of the ionic transference number could be recently measured [41]. The
simultaneous decrease of the ionic and electronic carriers which are both
important for the oxygen incorporation leads to distinct chemical resis-
tance on the oxygen diffusion which has been indeed observed in-situ by
an optical technique [42]. Such Schottky barriers seem also to be of high
relevance for the grain boundary resistance of Y-stabilized ZrQOg, leading
to a decrease of both V5 and h' [43]. Note that simultaneously the con-
duction electron concentration increases, which may be perceived only
at extreme effects [44]. In the case of rare earth doped ceria, however,
in which excess electrons play a pronounced role in the bulk (see next
section), the electronic conduction is expected to be significant at such
boundaries [45, 46, 28, 47].

Before we discuss nano-sized materials let us briefly see how boundary
and bulk effects superimpose in polycrystalline materials: The simulta-
neous influences of bulk, interfacial core and space charge effects, make
this superposition non-trivial even in a brick-layer-model. The situa-
tion is additionally aggravated by the fact that in both Gouy-Chapman
and Mott-Schottky layers the integral of c(x) and the inverse integral of
1/c(x) are distinctly different. In other words, the electrical effect of the
space charge zone itself is pronouncedly anisotropic. As shown in detail
in Ref. [48], the superposition of all the effects in a bricklayer model
leads to

G = [Gooti + Bler15L] / [62 + Bioree) (11)

(¢L: volume fraction of theinterface, fi = 1/3 = ,BE/2 ideally). Eq.
(11) describes this intercorrelation in terms of complex conductivities,
but is also valid for the d.c. values.
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The complex interfacial parameters all, Ef are composed of core and
space charge contributions [48, 30]. Eq. (11) expresses the fact that
interfacial layers parallel to the current direction can bypass the bulk,
both contributions being hindered by layers perpendicular to the current
direction. In the impedance measurements Eq. (11) leads to two semi-
circles: The high frequency semicircle is approximately characterized by
the bulk capacitance and the parallel combination of bulk and interfacial
layer, while the low frequency semicircle is determined by capacitance
(thickness) and resistance of the blocking layer to be passed. Thus, in
the general case it can be that both one and the same type of interface
acts short-circuiting and blocking depending on the orientation with re-
spect to the current flow. Polycrystalline AgCl serves as a nice example:
Both highly conducting space charge layers bypass the bulk, yet current
constriction leads to additional blocking effects. When the ceramic is
coarsened the high frequency semicircle shrinks while the low frequency
semicircle is enlarged. Usually enhancement layers are perceived in the
high frequency response, while depletion layers address the low frequency
part. Note that for certain microstructures, however, the parallel path-
ways can bypass both bulk and perpendicular grain boundary pathways.
In the case that the conduction type changes from electronic to ionic or
vice versa when we compare bulk with grain boundary, stoichiometric
polarization effects appear which can become very subtle [49].

4. NANOIONICS: NANO-SIZED CRYSTALS
AND FILMS

4.1 General Considerations

Research on the equilibrium structures of (NaCl), oligomers show [50]
that already for n > 10 the rock-salt structure is established with bulk
and surface properties not too far from values of the massive crystals.
Below that limit (corresponding to sizes of the order of 1 nm) the regime
of cluster chemistry is established with distinctly different structures and
properties.

Even though the massive structure is readily achieved, the fraction of
boundaries and thus their impact is fairly high for structures even on
the order of 10 nm and more.

Fig. 5 displays (according to Ref. [1]) the fraction of corner, edge,
plane and bulk atoms as a function of the total number of atoms for
cubic crystals: While Ny = (N1/3 —2)3 is the number of particles sitting
in the interior of the cube, the number of particles sitting in planes
(but not in edges or corners) is Np = 6(N/3 — 2)2, the number of
particles sitting in edges (but not in corners) is Ng = 12(N1/ 3 _2)
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Figure 5. The number of particles (i) sitting only in the interior (Nv), (ii) sitting in
the planes but not in edges or corners (Ny), (iii) sitting in edges but not in corners,
(iv) sitting in corners of cubic crystals (N*/3xN'/3 xN'/3) as a function of the particle
number N [1].

and the number of particles in corners is equal to Nc = 8. In Fig. 5
N¢,Ng,Np,Ny and their sum N are plotted as a function of the cube
size. The 2 x 2 x 2 cube has only corners; for the 4 x 4 x 4 cube it
holds that Ng = Np > Ny, only for cubic clusters larger than the
8 x 8 x 8 cube Ny > Np and still for a 10 x 10 x 10 cube, i.e. for 1000
particles, approximately half of the material does not sit in the interior.
Thus “trivial effects”, i. e. effects which just stem from the geometrically
changed fraction of particles sitting in different energetic positions, can
become very pronounced even if we assume the local specific free energies
of the massive crystal. As an orientation aid a cube of thickness of 300
A may be considered which corresponds, for a mean particle separation
of 5A, to a 60 x 60 x 60 crystal; there the surface volume fraction V3/V
is still 10%. Similar considerations hold for a general Wulff crystal (see
below) [1]. A striking example is the enormous depression of the melting
point of gold particles (it changes by several hundreds of degrees if the
mean radius 7 varies between 200 A and 20 A) which has been fully
explained by using parameters of massive gold [51, 52].
Another example is the e. m. f. measured for the cell [53]

Cu (macro) |CuSQO4 (H2S04)| Cu (nano)

which reflects the different surface contributions on both sides (see also
Ref. [54] for Ag(nano) deposition). For these considerations we have



95

to assume nano-crystals of equilibrium shape, for which the chemical
potential of the substance pupmx (here MX=Cu) is given by

o
pMx = pyix + —;Vm (12)

(K}fx: chemical potential of MX for infinitely large crystals, 4 and F refer
to the tension (7;) and the distance from the center (h;) of the individual
crystallographic planes (j) and obtained from these by area-averages (a;).
For Wulff crystals the ratio +;/h; is a constant. Vp, is the molar volume.)
The fraction (by volume) of the surface shell characterized by a thickness
Isl related to the total volume of a Wulff crystal follows as 3|s|/T (cubic
crystal (6N%/3 — 12N1/3 4 8) /N ~ 6N?/3/N = 6|s|/L). The significance of
Waulff shape considerations is quite restricted. Large crystals usually do
not reach the equilibrium form for kinetic reasons, while the equilibrium
form of small crystals deviates from the Wulff shape according to the
increasing influence of edges. The condition +;/h; = const for each surface
plane j has then to be replaced by (v; + Eka%—I;;‘) /h; = const (xk, Lk:

edge tension and edge length other than the k’th edge) [55]. Additionally
the influence of the substrate must usually not be ignored [56].

In a certain sense Eq. (12) offers an example for the distinction be-
tween trivial and proper size effects; here as far as energetics are con-
cerned. As long as pumx changes with size while T and 4 stay constant we
meet a trivial (here energetic) size effect, while a proper size effect comes
into play when % changes with T (see e.g. cluster chemical regime).

Similarly, we will distinguish between trivial and proper size effects
in the context of defect chemistry. Owing to the increasing fraction
of the interfacial zone, interfacial core and space charge effects become
increasingly important when the size is reduced. Proper size effects
emerge when the crystal becomes comparable with characteristic bound-
ary length scales.

4.2 Trivial and Proper Size Effects on Defect
Chemistry

Trivial size effects leave the local defect chemistry unchanged and
enter the effective conductivity via a changed ¢j, value only (see Eq.
(11)). Let us for simplicity consider a film evaporated on a substrate the
parallel conductance of which we measure as a function of the thickness L.
(we will assume that the interface to the substrate exhibits an enhanced
conductivity similar to the solid/gas interface, see Fig. 6). If the film
thickness is so large that its influence is negligible, Y! is linear in L with
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0 = L ox L concentration divided by bulk concen-

X —= L— tration)[30].

a zero-intercept. Owing to

Y = |21 |y [2\/25RT010 + cooL] , (13)

a non-zero intercept becomes visible for small thicknesses and increas-
ingly important. At L =~ 4\ the space charge influence prevails com-
pletely. So far the mean space charge conductivity |z;|Fu;
v/2¢RTc1g/2)  4/C10C100 remained unaffected (see below Fig. 7br. h. s.).
A local size effect occurs if the spacing of the interfaces is additionally re-

a)
. . "Trivial” size el'l‘ecti "True” size effect

;‘;— zFuc, - ’ ,?"] — zFuc,
¥ 3 190
¥ = '
<

(4"

1
L' -

Figure 7. a) Area related space charge conductance per film thickness representing
the measured excess space charge conductivity, as a function of inverse spacing. b)
Area related space charge conductance per boundary thickness representing the mean
specific excess space charge conductivity, as a function of inverse spacing [4].

duced, v/C10 in the above formula has to be replaced by Ve = (L, c1o)
where c* measures the concentration in the film center and is correlated
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with L and c¢yg via

C1o Cloo, MY o fCloo . " _ L
2 o (8 (—CT—,2) 8( - ,arcsm,/cl/cw)> =5

1

(14)

€ represents elliptical integrals of the first kind [57]. The influence of
c* in shown in Fig. 8. The impact on Y/l becomes now smaller than
extrapolated since the total surface charge decreases. The profiles in-
side become flatter. Eq. (14) predicts that the value ¢ig is eventually
reached throughout the sample: If L/2A approaches zero in Eq. (14),

L/A—
1 2 3 4 5 6 7 8
T T T T T T T T
20 Z,=38=Int, z,—-3
A=620A
151
I very thin films moderate thin films I
* 101 s
N
-2
5 -
-1
1E L L [ ] 1 0
0 1000 2000 3000 4000
L/A—

Figure 8. The concentration (conductivity) enhancement in the sample center as a
function of thickness (¢o = 20, A = 620 A) (z = In¢,¢ = c/cwo) [57)-

arcsin y/c}/c1o approaches 7/2 and hence ¢; — cip. The effects of
trivial and true size effect are best illustrated in Figs. 7a and 7b. Fig.
7a displays the measured conductivity obtained by relating the conduc-
tance (Y!) to the thickness, plotted as a function of 1/L. If the bulk
contribution can be ignored, it is simply:

Il 2|Z1|F\11\/2RTC10
Om = I ,

(15)

and continuously increases with decreasing L since the fraction of insu-
lating bulk diminishes. At L ~ 4A the film effectively represents a single
space charge zone. Nonetheless, further shrinkage of L still increases
ol since the local defect density in the film grows towards the limit
|z1|Fuicqo (see Fig. 8). Fig. 7b displays the development of the local
mean space charge conductivity, i.e. Y!/2). This quantity is enhanced
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compared to the local mean conductivity at L =~ 4\ by

1
TV en (16)

nano-size factor = g(L < 4A)
for L ~ 4\ the nano-size factor is unity, and adopts increasingly higher
values for L < 4\. The change at L < 4) indicates a non-trivial size
effect.

Further size effects are to be expected if structural changes occur.
This is, at the latest, the case if L is of the order of the shell thickness s.
(Indeed the decrease below typical thicknesses of the order of 1 nm has
been found to lead to distinct anomalies in the properties of nano-crystals
of some noble metals [58].) Elastic effects of longer range let emerge such
size effects at larger spacings. All these phenomena affect the levels in the
“energy level diagrams”. Note that de-localized electrons perceive the
interfaces much earlier since being effectively more extended than ions.
In pronounced semiconductors these quantum mechanical confinement
effects usually prevail over electronic space charge effects.

In addition, electrons and holes can not be sufficiently separated in
nano-crystals in order to allow the neglect of interactions. Thus both
counter-acting effects are generally important in semiconductors. Hence
the band-gap E; has been predicted [59] to depend on the size (sphere
radius r) as

Rn? [ 1 1 1.8¢2 e = v\2n
Eg—EW“““z?f[a;*m‘;]" eor +<?§“ﬂ(;) )

(Eg: band gap; Eg o is band gap for r — o0o; my, my are the effective
masses of €, h', g is the dielectric constant of the crystal. The last term
arises from dielectric screening and refers to the surrounding, character-
ized by a and n [59].). Most of the points discussed so far have been
highlighted for one-dimensional systems. For three-dimensional systems
intriguing effects occur that involve the particular roles of edges and cor-
ners. In nanocrystalline systems the size dependence of thermodynamic
properties makes differently large particles thermodynamically unlike,
which leads to peculiar conductivity effects, the consideration of which
is beyond the scope of this paper [60].

Phenomena of particular significance are boundary phase transfor-
mations. Owing to the special energetic and compositional situation,
phase transformation can occur at temperatures different from the bulk
(see also modified defect chemistry), or even transformations which are
not found in bulk structures at all may become apparent [61]. Phase
transformations which are influenced by the distance of the neighboring
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interfaces are particularly interesting. (Since the structures met in clus-
ter chemistry are not identical to the structure of the surface layer in
crystals, the above-mentioned transition from NaCl rock salt structures
to special cluster structures when n in (NaCl), becomes smaller than 10
represents such a type of phase transformation).

S. NANO-SIZED ION AND MIXED
CONDUCTORS: EXAMPLES

5.1 Nano-Sized Li Conductors

Even though numerous strategies are known that lead to nano-crystals,
it is much more difficult to produce compacted nanocrystalline samples
the conductance of which can be reliably studied. (Useful methods are
hot-pressing and explosive compaction. In the latter way an all solid
state nano-crystalline Li-battery could be fabricated [62].) Prom that
point of view films are advantageous. Lil films on SiOg substrate pre-
pared in Ref. [63] are not really nano-sized and did not exhibit space
charge anomalies, yet they were interesting from a structural viewpoint:
Thin films grow hexagonal even though massive Lil is cubic (see Fig. 9,
top). Ion conductor films which are much thinner have been grown by
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Schreck et al. [64] on a sapphire substrate (bottom picture of Fig. 9).
Even though the Y!l characteristic is of the type of the bottom picture
in Fig. 6 and even though it can be well fitted by finite space charges
[57], the parameters obtained suggest that the results are obscured by
islands formation and percolation problems [57, 30]. Nanocrystalline Li-
conductors in the form of monophasic or biphasic materials have been
studied in Refs. [65, 66]. Even though significant effects on the trans-
port is reported, no size anomalies seem to occur. Studies on LixTiSo
[65] give evidence on interfacial conductivity which is distinctly different
from the behavior of the amorphous material; studies on LizO : BoO3
essentially stress the effect of size-reduction on the percolation behavior
[66].

Since the major interest in Li materials is devoted to Li batteries, it
should be emphasized that both capacity and speed of storage of Li will
sensitively depend on the crystal size. Not only is the diffusion length
drastically reduced, also the diffusion constants are expected to change;
in addition at L < 4\ the differences between electrical capacitor, su-
percapacitor and chemical capacitor are getting blurred [7]. Two recent
findings are interesting in this context. Tarascon [67] showed that CoO
can be used in a reactive way for anodes: (i) The Li;O crystals formed
establish a thickness of about 1 nm and can be reversibly reduced, (ii)
Electronically insulating lithium iron phosphate [68] can be used as Li
cathode material, if the material is nano-crystalline and in contact with
carbon; here the grain-size is also about 1 nm [69].

5.2 Nanocrystalline CeO.

The most intensively studied nanocrystalline ion conductor is CeOs. If
appropriately doped, usually with rare earth elements, it exhibits a high
oxygen vacancy conductivity and distinctly lower electronic conductivity
[70]. If the material is pure, the conductivity is predominantly electronic
(I¢] = 2[v3).

The experimental facts are the following: Nanocrystalline ceria shows
an increased conductivity compared to coarsened material. Owing to the
distinct decrease with Po, this has been attributed to n-type electronic
conduction (with typical dependencies dlno/dInP of -1/6 or (-1/4))
[71, 72, 73].

Two extreme models are imaginable and both have been proposed:

a) The first model [71] attributes the effect solely to the disorder in
the interfacial core. In order for it to be consistent one has to assume
such a high disorder that space charge effects are negligible. Owing to
reduced formation energies of the defects there (vy,e') [74], i.e. owing



101

to a strongly modified mass action constant of oxygen incorporation, the
concentration of both ionic and electronic carriers is considered to be en-
hanced. If we assume electroneutrality in the core layer, i.e. space charge
negligible to lead intrinsic disorder, a Po,-dependence of -1/6 follows.
The observed depression of the ion conductivity then must be ascribed
to a lower mobility in the core and a reduced concentration in the bulk.
The latter might be due to the following size effect: With increasing
interfacial density so much segregation can occur that the grain interior
becomes progressively cleaner. As a result the impurity concentration in
the bulk (and hence also the Debye length) will change with grain size.
b) The second model concentrates on the space charge effect and as-
sumes negatively charged space charge zones, i.e. a positive excess charge
in the interfacial core [45]. A recent study of polycrystalline CeOz es-
sentially confirms this sign of the space charge layers necessarily leading
to an increased electronic conductivity combined with the depletion of
vacancies [41]. Thus geon should rise and ojon should fall. Very recent
careful experiments by Kim et al. [28] allowed the separation of ionic
and electronic contributions as well as bulk and space charge effects.
These investigations clearly favor the space charge model. The detailed
analysis is quite involved and given in Ref. [28].

Spectroscopic studies on nanocrystalline CeOy [73] address the above
discussed points of confinement and excitation effects on the electronic
carriers. Blue and red shifts occurring in CeO2 have been explained by
confinement and Coulomb effect according to Eq. (10). Note that edge
and corner effects are neglected in the analysis, which are, however,
expected to play a significant role [75].

53 Nanocrystalline CaF';

Nanocrystalline CaFy seems to be much better understood. Both or-
der of magnitude and activation energy strongly suggest space charge
effects characterized by increased vacancy concentrations in the space
charge zones [36] (see Fig. 4). The increased conductivity is derived
from the high frequency semicircle. When coarsening the sample this
semicircle is enlarged. Opposite to the AgCl example discussed above,
the low frequency semicircle increases, too. This finds its explanation
in the TEM pictures revealing that large pores open up which obviously
lead to increased constriction effects. The explanation of the o-values of
nano-CaFy succeeds without the need to bring finite space charges into
the play. This is also consistent with the impurity content which points
towards a very low Debye length (~ 1nm <« 9nm ~ grainsize). How-
ever, the surface effect must be assumed to be almost in the saturation
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limit, i.e. much higher than for polycrystalline material. It is, how-
ever, expected that the surface effect strongly depends on the “degree
of influence” and thus on grain size, preparation etc.

54 Nano-Sized CaF',-BaF, Heterolayers

Recently CaF,-BaF, heterolayers have been prepared by molecular
beam epitaxy [76, 77]. The spacing has been tuned from lum to val-
ues certainly below the Debye-length (1 nm). Each heterojunction is
reflected in an increase of conductivity. For moderate spacings (2 4A)
the conductivity can be quantitatively explained by space charge effects.
At very low spacings the conductivity does not saturate at L =~ 4\ (see
Fig. 10), i.e. the local boundary conductivity increases indicating finite
boundary conditions. Moreover, the conductance increases even more
steeply with increasing interfacial density. The detailed explanation of
this must go beyond the treatment above and include elastic and de-
fect interactions. Although the conductivity phenomena can be best
explained by a partial transfer of F~ from BaF3; to CaFq, a segregation
of F~ into the proper interface should not be excluded since it leads to a
lowering of the local misfit. Whatever the detailed picture is, it is clear

R CaF,

BaF,

CaF, CaF,
' BaF,
SRR CaF,

BaF, BaF,
CaF,

: BaF,

Figure 10. Comparison of the conductivity profiles in the semi-infinite space charge
and mesoscale situations. The concentration or (parallel) conductivity profiles are
sketched for the semi-infinite space charge situation (period > 8A, left), and for the
mesoscale situation (period < 8X, right) in which the space charge regions overlap
and bulk values are exceeded even in the centers of the individual layers [76].

that in this way artificial ion conductors can be generated, heterostruc-
tures in which the individual layers have lost their individuality and a
novel system property emerged.
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5.5 Agl-Al,O3; Composites: Interfacial Phase
Transformation and High Conductivities in
Stacking Faults Arrangements

A qualitatively similar explanation has been recently brought into
play to explain the anomalous Ag™ conductivities in composites of 5-Agl
and Al2O3 [78]. Whilst the conductivity effect in heterogeneously doped
AgCl or AgBr [30] can be satisfactorily interpreted by semi-infinite space
charges, the conductivity effects in 8-Agl:AlsO3 [79] two phase mixtures
are far too high. Yet, trends and dependencies are similar and suggest
related phenomena. The spacing of alumina profiles is not small enough
to generate finite space charges. A closer inspection of the X-ray results
shows a peculiar situation. The formation of stacking faults [78] at the
interface is indicated (Fig. 11). Interestingly, the stacking faults can

|Ai Ol e ey A

C | *--u:—-—c C
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ci — g c

Figure 11. TH structure repre-
sented by close packed layers of
tetrahedral sites occupied by silver

Al | A
' ions. Partial y-Agl like (left) and 3-

C . . aa ¢+ C Agl like (right) stacking sequences
. are indicated in colored regimes {78,
y-like B-like 6].

be conceived as heterolayers of v- and $-Agl on an atomic level. Since
(metastable) two phase mixtures of - and y-Agl exhibit conductivity
anomalies, a charge redistribution similar to the previous example may
occur.
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6. PERSPECTIVES OF NANO-IONICS AND
SOFT MATERIALS SCIENCE

These few examples clearly revealed the importance of the explo-
ration of the nano-scale in view of its potential to modify ion con-
ductivity in an overall sense, even locally. It is clear that these in-
terfacially dominated materials are morphologically metastable, some-
times, however, metastable enough to be stationary even at elevated
temperatures (see above examples). Nano-structuring which introduces
multi-functionality, can thus be of relevance also for comparatively high

[ “Hard” Materials Science | | “Soft” Materials Science |
structural simplicity structural complexity

compositional simplicity compositional complexity

functional simplicity functional complexity

monophase - homogeneous nano-integrated systems

(single-) crystalline high density of metastable structure elements:

high information content
aperiodic - inhomogeneous - heterogeneous

strong weak
(thermally, mechanically, chemically)

in or near equilibrium not near equilibrium far from equilibrium
dissipative structures

reproducible with high precision reproducible with low precision self-reproducing structures

Figure 12. The structuring on the nano-scale corresponds to a high density of
metastable structure elements characterizing a “soft materials science” with specific
advantages and disadvantages: the figure gives a demarcation of “soft materials sci-
ence” with respect to “hard” materials science and the other extreme case of biology,
and stresses the common points with the latter (see box) [6].

temperatures. Yet, the interfacial effects discussed above are particu-
larly significant at lower temperatures. Since it is desired to extend
the operational range of ionic devices down toward room temperature,
the significance of the exploration of the structurability on the nano-
scale in which chemistry and physics meet in an exciting way, is highly
timely. Structuring the nano-scale is one of the key successes of biol-
ogy. Apart from the use of dissipative structures or even self-replicating
structures which is intimately connected with specific biological chem-
istry, materials science even in the purely inorganic world can learn a
lot from biology in terms of compositionally and functionally structur-
ing the nano-world (see Fig. 12). This structuring is equivalent to the
introduction of metastable structure elements and corresponds to the
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Figure 13. Quantum dots as artificial single electron devices [80, 6].

implementation of a high information content which is not possible in
the thermodynamic equilibrium. Figs. 13, 14 show two examples: one
(Fig. 13) is the detailed structuring of quantum dots which represent a
true nano-scale device. The other (Fig. 14) is the situation occurring in

P Ho 4+ H,0" . .so; [ hydrophobic backbone

Figure 14. Mesoscopic arrangement of acidified water channels in the PEEK-
polymers [81, 6].

a PEM fuel cell at the electrode: The ion exchange membrane is com-
posed of an organic backbone and water filled channels. These sulfonic
acid surface groups sitting on the backbone dissociate and the protons
can be transferred away. The water channels are so tiny that electri-
cal fields are almost negligible (finite space charges!). The Pt-particles
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act as current collectors and catalysts, almost comparable to organelles
in biological cells. In future — and this is triggered by the possibility
to manipulate and to analyze the nano-scale to an advanced degree —
such a “soft materials science” will certainly become very important. Of
course leaving the safe ground of hard materials science (master example:
Si-technology) has its trade-offs in giving up the extreme stabilities and
reproducibilities which can be achieved there. There are many properties
for which high thermal or chemical stability or the enormously accurate
reproducibility of structure and property of non-complex systems will
remain indispensable such that both poles — hard and soft materials
science — will characterize future developments.
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ABSTRACT

With proper attention to experimental design (i.e., electroding, cabling, stray appara-
tus imittances, etc.) impedance/dielectric spectroscopy is a powerful tool to study the electrical
properties of nanoscale electroceramics. This study focuses on bulk non-ferroelectric materials
(ZnO, Ce0,, Ti0,) and their frequency-dependent AC electrical properties, taken from a variety
of literature sources. In particular, it is shown how to separate effective grain boundary and
grain interior resistivities and also the effective capacitances associated with each region in the
microstructure. This is possible even when Nyquist plots (-Z,, vs. Z,) without frequency mark-
ers are the only data supplied. A modified brick layer model (BLM) can be used to analyze the
impedance/dielectric properties of nanoscale ceramics.

GLOSSARY OF TERMS

A sample cross sectional area
BLM Brick Layer Model
Co grain boundary capacitance
C. grain core capacitance
C, parallel capacitance of apparatus
C,. OO RSO RRROURON real component of capacitance
C, (hiv) real component of capacitance at high frequency
C_(lov) real component of capacitance at low frequency
Ce specific grain boundary capacitance

grain core size
D’ grain size
& grain boundary width
DIC Dispersed Ionic Conductor
£, grain boundary dielectric constant
£ i s grain core dielectric constant
/DS Impedance/Dielectric Spectroscopy
L inductance of leads
1 sample interelectrode spacing

n grain boundary density




—
—
(\9]

Ver frequency at the top of the arc
R, areal grain boundary resistance
R, contact resistance
R, grain boundary resistance
Py, effective grain boundary resistivity
R, grain core resistance
R, series resistance of leads
Pogs specific grain boundary resistivity
o angular frequency
®, angular frequency at the top of the arc
Y admittance
Y, admittance pre-factor
Z impedance
Z, imaginary component of impedance
Z, real component of impedance
Z .. combined impedance of grain core and boundary contributions
INTRODUCTION

This work is a representative, but not exhaustive, treatment of recent
literature on the application of impedance/dielectric spectroscopy (I/DS) for the
study of nanoscale electroceramics. In this paper, the “nano” moniker is re-
served for materials with grain sizes in the 10 to 100 nm range. Due to tune and
space limitations, the scope will be limited to non-ferroelectric materials. In
ferroelectrics, much larger dielectric constants are encountered, and domain
structure and dynamics play as important roles as the grain boundary-controlled
behavior described in the present work. We will also not be considering
nanocomposites, e.g., dispersed ionic conductors (DICs), where a finely divided
(possibly nanoscale) insulating dispersed phase is added to enhance the conduc-
tivity of the matrix through space charge effects. [1,2] Although there has been
outstanding recent work on nanoceramics in thin film form [3-7], our intention is
to derive meaningful dielectric as well as resistivity information from I/DS. We
will show that in-plane capacitance measurements on thin films will most likely
be dominated by parallel apparatus and substrate capacitances. Therefore, we
will consider nanoceramics in bulk form only. Finally, we will restrict our atten-
tion to materials where the local grain boundary resistivity is significantly larger
than the grain core resistitivity, thus allowing for analysis by means of the widely
recognized “brick layer” model (BLM), albeit with certain modifications (see
below).

There is a small, but growing, literature regarding impedance spectros-
copy of nanoscale electroceramics, including work on ZnO [8-10] and TiO, [11-
13]. The largest body of work, however, has been on undoped and doped CeO,
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[13-18]. In most of these studies, two overlapping arcs are observed in Nyquist
plots of impedance (Z) data(-Z_ vs.Z_). This behavior is reminiscent of the
behavior in conventional electroceramics, with separate arcs for grain interiors
(high frequency) and grain boundaries (low frequency). It should be stressed
that it is often difficult to compare the I/DS results between separate studies on
the same material, due to differences in their impurity levels and/or their micro-
structures. For example, some groups studied nearly dense hot-pressed speci-
mens [12-14,17,18]; others examined partially sintered samples [11,15,16]; and
still others investigated pressed compacts of nanopowders [9,10]. Neverthe-
less, upon careful analysis, certain trends emerge from all these studies regard-
ing local grain boundary properties (resistivity, dielectric constant) and how these
differ from those of conventional microcrystalline ceramics.

A useful framework for analysis of I/DS data is the so-called “brick
layer” model (BLM), originally developed for conventional electroceramics in
the 1970s and 1980s [19-22], but recently extended to the nanoscale regime
[16] and to “real” microstructures [23], i.e., taking into account the actual shapes
of grains. In the more conventional BLM (Fig. 1), cubic grains (core size D)

series path

Figure 1: (a) Brick layer model with cubic grains of dimension D surrounded by grain
boundaries of width 8 which can be modeled by the equivalent circuit in (b), which
may be simplified to the equivalent circuit model in (c).
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are surrounded by layers (of boundary width &) such that the grain size (D’) is
the sum of D and & as shown. With a voltage gradient from top to bottom in
Fig. la and grain boundaries that are more resistive than the grain cores, the
equivalent circuit in Fig. 1b can be employed. Usually, the parallel grain bound-
ary path (along the side walls) is ignored (due to their finite dimensions and
high resistivity as assumed here), leaving the series path through the grain core
and top and bottom grain boundaries. This leads to the simplified equivalent
circuit of two parallel RC elements (one set for grain cores and one set for grain
boundaries) in series with one another as in Fig. 1c. We will proceed with this
simplified model throughout much of this paper, returning later to the modifi-
cations required at the finest grain sizes, i.e., to take into account the side wall
contributions as D and & become comparable in magnitude.

EXPERIMENTAL ISSUES

Before meaningful analysis of I/DS data can be made, care must be
taken to ensure that the data truly reflect the sample under study and are not
being influenced by stray imittances from various sources, e.g., cabling, sample
holder, electrodes, etc. [24,25]. Although one wishes to measure the imped-
ance response of the sample directly, as in Fig. 2a, this can only be done at the
front panel of the impedance analyzer and only if “perfect” (low impedance)
electrodes are employed. In reality, impedance measurements are made at some
distance from the impedance analyzer, usually in an experimental furnace used

Rs 1 Ll
AN — T
)
AN SHER
Ro L,

Figure 2: (a) Equivalent model of a sample with (RC) N in series with (RC),.. The
actual experimental setup is better represented by (b), in which there are contributions
due to contacts (cl,c2), parallel apparatus capacitance (C), lead resistance (S,,S,) and
inductance effects (L,,L,).
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to control temperature and atmosphere. The situation is better represented by
the equivalent cicuit in Fig. 2b, where series resistances (R , R ,), inductances
(L,, L,) and parallel capacitance (Cp) contributions arise from the cabling and
sample holder employed. It is possible to gain an appreciation of these contri-
butions by performing “closed circuit” (inserting a short instead of the speci-
men) and “open circuit” (removing the specimen) tests, respectively. There are
also protocols for null-correcting experimental data in an attempt to remove
these contributions [26]. In reality, one can never fully correct the experimen-
tal data if the parallel capacitance of the apparatus is comparable to or exceeds
that of the specimen. For example, unshielded alumina thermocouple protec-
tion tubes used to pass leads in and out of an experimental furnace can contrib-
ute ~ 10 pF of capacitance (per half meter of tube length). By running each I/
DS lead in its own Pt-coated and grounded thermocouple protection tube, es-
sentially extending the “coaxial cable” into the furnace, the open circuit capaci-
tance can be lowered into the sub-pF range.

The open-circuit capacitance of the apparatus therefore sets the lower
limit for capacitance measurements. This is why in-plane capacitance mea-
surements on thin films are not tractable. If we consider a thinfilm 1 pm thick
and 1 cm by 1 cm, the in-plane capacitance (assuming a dielectric constant of
~ 10) will be on the order of 0.0001 pF. Even with a grain boundary enhance-
ment factor of 10? (see below), the effective capacitance would only be in the
0.1 pFrange, i.e., below the open circuit capacitance of the best shielded/grounded
system. Furthermore, a film is typically deposited on a mm-thick substrate
which will contribute ~ 0.1 pF capacitance (assuming a dielectric constant of
~ 10) in parallel with the film capacitance. Therefore, in-plane I/DS measure-
ments on thin films will register the resistance of the film (on an insulating
substrate) but most likely the parallel capacitances of the apparatus and sub-
strate. Of course, through-film (sandwich geometry) I/DS measurements do
not suffer from these limitations.

Another factor to be considered in the collection and interpretation of
I/DS measurements is proper electroding [24]. Fig. 3 shows the effect of im-
perfect electrodes on the impedance spectra of nanoscale CeO,. What would
appear to be a dual arc (grain core, grain boundary) situation actually arises
from imperfect electrode contact with the sample. One orboth of R jand R,
(the contact resistances) in Fig. 2b become larger than the sample resistance,
due to spreading resistance (current bunching) at a limited number of point
contacts with the electrode. There is also a “gap” capacitance (one possible
contribution to C_, and C_) associated with the air-filled region between the
electrode and the rough surface of the specimen. This was clearly demon-
strated in that the larger (low frequency) arc could be made to disappear upon
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Figure 3: Nyquist plot showing the effects of imperfect electrodes on the impedance
spectra of nanoscale CeO,. Large ‘dual-arc’ behavior (<) has been shown to disap-
pear upon application of proper electroding techniques. A properly electroded sample
spectrum (#) agrees well with the 4 point DC conductivity value ().

the application of pressure (increasing contact area) or with a better job of sput-
tering (filling the gap with electrode material). When properly electroded, the
low frequency (rightmost) intercept agreed with the 4-point DC resistance [24].
It is strongly suggested that separate 4-point DC conductivity measurements be
performed to confirm the absence of such contact effects. When measuring
ionic conductors, of course, there will be additional electrode elements (not
shown in Fig. 2b) and a distinct electrode arc at low frequencies arising from
polarization effects at the electrode interfaces.

It is unfortunate when practitioners (including the authors!) neglect to
provide frequency markers on Nyquist plots (-Z_ vs. Z ) of impedance data.
Furthermore, capacitance Bode plots (real capacitance vs. frequency) are sel-
dom supplied. To date little or no attention has been paid to the capacitive/
dielectric properties of nanoscale electroceramics. Although it is possible to
determine relative capacitances due to grain boundaries and grain cores from
unlabeled Nyquist plots (see below), it is desirable to supply frequency markers
(or at least the frequency at the top of each Nyquist arc) and C-Bode plots, if
meaningful dielectric analyses are to be made.

METHODOLOGY

The premise of the current work is that good estimates of effective
resistivities (for grain cores, grain boundaries) and the ratio of effective capaci-
tances (grain boundary-to-grain core) can be obtained from Nyquist plots with
well-resolved dual arcs, whether or not frequency markers have been provided.
The extent of overlap of the two arcs or the “shape fit” of the overall spectrum
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can be used to estimate these parameters. Of course, the situation improves
markedly if the frequency markers have been provided and can be accurately
matched in fitting, thereby providing individual values for the grain and grain
boundary capacitances. The best situation is to carry out equivalent circuit
fitting of the actual raw data when this is available.

For dual-arc analysis of Nyquist data, it will be assumed that the extent
of arc depression (measured as the angle from the origin through the center of
the fitting semi-circle) is small or negligible, i.e., on the order of 10° or less.
This is true enough in many of the abovementioned nanoceramic studies [8-
10, 14, 16, 17]. This may indicate that the microstructures of these materials
(grain size and grain boundary width) are quite uniform, such that there is not a
broad spread of time constants. The analysis is also valid when both arcs are
depressed by similar amounts, i.e., they can each be fitted as “constant phase
elements”, whose complex admittances can be represented by [27]:

Y =Y oy (1)

where ®is angular frequency and nis 1 for a perfect capacitor (and Y, =C),
but less than 1 in the case of arc depression. When both arcs have the same
value of n (identical arc depression), their Y terms scale in the same way as
their capacitances would without any arc depression. We have found that shape-
fitting without arc-depression gives virtually the same ratio of capacitances.
The problematic situation is where one arc (e.g., grainboundary) is significantly
more depressed than the other arc (e.g., grain core) [18]. In such a case,
shape-fitting without arc depression can only approximate the capacitance ra-
tio. One would have to examine the capacitance Bode plot (real capacitance
vs. frequency) to get a better picture of the individual effective capacitances.
Two situations have been simulated in Figs. 4 and 5, based upon the
simple circuit in Fig. 2a. The first assumes a ratio of R /R of 10 and the
second assumes the inverse, i.e., R“b/Rgc = 1/10. The individual values selected
for the components (10* £ and 10° £2) are arbitrary, but are not inconsistent
with experimental values. A value of 107! F is assumed for C,. Again, this is
arbitrary but not inconsistent with experimental values. To generate the Nyquist
plots in Figs. 4a-f and Figs. Sa-f, the value of C, was systematically varied over
several orders of magnitude. In each case, a perfect semi-circle is obtained
when the time constants are identical, 1.e., Rgngb= RscCgc. With this as the
reference point, the value of A(RC) on each plot refers to the logarithm of the
ratio of the gram boundary RC tune constants in each case to that of the refer-
ence point, ie., log[(R,C VR,C,) ] Also given is the value of A(C) in
each case, which is the logarithm of the ratio of the effective grain boundary
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Figure 4: Nyquist plots where R /R = Figure 5: Nyquist plots where R/R =
10, Cgc = 10" F, and -1 <A(C)<2. Arc 0.1 Cgc =10"F, and 1 €A(C)<4. Arc
separation is apparent when A(RC) > 1.0.  separation is apparent when A(RC)2 1.0.

capacitance to that of the grain cores. Note that there is no plotfor A(RC) = 0.5

in each case; there was no clear indication of the second arc in this instance.
In Figs. 4 and 5 it is clear that for A(RC)2 1 there is sufficient dis-

crimination of the two arcs to estimate the ratio of Rgb/Rgc as ~ 10 or 1/10,
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respectively. Furthermore, it can be seen justhow sensitive the overall shape is
to the value of RC. At A(RC) = 1, the grain boundary arc is just distinguish-
able. At A(RC) = 2 the smaller of the two arcs is almost horizontal at its inter-
section with the larger arc. At A(RC) = 3,the cusp between the two arcs almost
reaches the real axis. This suggests that it is possible to obtain a reliable esti-
mate for the effective grain boundary capacitance (or at least the ratio of the
grain boundary-to-grain core capacitances) from the shape of an experimental
Nyquist plot. It should be pointed out that above A(RC) =3, there would be
little further change in the Nyquist plot. Unless frequency markers are pro-
vided, the ratio of effective capacitances could not be established by shape-
fitting of Nyquist plots and must be obtained from a C-Bode plot. However, the
ranges of -1 S A(C) £ 2 inFig. 4and1 £ A(C) € 4in Fig. 5 cover a wide range
of C,,/C_values, such that much larger values would not seem to be physically
reasonable. (A value of Cgb/Cgc <1, ie., A(C) <0, is also unrealistic, as de-
scribed below.)

This kind of Nyquist shape-fit analysis is only possible ifthe resistance
ratio, Rgb/Rgc, is between 1/10 on the low side (Fig. 5) and 10 on the high side
(Fig. 4). Fortunately, most of the available nanoceramic data fall in this range
[9-11,14-18]. For R /R values between 1/10 and 10, the analysis of Fig. 4 and
Fig. 5 must be repeated. This can be carried out using the simulation mode of
the “Equivalent Circuit” software [28], or by a spreadsheet routine based on the
equations given in the Appendix. For R /R  values much less than 1/10 or
much larger than 10, the analysis is not recommended. Itbecomes increasingly
difficult to accurately estimate the smaller of the two resistance values, and
shape-fitting to such a small arc becomes increasingly difficult. In such cases,
it is advisable to use C-Bode plots to obtain reliable capacitance information.

In certain instances, only one arc has been reported in Nyquist plots of
nanoceramics [8,12,13]. One possible explanation is that the two microstruc-
tural regions possess identical time constants, i.e., R, +Cap = R, C,- This is
certainly possible if R, <R (requiring C_ > C_),but Is unhkely forR, >R
(requiring C, <C). In the brick layer model “the ratio of effective capa01—
tances is given by [27]:

s Cy [e%%c )(%) )

where € is dielectric constant, D is grain size, and & is grain boundary width.
Both factors on the right side of this equation are expected to increase C,, rela-
tive to C. given that D is typically larger than &, and that grain boundary
regions tend to be more polarizable than grain core regions (see below). A



120

more likely scenario is that one resistance proves to be orders of magnitude
larger than the other resistance. In such a case the lower resistance arc will not
be visible in the Nyquist plot. If the remaining arc is negligibly depressed
below the real axis, its capacitance can be determined according to [27]:

C= (0, R)" €))

where R is the diameter of the arc (or the resistance of the element), 0, = 21me,

and v,is the frequency at the top of the arc. This capacitance can, in turn, be
compared with the bulk (grain core) capacitance calculated from the published
single crystal dielectric constant and the measured geometry of the specimen.
Ifit is much greater than the bulk capacitance, it probably arises from the grain
boundaries, and R >> R If the two capacitances are comparable, the arc is
probably attrlbutable to the grain cores (R, <<R_).

ANALYSIS AND DISCUSSION

Grain Boundary Resistance

Using shape-fit analysis of dual-arc Nyquist data or, in certain cases,
RC analysis of single-arc Nyquist plots (using Eq. 3), grainboundary resistance
information was calculated fromvarious literature sources. Effective resistivities
were calculated based upon as-pressed specimen geometries:

R, = p,, (A) @)

where p,, is the effective grain boundary resistivity, R, is the experimental
grain boundary resistance (i.e., the diameter of the grain boundary arc), and A/l
represent the overall sample dimensions, i.e., cross-sectional area (A) and
interelectrode spacing (1). The as-pressed specimen dimensions were employed
in each case, since few studies report final (as-fired) dimensions. This should
not significantly alter the magnitude of the results.

It is of interest to compare the grain boundary resistances between
different studies on the same nanoceramic, and also between nanoscale and
microscale ceramics. A common approach is to calculate “specific” (local)
grain boundary resistivity (psgb) from the effective grain boundary resistivity,
using [27]:

(D/S) &)

sgb
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However, this requires an independent knowledge of the grain boundary width
(8). Instead, we have opted to calculate the areal grain boundary resistance (the
resistance of a cm? unit area of grain boundary, R_ ) [29]:

R, =pg/n, (6)

agh

where n, is the grain boundary density (number of grain boundaries per unit
length). For an equiaxed microstructure with a narrow distribution of grain
sizes, n, is essentially the inverse of the grain size (n,, ~ 1/D”). The results of
this analysis are given in Table 1.

There are two important observations to be made from the resistance
information in Table 1. First, there are fairly wide variations in grain boundary
resistance for the same material having similar grain size but made by different
means, i.e., having different impurity contents. Second, it is obvious that, with
the exception of one TiO, study [12], the areal grain boundary resistance tends
to increase by 3-5 orders of magnitude when the grains are grown from the 10-
20 nanometer range into the micrometer range. This means that individual grain
boundaries are far less resistive in nanoceramics than in the corresponding mi-
crocrystalline materials. Many of the literature studies cited in the Introduction
have reached the same conclusion.

Chiang has discussed several possible explanations for the grain size-
dependent resistance of grain boundaries in nanoceramics [30]. At sufficiently
small grain sizes, nanocrystalline materials can be dominated by the defect
properties of their interfaces. Several groups have demonstrated that the
reduction enthalpy associated with oxygen vacancy formation in nanocrystalline
CeO, is less than half the bulk value [14,15,17,18]. When the vacancy
concentration is fixed by acceptor impurities, intentional or otherwise, the
electron population can be orders of magnitude higher (and the local resistivity
orders of magnitude lower) than in a correspondingly doped microcrystalline
material. Another possibility involves impingement and overlap of space-charge
regions, i.e., when the grain size approaches the scale of the Debye length. This
can alter both the grain boundary “width” and the height of potential barriers at
grain boundaries [2]. Finally, grain size-dependent solute segregation must be
taken into account [13,30]. The specific surface area of grain boundaries
increases dramatically as grain size is reduced into the nanometer range. The
amount of solute competing for energetically favorable grain boundary sites
becomes limited. This will influence both the height of grain boundary barriers
and the extent of space charge regions adjacent to the boundaries.
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Grain Boundary Capacitance

Few prior works have dealt with the issue of grain boundary capaci-
tance in nanoceramic materials. Again, we have opted not to consider “‘spe-
cific” grain boundary capacitance, ngb [30],

C, = C, (6/D) Q)

which requires independent knowledge of the grain boundary “width” (8). In-
stead, by shape-fitting of Nyquist dual-arc data or RC analysis of single-arc
data (Eq. 3), we can estimate the ratio of the effective capacitances due to
grain boundaries and grain cores (C_/C_). When frequency markers were
provided on Nyquist plots, we were able to confirm that the grain core capaci-
tances were in reasonable agreement with published values of dielectric con-
stant [31,32], taking into account the reported specimen geometries. The re-
sults for various literature studies are given in Table 1.

In one case, shape-fitting was not possible, due to the grain boundary
arc appearing as an ill-defined shoulder (withR o™ 1710 Rgc) at low frequencies
in Nyquist plots [16]. Fortunately, capacitance Bode plots were provided in
that study. Figs. 6 and 7 show real capacitance Bode plots corresponding to the
Nyquist plots in Figs. 4 and 5. As before, the component resistance values
were fixed as 10*€2 and 10° €2, and the grain core capacitance was fixed as
10" F. The effective grain boundary capacitance was then varied over a wide
range, -1 £A(C) <2 in Fig. 6 and 1 £A(C) £4 in Fig. 7, where A(C) is the
logarithm of the ratio of the effective grain boundary capacitance to that of the
grain cores, i.e., log (Cgb/Cgc). Also shown in each figure is a plot of
log[C_(lov)/C,_(hiV)] vs. log (Cgb/Cgc). Each real capacitance Bode plot shows
two plateaus, one atlow frequency (C_(loV)) and one at high frequency (C_(hiv)).
Given either situation, Rgb ~ lORgc (Fig. 6) or Rgb ~1/10 Rgc (Fig. 7), the effec-
tive capacitance ratio can be estimated from Fig. 6b or Fig. 7b, respectively,
based upon observable plateaus in the experimental C-Bode data. In this way,
a value of log (Cgb/Cgc) was obtained for the data in Ref. [16]. It should be
stressed that situations with resistance ratios between R /R =1/10 and
Rgb/Rgc ~ 10 must be individually modeled using “Equivalent Circuit” or the
equations in the Appendix. Extracting capacitance ratios for resistance ratios
outside this range is not advisable unless high quality Z-Bode and C-Bode data
are available, with clear dual-plateau behavior [16].

What is immediately obvious from the capacitance ratio data in Table 1
is that a wide range of values are obtained, from essentially unity to in excess of
103, even with the same host material and virtually identical grain sizes. This is
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+:[0,-1]. (b) The effective capacitance ra- +:[0,1]. (b) The effective capacitance ra-
tio versus actual capacitance ratio. tio versus actual capacitance ratio.

most likely indicative of variations in overall, as well as local, impurity concen-
trations from sample to sample.

Small capacitance ratios in Table 1 are relatively easy to explain in
terms of Eq. 2. Grain size and grain boundary “width” may be comparable in
these samples, due to broad space charge regions. At the same time, the dielec-
tric constant in these regions may not be significantly different from bulk (and
residual grain core) regions. In instances when space charge regions should be
insignificant, e.g. in highly doped materials, a more complicated analysis may
be required [12].

On the other hand, large capacitance ratios are more difficult to under-
stand. In at least four instances, the grain boundary arc appeared as a small
feature at low frequencies (on the right side) of the dominant grain core arc in
Nyquist plots [9,11,14,16]. For such a feature to appear, the effective grain
boundary capacitance must be much larger than the effective grain core capaci-
tance, given that the grain boundaries are much less resistive than the grain
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cores. For example, to achieve A(RC) =1 in the R b 1/10 R, situation re-
quires a A(C) of 2, ie., C,, two orders of magnitude larger than C_.. This
follows from the mathematical analysis in the Appendix. For R <<R_itis
shown that:

2
Crel R (o
e(o%re(hi")_)“{ gngc) ( %c) ®

The (R, /R ) term in this equation accounts for the simulated data
lying approximately two orders of magnitude or (1/10)* below the line repre-
senting [C_(lov)/C_(hiv)] = (C/C in Fig. Tb. A large grain boundary ca-
pacitance was confirmed in brick layer model (BLM) fitting of C-Bode data in
Ref. [16].

To account for capacitance ratios in the 10? < Cgb/Cgc < 103 range or
larger within the BLM framework, it is necessary to combine large ratios of
(D/9) ande o/ Eg- Lhere is a practical upper limit to (D/3) ~ 100 for D’ ~ 10 nm,
since ® cannot be smaller than atomic dimensions ( ~ 0.1 nm). It is more likely
that & is on the nanometer scale. In either case, capacitance ratios larger than
10? require substantially higher local dielectric constants at grain boundaries.
This may be a result of highly disordered and more polarizable regions near
grain boundaries, but may also be a function of solute segregation to grain
boundaries, which can also influence the local polarizability. Differences in
solute segregation to grain boundaries arising from different processing and/or
overall impurity content may also account for sample-to-sample variations for
measurements on otherwise identical materials (same oxide and comparable
grain size).

Modified Brick Layer Modeling

We began this review by assuming that the local (or specific) grain
boundary resistivity was greater than grain core resistivity, in order to apply the
brick layer model. Itis interesting to consider how this can remain true, while
achieving effective grain boundary resistances (and resistivities) smaller than
those of the grain cores. Elsewhere [16] we have developed the equations to
model the frequency-dependent impedance/dielectric behavior of the equiva-
lent circuit in Fig. 1b. This modified BLM assumes the cubic grain geometry of
Fig. la and takes into account the side-wall contributions. Each region, grain
core and grain boundary, has a fixed specific resistivity. For simplicity, it is
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assumed that local grain boundary and grain core dielectric constants are iden-
tical.

Figure 8a shows how the ratio of C_(lov)/C_(hiV), taken from the two
plateaus in C-real Bode plots, varies with grain size for three different values of
resistivity ratio. Here, the resistivity ratio is the ratio of the local or specific
resistivity of grain boundaries to that of the grain cores, ie., P /P, Each
curve goes through a maximum where the resistivity ratio is equal to the ratio,
D/8. At this point the two contributions have equal effective resistances,
R,= Rgc. For example, the grain boundaries are 10° times more resistive than
the grain cores when p,.,/p, . = 1000, however at D/& = 10° grain boundaries
comprise only 1/1000th of the series path in Fig. 2c, so the resistances are
equal.

Our prior work showed that at grain sizes less than the maximum, the
corresponding Nyquist plots look like those in Fig. 4, with the grain boundary
(low frequency, rightmost) arc being larger than that of the grain cores. This is
the classic BLM regime, and it can be seen that C,_(lov)/C_(hiv) scales directly
with D/&in accordance with Eq. 2. For example, C_(lov)/C_(hiv) increases
from 10’ to 10? as D/ increases from 10 to 10? (for a resistivity ratio of 1000).

At grain sizes larger than the peak in Fig. 8a, there is a decrease in
C.(ov)/C_(hiv). This follows from Eq. 7, as described previously, and is due to
the effective grain boundary resistance becoming less than that of the grain
cores. The Nyquist plots were identical to those in Fig. 5, with the grain bound-
ary (low frequency, rightmost) arc being much smaller than the grain core arc.
Although the resistivity ratio is still such that grain boundaries represent a local
barrier to charge transport, at large values of D/ there are too few grain bound-
aries in the series path of Fig. 1b to generate a large grain boundary resistance.

The analysis in Ref. [16] indicated that impedance data for nanoceria
fell predominantly to the right of the peak in Fig. 8a, and that the resistivity ratios
required for fitting were quite small, in the 1-40 range. However, when grain
growth into the micrometer range was carried out, the situation reverted to the
classic BLM situation, with the data falling to the left of the peak, and with a
much larger resistivity ratio ( ~ 10%). This analysis is consistent with the present
results indicating that the areal grain boundary resistance is much lower in
nanophase ceramics than in their conventional microcrystalline counterparts.

An additional observation is that data must fall at or near a peak in Fig.
8a for two distinct arcs to be observed in Nyquist plots. At the very peak, two
arcs of equal size are obtained [16]. As D/9 is increased or decreased by an
order of magnitude, we reach the R = 1/10 Rgc or Rgb = lORgc situations, re-
spectively. The most interesting aspect of the nanoceramic I/DS data consid-
ered in this study is that two arcs are usually observed. This supports the notion



127

= o BLM :

2 0.8 - 4

\-..rs » g

9 0.6 - %

Z o

< 0.4 1 SR TR

U [y

e 0.2 T & -

an ! 4

'_'O 0 T T T T 1
0 2 4 6 8 0 02 04 06 08 1

log [D/3] log [D/3]

Figure 8: (a) Effects of grain size on C_(lov)/C_(hiv), where R o/ Re= 1000(<);
100(x); and 10(A). (b) Enlargement showing the small grain size region of (a).

that the local (specific) grain boundary resistivities must be relatively low in
nano- vs. micro-scale ceramics.

It is interesting to consider the role of side-wall contributions to the
impedance/dielectric behavior. Figure 8b shows an enlargement of the small
grain size region of Fig. 8a. The deviation from BLM behavior at larger D/&
values is due to the nearby maximum in Fig. 8a, and is not associated with side-
wall effects. As the resistivity ratio increases and the maximum moves to larger
values of D/8, the curves approach the classical BLM line. However, all three
curves fall above the BLM line as D/86 — 1 (log[D/3] — 0), as shown in Fig.
8b. This is due to the side-wall contributions, which must therefore be taken
into account whenever a combination of small grain size and large grain bound-
ary “width” is encountered.

CONCLUSIONS

With proper attention to cabling, electroding, and correction for stray
apparatus imittances, impedance/dielectric spectroscopy is a powerful tool to
study the frequency-dependent electrical/dielectric properties of nanoceramics.
The present work outlined a technique to evaluate the effective resistances and
capacitances due to grain cores and grain boundaries in conventional (non-
ferroelectric) ceramics, based upon shape-fitting of dual-arc Nyquist plots,
whether or not frequency markers have been supplied. When possible, how-
ever, this procedure should be supplemented by standard C-Bode plot analysis
and overall equivalent circuit fitting to the raw data.

The available literature for bulk nanoceramics (ZnO, CeO,, TiO,)indi-
cates that the areal grain boundary resistance (the resistance of a single grain
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boundary of unit area) tends to be 3-5 orders of magnitude smaller in
nanoceramics than in their microcrystalline counterparts. This is most likely
associated with grain size-dependent phenomena, e.g., impurity segregation to
grain boundaries and/or decreased defect formation energies at grain bound-
aries. There is considerable variation in areal grain boundary resistance be-
tween specimens of the same material and having the same grain size, but with
different impurity contents.

The capacitance ratio, grain boundary-to-grain core, in a given
nanoceramic material was found to vary considerably from sample to sample,
even at the same grain size. This was found by both shape-fitting of dual-arc
Nyquist plots and by real capacitance Bode plot analysis. In several instances,
large values of the ratio, C gb/Cgc, were obtained, some in excess of 103. At such
small grain sizes, this would require both small values of grain boundary width
and large local dielectric constants, according to conventional brick layer model
(BLM) analysis.

A modified BLM analysis was employed to account for the unique
dual-arc behavior seen in the Nyquist plots of nanoceramic specimens. There
is a peak in the capacitance ratio, C_(lov)/C,_ (hiV), vs. D/ plot where R.=R,.
At smaller grain sizes, the effective grain boundary resistance is larger than that
of the grain cores, and conventional BLM behavior is observed. However, at
grain sizes larger than the peak, the effective grain boundary resistance be-
comes smaller than that of the grain cores. The resulting C_(lov)/C_(hiV) be-
havior will be substantially less than the ratio of C_/C_in such an instance.

The BLM does not take into account side-wall contributions to the elec-
trical/dielectric properties. A modified BLM has been developed, which ac-
counts for side-wall contributions and predicts the behavior as D and & become
comparable in size.

APPENDIX

The equivalent circuit consisting of two RC elements in series as shown
in Fig. 1c can be described by a single impedance value of the form R+jX. The
impedance of a resistor and capacitor element are R and (jwC)" respectively
where j denotes ‘/-l, ® is the angular frequency (2xv), and R and C are the
resistance and capacitance, respectively. Combining the resistance and capaci-
tance impedances in parallel, each RC element can be replaced by an equiva-
lent impedance value given below:
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__Rj(joci)" _R;-jRac;
4= R; +(joC ! R;Cim)? +1 (4D

where 1 denotes gb or gc. The total impedance of the system (Z,,_), therefore, is
the combination of the impedances given by Eq. A1 in series Z,+ ch). The
real and imaginary portions of the total impedance are given below:

R R
_Rgb  , Rge

Ziotal,re = A2
RgpCep®?+1 (RgeCye)?+1 (A2a)
Rgb Cgbw E ZCEC(D
Ztotal im = (A2b)

(Rgngbm) +1 (RgcC gc(o) +1

The capacitance of the system can be determined from the total equiva-
lent impedance by the expression C_ =-Z,_, lm/((1){Zml|2) [16], where IZMII2 is
the modulus squared of the 1mpedance and is givenby Z_, 2+ Z . .2 Using

Eq. A2a and b, the real component of the capacitance is given by

) Rgb’Cb [(R Eccgcm)2 + 1]+ Rgc2Coc kRgbCEbco)z + 1]
(RgbRgcm)z(Cgc +Cgb)2 +(Rge +Rgb)2

(A3)

Two limiting cases are considered, ® —» o= (C, (hiv)) and @ — 0(C,_(lov)). At
high frequencies Eq. A3 simplifies to:

C(hiv) = C,C/(C,, + C,) (A4)

In the limit of ® — 0, however, the resistance of both the grain boundaries and
cores partially govern the capacitance of the system.

R 2Cp +R 5 2C
Cre(lov)=—£—£0 0 8¢ (AS)
R +Rgo)

In the case where R , >>R__ this equation reduces to:

C,(Iov) ~C, + (R /R YC,. (A6)
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and in the opposite case where R, >> R, the capacitance reduces to:
Cellov)~C  + (Rgb/Rgc)ZCgb (A7)

Combining Eq. A4 and A7 in the case where Rgc >> Rgb itcanbe shown that the
ratio of C_(lov) to C_(hiv) when C,,>>C_ (which is typically the case) is
given by:

2
_____Cre(IOV) =1+ B_gl)_ Eib_ (A8)
C ro(hiv) Rge | | Cge

Note that in the opposite case when R  >> Rgc and Cgb >> Cgc the combination
of Eq. A4 and A6 gives:

2
Crellov) _Cegb | (Rgc } 49

Cre(hiv) Cgc |Rgp

which is approximately Cgb/Cgc as seen in Fig. 6.
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CHARACTERIZATION OF NANOCRYSTALLINE
OXIDES BY EXAFS SPECTROSCOPY

Alan V. Chadwick and Georgina E. Rush
Centre for Materials Research, School of Physical Sciences, University of Kent, Canterbury,
Kent CT2 7NR, UK.

L INTRODUCTION

Nanostructured materials and nanophase systems are terms used to
describe materials with structure on the scale of 1 to 100 nm. In comparison to
their bulk counterparts they often have unique physical and chemical
properties [1-7] and are currently the focus of intense academic and
technological interest. In general terms the origins of the unusual behaviour
are (i) that the particles have dimensions comparable to the length scale of
basic quanta in solids (e.g. the de Broglie wavelength of electrons, phonon
wavelengths, mean-free path of excitons, etc.) and/or (ii) surface effects
dominate the thermodynamics and energetics of the particles (e.g. crystal
structure, surface morphology, reactivity, etc.). This chapter will concentrate
on one type of nanocrystalline material, namely the simple binary oxides,
which have a wide range of applications, including specialised ceramics, solid
electrolytes, heterogeneous catalysts and catalyst supports. Ceramics made
from these materials can be both superhard, due to the dimensions being too
small to support Frank-Read dislocation loops, and superplastic, due to the
large number of grain boundaries. The surface reactivity of a nanocrystal
would be expected to be high due to the high surface-to-volume ratio, however
there seems to be an additional enhancement factor arising from unusual
surface morphologies [8,9]. In ionic materials there is the prospect of novel
point defect possibilities when the diameter of the nanocrystal is smaller than
the width of the space-charge layer [10,11] which would result in unusually
high ionic conductivities with implications for improved performance of
electrolytes in fuel cells, batteries and sensors [12].

As with all nanocrystalline materials the key to understanding the
unusual properties of the oxides is a detailed knowledge of their atomic level
microstructure.  One approach to information on the microstructure is



134

Extended X-ray Absorption Fine Structure (EXAFS) measurements and it is
has been used by several groups in the study of nanocrystalline materials. The
objective of this chapter is to present an overview the EXAFS work on the
nanocrystalline oxides. In the space available it is not possible to review all
the work in this area and we shall focus on the systems we have been
investigating over the last decade, namely tin oxide (SnQ;), zinc oxide (ZnO),
zirconium oxide (zirconia, Zr0;) and cerium oxide (ceria, CeQO;) and the
current view of the microstructure of materials. We are aware that many of the
readers of this volume will not be familiar with EXAFS technique. Therefore
in the next Section we will outline the technique, describing the principles of
the technique, the experimental arrangement and the data analysis. References
will be given to more detailed texts. This Section will be followed by a
consideration by each of the materials, dealing firstly with the pure materials
and following this with a discussion of the doped oxides.

Before we begin any discussion of the details of the technique and the
materials it is worth reviewing the models that have been proposed for the
microstructure of nanocrystals. A schematic picture that is often used to
represent a nanocrystal is shown in Figure 1 and this shows the crystalline
grains and the intergrain region. A fundamental question is the extent of the
disordered region between the grains. In simple terms, are these normal grain
boundaries like those found in bulk solids and only a few atoms thick, or are
they more extensive? The thickness of the interfacial region will affect the
fraction of atoms in the sample that are in surface sites and some estimates for
magnesium oxide are shown in Figure 2. It is worth noting that in the early
work on nanocrystals several authors intuitively assumed that there was
extensive disorder in the interfacial regions and that this was a cause of many
of the unusual properties of nanocrystalline materials. ~ We will see that the
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resolution of this question can be achieved by EXAFS experiments. A
common feature of nanocrystalline materials is their ability to dissolve large
amounts of impurity atoms. The location of these atoms, in the crystal grains
or in the interfaces, is another problem that can be resolved by EXAFS
experiments. We will see later in this chapter how the nature of the grain
boundaries and the position of impurity atoms has been determined for
nanocrystalline oxides.

II. EXAFS METHODOLOGY

II.1. Basic Theory

In X-ray absorption spectroscopy the absorption coefficient, y ( = log
[incident intensity/transmitted intensity]) of a sample is measured as a function
of the incident photon energy across the absorption edge for the ejection of a
core level (K or L) electron.
The typical spectrum for
condensed matter is shown
in Figure 3. Beyond the
absorption edge there are

i EXAFS

U{\/ oscillations referred to as
fine structure, which can be
| about 1/10 of the size of the

edge step and which
decrease in magnitude with

XANES

#
¢
’

Absorption coefficient, J4 ——®

prre-t'euge increasing X-ray energy.
eature . .
The whole region is referred
e to as X-ray Absorption Fine

° Incident X-Ray Energy ——» Structure (XAFS) and s
divided into two regions, the
X-ray  Absorption  Near
Edge Structure (XANES)
extending about 50 eV
beyond the edge, and the Extended X-ray Absorption Fine Structure (EXAFS)
extending typically 1000 eV beyond the edge. In addition, there can be pre-
edge features in the spectrum. All these three types of feature provide
structural information about the target atom, the atom which is emitting the
photoelectron. The pre-edge features arise from excitations of the core
electron to higher states within the atom and can fingerprint the oxidation state
of the atom. In the XANES region the photoelectron is moving slowly and
becoming involved with orbitals of the neighbouring atoms. This region

Figure 3. A typical XAS spectrum.
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provides a fingerprint for the oxidation state of the atom and its local co-
ordination geometry. It is the oscillations in the EXAFS region that can be
analysed in detail to provide quantitative information on the local environment.
In this region the photoelectron is moving rapidly and is subject to single
scattering events with the surrounding atoms. The theory of EXAFS can be
found in several texts [13-16]. The oscillations arise from the photoelectron
wave being backscattered and interfering with the outgoing wave. If the two
waves are in phase there will be constructive interference, a lower final state
energy and a higher probability for absorption. If the two waves are out of
phase then there will be destructive interference, higher final state energy and a
lower probability for absorption. Thus as the incident photon energy increases
so does the energy of the emitted photoelectron with consequential changes on
its wavelength. Since the distance between the target atom and its neighbours
is fixed there will be shifts in and out of phase and hence the observation of the
EXAFS oscillations.

From the qualitative explanation in the preceding paragraph it should
be clear that the frequency of the EXAFS oscillations contains information on
the distance from the target atom from its neighbours. The intensity of the
oscillations will depend on the type of atom which is acting as the
backscatterer, i.e. the higher the atomic weight the more intense the
oscillations, and the number of backscattering atoms. To be more precise,
after subtraction of the background absorption, the normalised absorption
coefficient, y(k), as a function of the photoelectron momentum, k, can be
written in an equation of the form [15,17]:-

x(k)=

Z.k[;,ajz | f (7 )lexp(-205k? )exp(-2R; /A ) sin(2 kR ; +/ ; + 26 )
kR,

J

Here N; is the number of atoms (all of the same type) in shell j with
backscattering factor fi{m) at a distance R; from the central atom. The other
terms in Equation 1 are a Debye-Waller like factor ¢; expressing the mean
square variation in R;, the phase factors § and y; of the photoelectron wave
which depend on the central and scattering atom, and A the mean free path of
the photoelectron. The Fourier transform of k. y(k) with respect to sin(2kR) or
exp(-2ikR) yields a partial radial distribution function in real space with peak
areas proportional to N;. Ifthe phase factors are known, either from theoretical
calculations or model compounds (i.e. fitted from the EXAFS of chemically
similar compounds to that under investigation but withknown R; and &), then
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the radial distances can be determined, typically out to 5A from the targe
atom. The uncertainty in R; that can be achieved with EXAFS is about +/- 0.01
A. The determination of N is usually less accurate, about +/- 20%, as it is
strongly coupled to the Debye-Waller factor. fi(z) does not vary strongly with
atomic number and the identification of the type of atoms in the shells is
limited to differentiation between rows of the Periodic Table. The advantages
of EXAFS over diffraction methods are that it does not depend on long range
order, hence it can be used to study local environments in both crystalline and
amorphous solids, and liquids, it is atom specific and can be sensitive to low
concentrations of the target atom.

I1.2. Experimental Procedures

The set up of a typical XAFS experiment is shown schematically in
Figure 4. The requirement of a high intensity, tunable X-ray source means that
the majority of experiments are now undertaken on synchrotron radiation
sources. The experiment is basically simple. The white beam from the
synchrotron is passed through a two crystal (usually silicon) monochromator,
the wavelength being selected by the Bragg condition and step-wise rotation of
the crystals allows a sweep of the X-ray energy. The intensity of the X-ray

2 GeV Electron
Accelerator

Collimator I, lon Chamber I, lon Chamber

Focusing
e Double Crystal
Monochromator

Fluorescence 1—-

Detector

Figure 4. The schematic layout of a typical EXAFS station (9.2 at the Daresbury SRS)

beam incident on the sample, I,, is measured with an ion chamber filled with a
gas mixture set to be 80% transmitting. For samples in which the target atom
is concentrated (>1%) a transmission mode is employed and the transmitted
intensity, I, is measured with a second ion chamber, in this case set to be 80%
absorbing. The absorption coefficient is simply evaluated from log (I,/I,). The
sample thickness for a transmission experiment is adjusted to give a step jump
at the absorption edge of y about 1, by using thin films or making pellets of
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powders with a non-adsorbing diluent (i.e. containing only light atoms, for
example boron nitride, silica or polythene). For dilute samples a fluorescence
mode is used, where the fluorescence X-rays which are emitted upon
absorption of the incident X-rays are used to monitor the absorption
coefficient. A scan will typically take the order of 30 minutes. XAFS spectra
can be collected for most elements in the Periodic Table, however for the
lighter elements (roughly those lighter than calcium) air absorption will
significant and the sample needs to be in a vacuum along with the X-ray beam.

The data that will be discussed in later Sections was all collected at the
Daresbury SRS which is an electron storage ring operating at 2 GeV and an
average current of 150 mA. EXAFS stations 7.1, 8.1, 9.2 or 9.3 were used for
the work and these have ion chambers for transmission experiments and multi-
element solid state detectors (Canberra) for fluorescence experiments [18].
There are order-sorting monochromators on these stations which allow higher
harmonics to be rejected from the incident beam. These stations also allow
data to be collected in 'quick-scanning mode' which reduces the scan time to
the order of a few minutes. Station 9.3 is a combined station allowing the
simultaneous collection of XAS spectra and X-ray powder diffraction (XRPD)
patterns from the sample. This station is also equipped with a specially
designed furnace so that data can be collected at any temperature between
ambient and 1100°C [19], This has proved particularly useful in the study of
the effects of grain growth in nanocrystalline samples.

EXAFS data analysis is performed with interactive computer
programmes, such as the EXCALIB, EXBACK and EXCURVE codes
developed at the Daresbury SRS [20] or the University of Washington codes,
UWAXES [21]. The work in this chapter was analysed with the Daresbury
suite of programmes. EXCALIB allows for correction of the monitors for
background counts and converts monochromator angle to X-ray energy.
EXBACK removes background X-ray absorption of the atom to produce the
normalised absorption, y(k). EXCURVE, The final step in the procedure is
least-squares fitting the data to a model of the local structure with parameters
such as N, R; and A; [= 2071 as variables. Typical graphical outputs from
EXCURVE are shown in Figures 5 and 6 which are for the Zr K-edge EXAFS
of bulk ZrO,. Figure 5 is a plot of the experimental normalised absorption
coefficient, #(k), (depicted by a solid line) as a function of the X-ray wave
vector, k, in A", and the value predicted by the theoretical model (depicted by
the dashed line). Since the magnitude of the EXAFS oscillations decreases
with increasing k it is usual to weight y(k) by multiplying by &, K or k' to
emphasise the oscillations at high k. The iterative least-squares fitting in
EXCURVE provides the 'best-fit' to the normalised absorption plot, the quality
of the fit being measured by the sum of the deviations between the experiment
and the model, usually expressed as a percentage. Figure 6 is a plot of the
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Figure 5. Zr K-edge EXAFS spectrum (A" - weighted) for bulk monochinic zircoma. The
solid line is the experimental data and the dashed line the best fit,
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Figure 6. The Fourier transform of the data shown in Figure 5. The solid line is the
experimental data and the dashed line the best fit.

magnitude of the Fourier transform as a function of radial distance, R. It is
important to note that the Fourier transformation has to be performed with a
phase-shift, usually that for the atom in the first co-ordination shell. Thus for
compounds it can be misleading to read off peak positions from these plots as
exact radial distances. Tabulated output from EXCURVE contains the best-fit
parameters, the errors on the parameters, the correlation matrix for the
parameters and the quality of the fit. EXCURVE has the facility to isolate a
peak in the Fourier transform and back transform to yield the normalised
absorption, referred to as 'Fourier filtering'. This can be useful in the early
stages of an analysis to determine the types of atoms in a co-ordination shell.
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III. EXAFS STUDIES OF NANOCRYSTALLINE
BINARY OXIDES

III.1. General considerations

Before we consider the individual systems it is worthwhile considering
what we might expect the EXAFS spectrum of a nanocrystalline system. The
first effect will be that of the grain size affecting (reducing) the average co-
ordination numbers of the shells of neighbours and hence attenuating the
intensity of the oscillations in the normalised EXAFS spectrum and reducing
the size of the peaks in the Fourier transform plot. From the size and shape of
the nanocrystals the effect can be calculated from simple geometry. Clearly,
the farther the distance of the shell from the target atom the bigger will be the
reduction in the average co-ordination number, CN. For the EXAFS of the
metal atom in a binary oxide, MO, no effect is expected for the first shell of O
atoms. Oxide surfaces in air will be covered by a layer of adsorbed O or OH.
The most obvious effect will be on the second shell, the M-M correlation.
Figure 7 shows the calculated average value for the second shell CN as a
function of grain diameter for some simple oxides with fcc M sub-lattices
assuming a cubic geometry for the grains. In view of the EXAFS experimental
error on CN (+/-20%) the grain diameter needs to be less than ~3 nm for the
effect to be
noticeable.

Disorder in
the nanocrystals due
to unusually high
levels of  point
defects and/or
disorder at the
surfaces would also
attenuate the
EXAFS and reduce

_________ | the size of the peaks
r . in the plots of the
| Fourier transform.
6

0 1 2 3 4 5 6 7 8 9 However, n

Crystallite size / nm contrast to  the
simple grain size
effect discussed in
the last paragraph,

Figure 7. The average cation-cation co-ordination number
in nanocrystalline oxides with varying crystallite size,
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a reduction in the average co-ordination number and an increase in the Debye-
Waller factor would attenuate the peaks, the two causes being difficult to
deconvulute. High levels of static disorder would be expected to give rise to
large Debye-Waller factors, which would be independent of temperature.

From the above discussion the effects that we wish to examine are
most easily visualised in the plots of the Fourier transform. Therefore in the
following Sections we will mainly present the data in this format, with the
Fourier transform corrected with the phase shift of the first shell (oxygen).
However, it should be noted that the quantitative data present in the tables has
been derived from fitting to the normalised EXAFS spectra using the
EXCURVE programme.

Finally two points need to be emphasised concerning the analysis of
the EXAFS. Firstly, the average grain size will play an important role in the
discussion of the EXAFS. We, along with other workers, have used the peak
width of the XRPD patterns, to estimate the grain size on the basis of the
Scherrer equation [22]. Secondly, a initial structural model is required for the
EXAFS fitting. For this we have used the crystallographic data for the bulk
material. We have also collected the EXAFS data for the bulk material and
tested our procedures by comparing with the crystallographic data.

II.2. Tin Oxide

Tin oxide occurs naturally as cassiterite and has the rutile
structure (space group P42/mnm). It is an n-type semiconductor, which is used
in flammable gas sensors [23-25]. Strategies that have been employed to
improve the sensitivity and selectivity have included the use of nanocrystalline
materials and doping with aliovalent cations.

II1.2.1. Pure Tin Oxide Powder

Nanocrystalline tin oxide can be prepared by several routes and the
method used to prepare the EXAFS samples involved precipitation from an
aqueous solution of tin chloride pentahydrate by the addition of aqueous
ammonia [26,27]. The (110), (101) and (211) peaks of the XRPD were very
broad and the Scherrer equation yields an average particle size of 2 to 3 nm
confirming the nanocrystalline nature of the material. The same size was
deduced from the reflections of different (hkl) values suggesting the particles
were of a regular shape with similar dimensions in each direction. Sn K-edge
EXAFS spectra were collected in transmission mode at room temperature on
station 9.3 at the Daresbury SRS [27].
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The
Fourier transform
of the EXAFS
data is shown in
Figure 8, along
with data for bulk
SnO,. Comparison
of the two plots
shows a dramatic
oY e reduction in the
7 8 9 10 magnitude of the
_ second peak, the
Radial distance / A Sn-Sn correlation.
The question
arises as to the
origih  of  this
reduction.
We took two approaches to the analysis [27] and the results are listed in Table
1. Firstly we analysed the data using the co-ordination numbers for the bulk
material. The fit was reasonable, as seen in the R-factor (the goodness of fit)
given in the table. The second approach was to float the co-ordination
numbers in the fitting to yield the parameter shown in parentheses in Table 1.
This improved the R-factor and reduced both the co-ordination numbers and
the Debye-Waller factors, the latter becoming similar to those in the bulk
material. These co-ordination numbers were consistent with the particle size
[29,30] and therefore it was concluded that the reduction of the peaks in the
Fourier transform was fully accounted for by this effect alone and there was no
requirement to invoke high levels of disorder in the nanocrystals or large
numbers of atoms in the
interfacial regions.

F.T. (a.u.)

Figure 8, The Fourier transform of the Sn K-edge EXAFS ol
Sn02; solid line - nanocrystals, dashed line — bulk.
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Figure 9. Particle sizes of SnO; on heating nanocrystalline grains are
similar to those in bulk
material.
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The effect of heating on the particle size of the nanocrystals was
monitored in parallel with the EXAFS study [27]. Samples were subjected to
fixed rate heating on the combined EXAFS/XRPD station. Typical heating
rates were 5°C per minute and an XRPD pattern was collected over 2 minutes
at 5-minute intervals. The experiments yielded data rapidly and showed that
significant growth of the particles began at about 400°C, which is consistent
with previous work [30]. Figure 9 shows the particle sizes as a function of
temperature for doped and undoped tin oxide collected in synchrotron
experiments using the same heating conditions. As expected the growth
accelerates with increasing temperature.

Table 1. EXAFS results for pure tin oxide

Atom X-ray” EXAFS of bulk EXAFS of nano’

CN R/A CN R/A AIA? CN R/A AA?

0] 2 2.045 6 2.050 0.005 6 2.045 0.009
(5.8) (2.045) (0.008)
0] 4 2.088

Sn 2 3.185 2 3.201 0.007 2 3.210 0.009
(1.0) (3.206) | (0.005)
0 4 3.594 4 3.571 0.001 4 3.586 0.009
(2.8) (3.429) | (0.041)
Sn 8 3.708 8 3.730 0.007 8 3718 0.017
(4.0) (3.716) | (0.010}

R=18.44% R =17.40%

(14.92%)

+ From reference [28]; * The data in parentheses are obtained by floating the co-ordination
number.

I11.2.2. Doped Tin Oxide Powder

The preparation of nanocrystalline tin oxide can be readily adapted to
produce materials doped with cation impurities and EXAFS studies have been
made of copper and iron doped materials containing nominally 1, 5 and 10
mole per cent dopant [27].

Cu K-edge EXAFS were collected for Cu doped SnO; in fluorescence
mode on station 9.3 at the Daresbury SRS. The results were independent of
the dopant concentration and those for the nominally 5 mole per cent doped
sample will be discussed here. The Fourier transforms for samples following 1
hour annealing at various temperatures are shown in Figure 10. The as-
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prepared samples at 25°C shows two dominant peaks at ~2 A and ~4 A,
corresponding to Cu-O and Cu-Sn correlations, respectively. The results of a
detailed fitting of the data are given in Table 2. From these parameters and a
comparison with EXAFS of copper oxides it is quite clear that in the
nanocrystalline SnO, samples that the Cu atoms are dissolved predominantly
by substitution on the Sn sites [27]. The Debye-Waller factors for the higher
shells are higher than those for the pure SnO; and would be expected due to
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Figure 10. Fourier transforms of nominally 5 mol per
cent Cu-doped SnO; heated for 1h at high temperatures.
Plots have been displaced by 0.5 on the y-axis

the presence of the
charge-compensating
O vacancies.

Heating  the
samples  causes a
reduction in  the
amplitude  of  the
second peak. There
could be a number of
explanations of this
effect [27]. It is not
due to the formation
of copper oxide. The
simplest explanation,
although speculative,
is that the grain
growth accompanying

the annealing results in the Cu atoms are concentrating in the surface regions

of the grains, but not necessarily the outermost layer.

Table 2. EXAFS results for doped nanocrystalline tin oxide

Atom X-ray for Sn0; Cu K-edge EXAFS Fe K-edge EXAFS
Cu-Sn0, of Fe-Sn0;
CN R/A CN | RA A/A? CN | R/A A/A?
2 2.045 6 1.995 0.017 6 2014 0.008
+ 2.088
Sn 2 3.185 2 3.150 0.013 2 3.144 0.011
O 4 3.594 4 3.618 0.011 4 3.460 0.050
Sn 8 3.708 8 3.637 0.018 8 3.688 0.014

R=25.68%

R =35.30%
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The data for the 5 mole per cent Fe doped SnO» showed similar
features to the Cu doped sample and the interpretation was similar [27];
namely the Fe substitutes for Sn atoms and annealing the samples caused a
concentration of the Fe atoms in the surface regions. However, the annealing a
10 mole per cent Fe doped sample at 900°C produced an EXAFS spectrum
which was consistent with the precipitation of Fe3;04 and the samples visually
darkened. This is further evidence for the dopants re-locating in the surface
regions.

Finally it is worth noting that the doped samples grew at a slower rate
than pure SnO; on annealing. This is shown in Figure 8 and has been noted by
other workers [32].

III.3. Zinc Oxide

Zinc oxide has the wurzite structure (space group P63mc). Like tin
oxide, is an n-type semiconductor and has been used in gas sensors [33]. It
also has applications as a varistor [34] and in electro-optic devices [35].

II1.3.1. Pure Zinc Oxide Powder

Nanocrystalline ZnO can be prepared by reacting the hydroxy chloride
(Zn[OH]CI) with an amine [36,37]. A Reitveld analysis of the diffraction data
of this material and TEM data shows the particles are plate-like with
dimensions of ~5 nm in the <100> direction and ~3 nm in the <002> direction.

Zn K-edge EXAFS data were collected in transmission mode for bulk
and nanocrystalline ZnO on station 7.1 at the Daresbury SRS [37]. In many
respects the qualitative nature of the results were similar to those for pure SnO»
described in Section III.2.1. The most significant feature was an attenuation of
the EXAFS oscillations and a marked reduction of the amplitude of the second
peak in the Fourier transform, the Zn-Zn correlation. The data for the
nanocrystalline sample were analysed by firstly fitting to the crystallographic
data with the co-ordination numbers fixed at those in the bulk material. In the
second fitting the co-ordination numbers were allowed to float. The results are
listed in Table 3. The overall picture is very similar to that for SnO2. The
fitting was improved when the co-ordination numbers were allowed to vary
and the final values of these parameters were consistent with the particle size.
In addition, the Debye-Waller factors were reduced to values similar to those
in bulk ZnO. The CN for the Zn-Zn shell from this fitting is 7.7, compared to
12 in the bulk sample, and it was concluded in the original paper [37] that this
was due to a combination of the effects of both particle size and disordered
atoms in the surface regions. The value of this CN calculated from the
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nanocrystal geometry was about 10. In view of the later work on SnO,,
described Section II1.2.1, and ZrO, and CeO; to be discussed in later Sections,
together with expected errors in CN of +/- 20% it would now appear
reasonable to assign the major contribution of the reduced Zn-Zn CN to the
particle size.

Table 3. EXAFS results for pure zinc oxide

Atom X-ray’ EXAFS of bulk EXAFS of nano’
CN R/A CN R/A A/A? CN R/A AR’
O 3 1.975 4 1.962 0.008 4 1.992 0.014
(3.6) (1.992) (0.014)
(8] 1 1.988
Zn 6 3.209 12 3.235 0.016 12 3.260 0.033
(7.7) (3.265) (0.025)
O 1 3.219
Zn 8 3.250
R=32% R =46%
(39%)

+ From reference [38]; * The data in parentheses are obtained by floating the co-ordination
number.

I11.3.2. Doped Zinc Oxide Powder

The preparation of nanocrystalline ZnO is readily adapted to yield
cation doped material [39-41] and EXAFS studies have been made for Ni
doped ZnO and Cu doped ZnO.

The Zn K-edge EXAFS of the samples were similar to that of
nanocrystalline pure ZnO discussed in the previous Section. For the Ni K-
edge EXAFS of the Ni-doped sample there was a second shell in the Fourier
transform, the Ni-Zn (or Ni) correlation, at the distance expected for
substitutional solution on the Zn site, but it was considerably reduced in
magnitude [40]. A fit indicated there were only 4 cations in the shell
compared to 12 in bulk ZnO. In contrast, the Cu K-edge EXAFS for the Cu
doped sample showed no second shell [41]. The most reasonable explanation
of these data are that the dopants, particularly in the case of Cu, are
predominantly located in the surface regions of the crystallites.
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II14. Zirconium Oxide

Zirconium oxide, zirconia, occurs naturally as the mineral baddeleyite
which has a monoclinic structure, m, (space group P121/cl). The phase
diagram of zirconia is complex. At room temperature the stable phase is
monoclinic but on heating it transforms at 1400K to the tetragonal form, ¢z,
(space group P42/nmc) and then at 2640K to a cubic, fluorite-structured phase,
¢, (space group Fm3-m). The addition of lower valent cationic dopants at low
concentrations will stabilise the tetragonal phase and at concentration
exceeding ~8 mol per cent the cubic phase is stabilised. Although the
monoclinic phase is the stable room temperature phase when the material is
prepared as nanocrystals (> about 30 nm particle size) other phases can form,
most commonly the tetragonal form [42]. Zirconia is second only to diamond
in terms of hardness and is used as a specialised ceramic [43]. The cubic
stabilised material, normally by the addition of yttrium (so-called YSZ) has a
high oxygen ion conductivity at ~1000°C and is used in gas sensors [44], and
as an electrolyte in solid oxide fuel cells (SOFC) [45] and oxygen separators
[46].

I11.4.1. Pure Zirconium Oxide Powder

The samples used in the EXAFS studies were prepared by the
commonly used route of precipitating the hydroxide from an aqueous solution
of a zirconium salt (in this case ZrOCl,.8H,0) by the addition of ammonia and
the subsequent calcination [47,48]. The temperature and the time of the
calcination can be used to determine the particle size of the zirconia [49], for
example calcining at 500°C produces particles of 10 nm. Before we consider
the EXAFS data we have collected for these samples [50-52] some comments
are necessary on the method of preparation. The hydroxide precipitate, often
referred to as Zr(OH)s, is an amorphous material containing a hydroxylated
zirconyl cluster whose precise composition depends on the preparation
conditions. Studies of the structural evolution of the zirconia from the
hydroxide show it is a complex process [48,52]. The most revealing has been
the recent work [52] which used 7O and 'H nuclear magnetic resonance
spectroscopy and this showed unless calcination temperatures greater than
500°C were required for complete conversion of the hydroxide to zirconia.
Otherwise, the samples contained amorphous and hydroxylated materials, a
very significant point in the discussion of the EXAFS results.
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We shall concentrate here on the Zr K-edge EXAFS data collected in
transmission mode on station 9.3 at the Daresbury SRS [51] and note that the
evolution of the EXAFS on transforming from hydroxide to zirconia is detailed
elsewhere [52]. EXAFS data were also collected for bulk zirconia
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Figure 11. The Fourier transforms of the Zr K-edge EXAFS for the nanocrystalline ZrO

powders produced by calcination of zirconium hydroxide. The y-axis has been shifted by
20 units for each successive plot to enhance clarity. The grain size is listed for each plot.

samples, the Fourier transform for the bulk monoclinic sample is shown in
Figure 6 and the best-fit parameters for bulk polymorphs are listed in Table 4.
These are in excellent agreement with the very thorough EXAFS study of
zirconia reported by Li et al [53-55] and diffraction data. The Fourier
transforms of the hydroxide precursor, and samples calcined for 1 hour at
500°C and 600°C are shown in Figure 11. XRPD data indicated that the 500°C
calcined sample contained z-phase zirconia particles of ~10 nm diameter and
the 600°C contained about 90% t-phase and 10% m-phase material with a
particle size of ~20 nm.

The striking feature of Figure 11 is the very small amplitude of the
second peak, the Zr-Zr correlation for the sample calcined at 500°C. X-ray
crystallographic data [56,57] for ¢ zirconia shows this shell should contain
12 Zr atoms and this would not be significantly reduced for a 10 nm size
crystal (see Figure 7). Fitting with the data with a shell of 12 Zr atoms
yields a very large Debye-Waller factor of A = 0.079 A% It is tempting to
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assign this value to the presence of a large fraction of atoms in highly
disordered interfacial regions, however the true explanation is now known to
be the presence of amorphous regions in the sample due to the incomplete
conversion of the hydroxide. These data emphasise the need for the careful
characterisation of the samples, particularly when the precursor is
amorphous and will not be detected in an XRPD pattern.

Table 4 EXAFS results for bulk zirconia standards

Sample Zr K-edge Y K-edge
/phase

Atom | CN | R/A AIA? Atom | CN | R/A AIA?

ZrQ, | m 0 7 2.15 0.020
Zr 7 3.46 0.015
Zr 4 4.03 0.017
Zr I 4.55 0.002
Zro, | m 0 7 2.16 0.020
Zr 7 3.46 0.007

Zr 4 4.02 0.012

Zr 1 4.55 0.005
Zr0,* t O 4 2.10 0.0068 0] 8 2.33 0.0154
0 4 233 0.018
ZrlY 12 3.62 0.0068 ZrlY 12 3.62 | 0.0072
ysz* (o O 7 2.13 0.022 0 8 23] 0.018
ZrlY 12 3.58 0.023 ZrlY 12 3.61 0.020
YSZ' c (0] 7 2.15 0.019 0 8 2,33 0.018
ZrlY 12 3.58 0.022 ZrlY 12 3.63 0.016

" Data from reference [53]: # 16 atomic % Y; + Data from reference [54]} for 20 atomic % Y;
*Data from reference [54] for 6 atom % Y at 10K.

1I1.4.2. Pure Zirconium Oxide Films

These samples, dense films with a thickness of 0.5 um, were
prepared at the University of Missouri-Rolla using a polymer spin-coating
procedure on single crystal sapphire substrates. The preparation and
characterisation of these films has been described elsewhere [58-62].



150

Briefly, the procedure is to spin a solution of ZrOCl,.8H>O in water/ethylene
glycol/glycine on to the substrate, dry the film and calcine to form zirconia.
The microstructure depends on the calcining temperature and the grain size
can be varied from 1 to 330 nm using temperatures from 300 to 1500°C. The
dispersion in the particle size is low, with 80% of the sample being at the
average size.

Fluorescence Zr K-edge EXAFS were collected at room temperature
on station 9.2 at the Daresbury SRS for pure zirconia films [63,64] for which
the grain sizes and structures were determined by XRPD; 5 and 7 nm (c), 10
and 22 nm (f) and 100 nm (m). It should be noted that the presence of the
sapphire substrate precluded the use of transmission experiments, however
the self-absorption correction was negligible (~1%) [65]. The possibility of
cubic and orthorhombic forms of nanocrystalline zirconia has been reported
from EXAFS studies [66] and earlier diffraction work [67]. We stress that
the primary identification of the phases of our films was based on XRPD.
The Fourier transforms of the EXAFS for the samples are shown in Figure
12 and the best-fit parameters are listed in Table 5. The Fourier transforms
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Figure 12. The Fourier transforms of the Zr K-edge EXAFS not highly

for the pure ZrO, films. The y-axis has been shifted by 20 disordered and
units for each successive plot to enhance clarity. The grain
size is listed for each plot.

that the interfacial
regions are
comparable  to
grain boundaries
in bulk material. This contrasts with a previous study of the EXAFS of
nanocrystalline ZrO; and we will defer a discussion of the differences to the
next Section.
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Table 5. EXAFS results for pure ZrO; films™

Grain Phase | Atom CN R/A A/A?
size/nm

5 ¢ 0 8 2.11(2.13) | 0.031(0.022)
Zr 12 3.60(3.58) | 0.029 (0.023)
7 c 0 8 2.13(2.13) | 0.034(0.022)
Zr 12 3.62 (3.58) | 0.024 (0.023)
10 1 0 4 2.09 (2.11) | 0.012(0.013)
4 2.31(2.30) | 0.056 (0.037)
Zr 12 3.62(3.64) | 0.020(0.020)
22 t 0 4 2.10(2.11) | 0.013(0.013)
0 4 2.33(2.30) | 0.042(0.037)
Zr 12 3.64 (3.64) | 0.018(0.020)
100 m 0 7 2.11(2.15) | 0.024 (0.020)
Zr 7 3.50 (3.46) | 0.036 (0.015)
Zr 4 3.97(4.03) | 0.015(0.017)
Zr 1 4.46 (4.55) | 0.001 (0.002)

" Values in parentheses are for the bulk counterparts
I11.4.2. Yttrium Doped Cubic Zirconium Oxide (YSZ) Films

The spin-coating technique described in the previous Section was
modified by adding the appropriate amount of Y(NOs); to produce samples
of YSZ containing 16 atom per cent of Y. The grain sizes of the samples
were 6, 15 and 240 nm on single crystal sapphire substrates.

Both Zr K-edge and Y K-edge EXAFS were -collected in
fluorescence mode for the samples at room temperature on station 9.2 of the
Daresbury SRS. The Fourier transforms are shown in Figures 13 and 14.
The best-fit parameters are listed in Table 6. The results show that there is
very little difference between all the samples and there is no significant
reduction in the magnitude of of the second peak, the Zr-Zt/Y or Y-Zi/Y
correlation, even in the 6 nm sample. There are some differences between
the Zr and Y EXAFS results, in particular the second peak is smaller for the
Fourier transform of the Zr EXAFS. This has been observed in bulk samples
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and was interpreted as disorder created by the charge compensating O
vacancies being located adjacent to Zr rather than Y ions [68], a view

o 1 2 3 4 5 B 7 B 9 10
Radial distance / A

Figure 13. The Fourier transform of Zr K-edge EXAFS of
YSZ films. Plots have been displaced by 10 on the y-axis.
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Figure 14. The Fourier transform of Y K-edge EXAFS of
YSZ films. Plots have been displaced by 15 on the y-axis.

confirmed in later
work [54,55].

The EXAFS
results for the YSZ
and those for the
pure  ZrO; films
described in the
previous section are
consistent in
showing no major
differences between
the nanocrystals and
the bulk material.
There 18 no
significant reduction
in magnitude of the
second peak in the
Fourier transform, as
would be expected
from the size of the
particles; even at 3
nm the Zr-Zr CN
would only be
reduced from 12 to
10 (see Figure 7) and
this would be
difficult to detect
given a +/-20% error
in  CN. The
conclusion 18
therefore that the
nanocrystals in the

films are not highly disordered and that the interfacial regions are similar to

grain boundaries in bulk material.

There have been EXAFS studies of ZrO,, which have shown marked
reduction in the Zr-Zr correlation in Fourier transforms. Wang et al [66]
observed a marked decrease in the magnitude of this peak in decreasing the
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Table 6. EXAFS results for YSZ films

Size Zr K-edge EXAFS Y K-edge EXAFS
o Atom | CN | R/A A/A? Atom | CN R/A A/A?
6 0] 8 2.15 0.020 0 8 2.31 0.020
VATA'S 12 3.56 0.029 ZrlY 12 3.6l 0.019
15 @] 8 2.17 0.025 O 8 2.30 0.017
ZrlY 12 3.61 0.025 ZrY 12 3.62 0.020
240 0] 8 217 0.018 0] 8 2.31 0.018
Zr'Y 12 3.60 0.026 ZrlY 12 3.6l 0.020
bulk O 8 213 0.022 (0] 8 2.31 0.018
Y 12 3.58 0.023 ZrlY 12 3.61 0.020

particle size from 11 to 5 nm and suggested a possible cause was significant
lattice relaxation. The samples were prepared by calcination of co-
precipitates, however no details on the temperatures employed were reported
in the paper. Therefore we believe the result should be treated with caution
given the possible presence of amorphous material due to incomplete
conversion to zirconia. The results are similar to those we found for zirconia
powders shown in Section II1.4.1 and in which we know there is amorphous,
hydroxylated material [52]. Deng et al [69] reported Zr EXFS data for 14
nm nanocrystalline zirconia and the reduction in the Zr-Zr correlation led to
a much reduced CN; 7.2 for loosely compacted powder and 5.9 for
compacted powder compared to 12 for the bulk material. This was
interpreted as evidence for unusual disorder at the interfaces. However, we
would again urge caution in accepting this explanation as no details were
given on the materials synthesis. More recently studies of the Zr K-edge of
nanocrystallineZrO, [70,71] prepared by evaporation of ZrO noted that the
broad asymmetry of the peaks in the Fourier transform of 5 and 8§ nm
nanocrystals was due to polymorphism. It was concluded that there was no
evidence for substantial disorder in the interfaces, in agreement with the
results recorded here for films. Finally, we note that Zr K-edge EXAFS
studies of ball-milled YSZ, with particle sizes of 10-20 nm, showed a
marked reduction in the Zr-Zr correlation although no quantitative analysis
was reported [72]. HRTEM micrographs showed nearly perfect crystalline
regions surrounded by poorly crystalline and amorphous material. The latter
material may be a result of the method of preparation and therefore would
not contradict the results for the YSZ films.
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II.5. Cerium Oxide

Cerium oxide, ceria, has the cubic fluorite-structure (space group
Fm3-m) when pure or doped with lower valent cations. The doped material
can be a better oxygen ion conductor than YSZ at equivalent temperatures
(e.g. Gd-doped CeOy) and offers the potential for an SOFC operating at
lower temperatures [73].

II1.5.1. Pure Cerium Oxide Powders

Nanocrystalline CeO, was prepared in a similar manner toZrQO, and
followed the procedure described in previous studies [74,75]. Cerium
hydroxide was precipitated by adding ammonia to an aqueous solution of
cerium sulphate, the pH adjusted to 9.0 and the system left to age for 7 days
at room temperature. The precipitate was then washed and dried and

calcined to the oxide.

A Bulk Ceria
[ \ VWA AR

AT
| / I'V\/‘/\/w 2.5nm

o 1 2 3 4 5 6 7 8 8

Calcining at 150, 400 and
600°C produced CeO, with
particle sizes of 2.4, 4.5 and
12 nm, respectively, as
determined by XRPD.

Ce L(1ll)-edge
EXAFS were collected in
transmission mode at room
temperature on station 8.1 at

Radial distance / A

the Daresbury SRS. The
Fourier transforms of the
Figure 15. The Fourier transform of Ce L(/1])- spectra are shown in Figure
edge EXAFS of CeO, powders. Plots have been 15 and the best-fit

displaced by 10 on the y-axis .
g : parameters in Table 7. In all

the plots there is a
pronounced second peak, due to the Ce-Ce correlation. In this respect the
results are different to those for the ZrO, powders discussed in Section
[l1.4.1. There is some reduction in the magnitude of this peak with
decreasing particle size and this is reflected in the parameters in Table 7. In
deriving the parameters the co-ordination numbers were kept fixed at the
crystallographic values, i.e. 8 for the Ce-O shell and 12 for the Ce-Ce shell.
Thus the attenuation in the peaks in the Fourier transforms with decreasing
size is reflected with increasing Debye-Waller factors. For the 2.5 nm
nanocrystals a reduction in the Ce-Ce CN from 12 to ~8 is expected due to
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the particle size (see Figure 7) and using this value in the fitting reduces the
Debye-Waller factor. However, given the known presence of amorphous
material in ZrO, when it is produced by calcining the hydroxide some doubt
must remain about the integrity of the samples. We will return to this point
in the next Section.

Table 7. EXAFS results for pure CeO; powders

Grain size/nm Atom CN R/A A/A?
2.5 0] 8 2.32 0.057
Ce 12 3.83 0.032
4.5 (0] 8 2.33 0.052
Ce 12 3.83 0.025
12 O 8 233 0.042
Ce 12 384 0.017
Bulk 0} 8 2.33 0.030
Ce 12 3.84 0.15
X-ray . O 8 2.34
Diffraction e - % g3

" Data from reference [76]

Nachimuthu et al performed a similar Ce L(11])-edge EXAFS studied
of nanocrystalline CeO, prepared by the method outlined above [75]. They
noted a reduction in the peaks in the Fourier transform with decreasing size.
Their fitted parameters showed a reduced CN for the Ce-Ce correlation for the
smallest particle sizes, i.e. 6 and 9 for 2.1 and 4.6 nm particles, which would
not be inconsistent with particle size, although this was not mentioned in the
original paper. However, the values of the Debye-Waller factor were 3 times
higher than for the bulk material and the authors suggested that these smaller
particles were less ordered than the bulk. This is a point that we will discuss in
the next Section.

II1.5.2. Pure Cerium Oxide Films

Nanocrystalline films were prepared on sapphire substrates at the
University of Missouri, Rolla by the spin-coating technique use to prepare the
ZrO, films. The starting material was Ce(NO3)3.6H,O and the particle sizes
were 4, 6, 20 and 330 nm.
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Ce L(Ill)-edge EXAFS were collected in fluorescence mode at room
temperature on station 8.1 at the Daresbury SRS. The Fourier transforms of
the spectra are shown in Figure 16 and the best-fit parameters in Table 8.

100
90
80
e T 330 nm
:! ety
< 60 55
& 501 i
s 9
40
30 6 nm
Tl g s
20 ~—
9] 4 nm |
0 1 2 3 4 5 6 7 8 9 10
Radial distance / A
Figure 16. The Fourier transform of Ce L(/I)-edge EXAFS of CeO; films. Plots have
heen disnlaced bv 20 on the v-axis.

Table 8. EXAFS results for pure CeQ, films

Grain size/nm | Atom CN R/A A/A?
4 0 8 2.30 0.027
Ce 12 3.82 0.020

6 0 8 2.31 0.029
Ce 12 3.82 0.018

20 0 8 2.32 0.020
Ce 12 3.83 0.012

330 0 8 2.34 0.019
Ce 12 3.85 0.009

bulk 0 8 2.34 0.030
Ce 12 3.84 0.015
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For these samples there is no obvious attenuation of the peaks in the Fourier
transforms and the best-fit parameters do not vary significantly with particle
size. Thus following the arguments presented in Section II1.4.2 for the ZrO;
films we conclude that the CeO; nanocrystals are not disordered and that the
interfacial regions are similar to grain boundaries in bulk crystals.

It is interesting to compare the results for these films and the
nanocrystalline CeOz powders, particularly the 4 nm film and the 4.5 nm
powder. The Debye-Waller factors for the Ce-O and Ce-Ce shell are higher
for the powders, especially for the first of these shells. We have no reason to
doubt the integrity of the films and, given the experience with ZrO, films and
powders, we suspect the possible presence of amorphous hydroxylated
material in the smaller nanocrystalline CeO; powders. The calcination
temperature used to produce the 2.5 nm films is only 150°C, which may be
insufficient to completely remove hydroxyl species. Until a thorough study of
the preparation has been conducted, in the manner undertaken for ZrO; [52], it
would be foolhardy to assume the EXAFS of the CeO, powders as evidence
for disorder in the smaller nanocrystals.

IIL.5.3. Gadolinium Doped Cerium Oxide Films

Nanocrystalline films of 20 atom per cent Gd-doped CeO, were
prepared on
. e sapphire substrates

N ' at the University of
i Missouri, Rolla by
the spin-coating

E ”\ g HUR CRIR technique use to
I 2 A das prepare the CeO»
L films. The starting
W‘\ materials were
e Ce(NO3)3.6H,O and
”\f\/\ GA(NO3):.6H,0 the
- I particle sizes were
Radial d]slancuA 4, 9’ and 15 nm.
Gd L)

Figure 17. The Fourier transform of Gd L(//])-edge EXAFS
of Gd-doped CeO; films. Plots have been displaced by 10 on edge EXAFS were
the y-axis. The Ce L(III)-edge data for bulk CeO, is shown collected in
for comparison. fluorescence mode

at room temperature

on station 8.1 at the
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Daresbury SRS. The Fourier transforms of the spectra are shown in Figure 17
and the best-fit parameters in Table 9. All the spectra were very similar and
there was no obvious dependence on crystallite size on the magnitude of the
second peak in the Fourier transform. This is reflected in the parameters
shown in Table 9. The Gd-O distance is slightly larger than the Ce-O distance
in pure CeQO,, 2.36 A compared to 2.30 A, in films of similar grain size. This
is probably an effect of ionic radii, Gd™ radius is 1.053 A and Ce* radius is
0.97 A. In contrast, the Gd-Ce distance, 3.79 A, is slightly less the Ce-Ce
distance, 3.83 A in pure CeO», possibly due to the difference in cation charge.
However, at this relatively high level of doping the Gd ions will be present as
clusters. The structures of the possible clusters have been discussed in recent
EXAFS studies of doped CeO, [77,78].

Table 9. Gd L(11I)-edge EXAFS results for Gd doped CeQ, films

Grain size/nm Atom CN R/A A/A?
4 0] 8 2.36 0.025
Ce/Gd 12 3.79 0.016

9 (0] 8 2.36 0.025
Ce/Gd 12 3.79 0.020

15 0 8 2.36 0.026
Ce/Gd 12 3.79 0.026

IV. CONCLUSIONS AND OVERVIEW

This Chapter has described EXAFS studies of pure and doped samples
of simple binary oxides with grain sizes as small as 3 to 4 nm. In this Section
we will summarise and examine this work on the basis of three objectives.
The first objective is a clear presentation of the major conclusions of the
experiments. The second objective is to examine the connection between
physico-chemical properties and microstructure in the light of the EXAFS
work. The final objective is to look at areas and experiments where there
could be potential for future developments. Clearly this will be personal view
of the authors and speculative, but we feel it is a necessary inclusion in this
Section.

The first point we wish to emphasise is the requirement for care in
both the preparation and characterisation of oxides prior to EXAFS studies.
This is especially important when oxides are prepared by the calcination of
hydroxides, as demonstrated by the work on ZrQO; [51,52], since complete
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conversion to the oxide requires higher temperatures than are often assumed.
EXAFS monitors the environment of the average target atom and the presence
of unreacted precursor or reaction intermediates can mask the spectrum of the
true oxide. We believe that some of the discrepancies amongst the various
EXAFS studies of nanocrystalline oxides can be rationalised on this basis.

The major conclusion we draw from the EXAFS work in this Chapter
is that in all the four oxides investigated the attenuation of the cation EXAFS
spectrum of nanocrystals can be explained simply on the basis of the reduced
CN due to the small particle size. There is no requirement to invoke high
levels of disorder in the nanocrystals or a large fraction of atoms in the
interfacial regions. Therefore we conclude that boundaries between the
nanocrystals are similar to grain boundaries in normal bulk material. Although
some of the early EXAFS studies of nanocrystalline metals claimed evidence
of highly disordered interfaces a very careful study of nanocrystalline Cu [79]
also concluded the interfaces were like normal grain boundaries. In the case of
the oxides this result is not surprising, as the strong Coulomb forces would
militate against disorder even in surface and intergrain regions. For example,
studies of the surface rumpling' of oxides, distortion of the bond lengths in the
surface, suggest the effect is very small [80,81] with bond lengths at the
surface being perturbed by ~0.1 A.

This picture of the microstructure of a nanocrystalline oxide as well-
ordered crystallites separated by normal grain boundaries, clearly differs from
that presented at the beginning of this article in Figure 1 and must be
reconciled with the unusual properties of the materials. A first point to note is
that although the nature of the grain boundaries is normal their density is
extremely high and this will undoubtedly affect the transport and mechanical
properties of nanocrystalline samples. In addition, these boundaries can act as
sinks in which considerable amounts of impurity can be finely dispersed
leading to apparently high impurity solubilities. Secondly, in the case of ionic
materials grain size alone can be responsible for a number of unusual
phenomena when the size is comparable or less than the depth of the space-
charge layer. This will perturb the point defect equilibrium [10], although not
to a level detectable in a conventional EXAFS experiment, as has been
beautifully demonstrated in the recent study of the ionic conductivity of thin
fluoride films [11]. A third point is that although the crystallites are ordered
and their gross crystallographic structures can be determined, there is little
information on their surface morphology. Surface morphology can be crucial
in determining chemical reactivity and there are indications that it may be very
different in nanocrystals than in bulk material. It has been suggested that high
index faces are exposed on MgO nanocrystals leading to enhanced reactivity
with gases [8,9]. In addition, the nanocrystal surfaces may contain a higher
concentration of active sites, steps and edges that can enhance reactivity
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[82,83].

The location of the dopants in nanocrystalline oxides depends on the
individual system. In cases like Y-doped ZrO; and Gd-doped CeQ: the
dopants have a high solubility and there appears to be no difference between
the nanocrystalline and bulk samples. However, in both types of sample at
high dopant levels there is extensive clustering of the dopants [77,78].
Nanocrystalline Fe and Cu-doped SnQO,, in their as-prepared and unheated
states, show substitutional location of the dopants on the Sn site. On heating
and subsequent growth of the grains, the dopants become located in the surface
regions of the crystallites. The process by which this migration of the dopant
occurs is unclear but is worthy of further study as it is important in the
application of the materials. The two dopants investigated in nanocrystalline
ZnO show differing behaviour; Ni appears to substitute for Zn, whereas Cu is
located in the surface regions.

A final experimental observation worthy of note is that the
nanocrystalline oxides begin to grow at moderate temperatures, growth being
apparent in SnO; and ZrO; at 400°C. The grain growth can be retarded in
SnO; by the presence of cation impurity [27]. Grain growth presents a
problem in experiments and applications, which require elevates temperatures
to produce measurable effects, a good example being the use of nanocrystalline
SnO; in flammable gas-sensing [84].

Finally, we turn to the areas of potential future development and
progress. EXAFS experiments will continue to play an important role in the
examination of the microstructures of nanocrystalline oxides. In addition to
extending the measurements to other binary oxides a particularly informative
study would be comparative EXAFS measurements on nanocrystals of the
same oxide produced by different routes (e.g. chemical, vapour deposition,
ball-milling, etc.). Such a study should identify microstructural differences, if
there are any, between the samples. It is envisaged that more chemically
complex oxides will be prepared in nanocrystalline form to explore their
potential for applications. EXAFS measurements, with their special ability to
probe the environments of each atomic component in the oxide, will be
particularly important in the characterisation of these new materials.

In the discussion above the morphology of nanocrystals has emerged
as an area where further work should be fruitful. Firstly, there is important
work to be undertaken in gaining an understanding of why the morphology of
some nanocrystals differs from the bulk parent. The surface energy must be
playing a crucial role but the details are not clear. An ideal example is that of
pure zirconia where the structure changes from cubic to tetragonal to
monoclinic with increasing size. This is the type of problem that is now
amenable to computer simulation techniques [85]. These methods are now
well advanced, particularly for ionic materials [86], and it is feasible to use
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energy minimisation methods to model the structure of a complete
nanocrystalline oxide, ie. a particle of 1 nm diameter. The surface
morphology of nanocrystals is important in understanding their chemical
reactivity and further AFM and STM studies should be informative. This
surface morphology will also be revealed in computer simulations and a
comparison with the results from the microscopy will provide an important test
of the methods.

This Chapter has focused on the use of one particular technique to
study a rather simple class of nanocrystalline material, the binary oxides. The
understanding of the microstructure of these systems is now in a good state
although there are several details that still need to be resolved. An exciting
area where future growth is to be expected is in the physical and chemical
applications of these materials.
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1. INTRODUCTION

From the 1960s, the development of new characterization techniques
has made possible the investigation of surfaces at molecular and atomic
levels (1). However, most of these techniques only allow the analysis of
clean surfaces of crystals under high vacuum. If the crystal has to be used
in an environment other than vacuum, the structure and the chemical
composition of the crystal surface will necessarily evolve to balance forces
at the interface between the crystal and its surrounding milieu. Adsorption
and eventually absorption of various molecules from the ambient result in
the introduction of foreign atoms at the very surface and possible relaxation
and reconstruction processes can modify the crystalline structure of the
surface layer. As a consequence, the study of clean surfaces is not always
sufficient for a complete understanding of the surface chemistry under the
real working conditions of the materials. The control of adsorption,
absorption and reconstruction phenomena is not an easy task because they
depend on a large number of parameters such as chemical composition of
the environment, temperature and pressure, crystalline structure of the
exposed planes, impurities possibly present on the surface as residues of the
synthesis conditions.

Nanosized particles (or nanoparticles) can be considered as surfaces
in three dimensions (1) and, therefore, a thorough characterization of their
surface becomes an essential prerequisite toward controlled, reproducible
and optimized properties. The strong curvature of nanoparticle surfaces
makes the standard representation of the surface by the terrace-step model
no longer applicable. The terraces which are ordered domains are reduced
to a very small size, thus greatly increasing the concentration of kinks and
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corners where the atoms are in low coordination number and thus highly
reactive. As a consequence and independently from the fact that the relative
number of surface atoms is larger, the surface of nanoparticles is more
reactive than that of their micron-sized counterpart. This constitutes both a
tremendous advantage and an important drawback. Indeed, in fields
involving surface phenomena such as catalysis and gas sensing, the use of
nanoparticles should bring improvements in the properties due to the larger
exposed surface and the higher surface reactivity. In return, this high
surface reactivity leads to easy and fast surface contamination by the
ambient and the contaminating species may have adverse effects on the
surface properties. This is the reason why precise characterization and
control of surfaces are absolutely essential for high-added-value
applications of nanoparticles. On the other hand, it can be taken advantage
of the high surface reactivity of nanoparticles to engineer their surface
composition and chemistry by grafting selected organic molecules, thus
tailoring the surface properties for a defined application. Obviously, any
surface modification process needs careful monitoring.

An important criterion in the choice of the surface characterization
technique is the depth of sampling. The depth of sampling depends on
several factors such as the energy of the probing particles (electrons, ions,
photons), the angle of the incident beam, the nature of the material to be
analyzed. Moreover, when nanoparticles have to be analyzed, this depth of
sampling should be significantly smaller than the particle size to solely take
the surface layer into account. On the other hand, the thickness of the
“useful” surface layer is determined by the considered phenomenon (2). For
example, adsorption only concerns the adsorbed species and the first atomic
layer of the materials whereas the thickness variation of the depletion layer
in a semiconducting material usually concerns several hundreds of atomic
layers in depth. So, to investigate a surface phenomenon, the choice of the
surface technique must be made by carefully comparing the thickness of the
surface layer perturbed by the considered phenomenon with the depth that
the envisaged technique can sample. Whereas the adequacy can be fairly
easily obtained for the investigation of a single phenomenon, the choice of
the characterization technique becomes tremendously complex when
several phenomena affecting the surface at different thicknesses have to be
simultaneously studied.

In addition, if the nanoparticles have to be used in atmosphere or in
an environment other than vacuum, their surface must be analyzed under
conditions as close as possible to the working conditions. The choice of
techniques suitable for surface characterization of nanoparticles in that
quasi-real environment is rather limited and Fourier transform infrared
(FTIR) spectroscopy is among these few techniques. Although FTIR
spectroscopy is not usually considered as a surface technique, it can
nevertheless provide very useful information on the surface chemical
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composition and reactivity of nanoparticles under various atmospheres and
at different temperatures provided a specific setup is attached to the
spectrometer. In addition, in sifu experiments can be performed, thus
allowing a monitoring of surface chemical modifications. This way of
using FTIR spectroscopy is quite familiar to scientists working in catalysis.
But, in addition, we have proved that FTIR spectroscopy can also be
extremely useful for the study of semiconducting nanoparticles by giving
information on the variations of the electrical conductivity of the sample
when its gaseous environment is varied.

In this chapter, after a brief overview of the fundamentals of surface
FTIR spectroscopy, it will be described how this technique allows the study
of the chemical reactions at a semiconductor surface simultaneously with
the consequences on the electrical conductivity changes. As examples,
results on titanium oxide and tin oxide will be presented. These two
materials are semiconductors and are widely used in the fabrication of
chemical gas sensors.

2.  FUNDAMENTALS OF THE CHARACTERIZATION
TECHNIQUE

It is well-known that the infrared spectrum of a molecule originates
from the absorption of the infrared energy at discrete wavelengths, thus
exciting the interatomic vibrations. In the harmonic oscillator
approximation, the intensity of the absorption bands depends on the
reduced mass of the vibrating atoms and on the force constant of the bonds.
On the other hand, according to the Beer’s law, the absorbance is directly
related to the concentration of the absorbers. Details on infrared
spectroscopy, including Fourier transform spectroscopy and spectrometers
can be found in (3-6).

When an infrared beam crosses a particle, the transmitted beam
contains information not only on the interatomic bonds constituting the
bulk, but also on the chemical groups at the particle surface. Obviously, the
latter are minority by far. But, when the size of the particle is sufficiently
decreased, down to the nanometer scale for example, the concentration of
the surface groups relatively to that of the bulk interatomic bonds
significantly increases and the contribution of these surface groups to the
overall infrared absorption becomes no longer negligible. This is the reason
why FTIR spectrometry can be conveniently used for the surface analysis
of nanoparticles. However, in most cases, the absorption bands due to the
surface groups are muck weaker than those due to the bulk modes. To
further increase the absorption of the surface groups, their concentration
has to be increased. This is achieved by analyzing the powdered sample
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without any dilution in a salt such as potassium bromide. But under these
conditions, the absorptions from both bulk and surface groups are
simultaneously enhanced, obviously resulting in a noticeable absorption of
the surface groups whereas the sample becomes opaque in the wavenumber
region where the bulk modes absorb. Fortunately, the surface groups are
usually organic-like species with several vibrational modes absorbing
above 1000 cm™ whereas the interatomic vibrations in the bulk of a ceramic
material usually absorb below 1200 cm’. As a consequence, simultaneous
analysis of bulk and surface is hardly possible. In any case, precise
experiments must be performed to discriminate the absorption bands due to
surface species from those originating from the bulk (overtones/
combinations of bulk modes and eventually impurities trapped in the bulk
or close pores) (7).

2.1. FTIR Surface Characterization

The detailed experimental procedure for surface characterization of
nanosized particles can be found elsewhere (8-13). It is briefly summarized
in the following.

The sampling technique consists in slightly pressing the pure
nanosized powder into a thin self-supported pellet. Depending on the nature
of the material and its specific surface area, the amount of powder needed
varies from 20 to 100 mg. The pressure applied to obtain a suitable pellet is
adjusted for each material and must cause no change either in the
crystalline structure or in the stoichiometry of the original nanopowder. It is
worth noting that the pressure to be applied may vary for a material
depending on its synthesis conditions and on the environment because
surface groups are dependent on these parameters. A stainless grid can
conveniently be used for supporting the pellet, additionally allowing a
homogeneous temperature distribution if the sample needs to be heated.

The pellet is placed in the small furnace of a vacuum cell. This cell
specially designed to fit in the sample chamber of the spectrometer allows
the IR spectrum to be recorded in situ at any temperature (from room
temperature to 773 K) under vacuum or gaseous atmospheres. The cell is
connected to vacuum pumps through a nitrogen trap and to gas cylinders
and liquid containers. Defined pressures of gases or liquid vapors can be
directly introduced inside the cell by using a precision valve system while
selected mixtures of gases (or liquid vapors) can be prepared in a separated
compartment before introduction.

The first step of the surface characterization is a heat-treatment under
dynamic vacuum (referred to as activation) to remove the surface species
that are physisorbed and weakly chemisorbed. These adsorbed species
result from the environmental contamination and balance the forces at the
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interface of the material and its environment. Once these adsorbed species
are eliminated, the surface is no longer in equilibrium and becomes
activated. In other words, an activated surface, which can only exist under
vacuum, presents freed adsorption sites ready to adsorb any new molecules.
The nature of the adsorption sites on an activated surface depends on the
activation conditions (temperature and vacuum). Therefore, the activation
conditions must be clearly described and taken into account when
comparing the adsorption and reactive sites on the same material
characterized by different researchers. In addition, it must be clearly
understood that an activated surface is different from a clean surface.
Indeed, a clean surface has never been exposed to environmental
contamination (e.g. synthesis or crystal cleavage under ultra-high vacuum
conditions) whereas an activated surface is only partly freed from
contaminating species as the activation treatment does not usually remove
all the foreign atoms introduced by the environmental contamination. As a
basic example of irreversible contamination, we can quote nitrides or
carbides surfaces which are partly oxidized after exposure to regular
atmosphere and which usually consist in oxinitride or oxicarbide layers,
respectively (8, 14-19). An attempt at complete cleaning by an increase of
the activation temperature may result in a surface reconstruction and
eventually grain growth. When semiconducting nanoparticles are to be
activated, additional consequences of the heat-treatment process are
observed on the IR spectrum and will be discussed in the following section
(cf. section 2.2).

The remaining chemical groups on the activated surface must be
discriminated from possible impurities trapped in the bulk. The most
probable contaminating surface groups are hydroxyl (OH) groups due to
the dissociation of atmospheric water. Also, carbonate (C032'), nitrate
(NO32') and methyl groups (CH3) are often found, originating most of the
time from synthesis residues and they are partly eliminated by activation.
However, specific experiments must be performed to prove that the
chemical groups persisting after activation are actually at the nanoparticle
surface. Because most of surface groups contain hydrogen, the usual way to
check their surface location is to exchange hydrogen by its isotope,
deuterium. Due to the higher molecular weight of deuterium, all the
vibrations involving hydrogen in the exchanged groups will shift toward
lower wavenumbers. Therefore, the H/D isotopic exchange acts as a marker
of the surface groups containing hydrogen. Carbonate and nitrate surface
groups are usually identified by their characteristic absorption frequencies
and by their perturbation following the adsorption of probe-molecules as
explained below.

The third step of the surface characterization consists in the
controlled adsorption of selected molecules (referred to as probe-
molecules) on the adsorbing and reactive sites freed by the activation. The
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vibration frequencies of the adsorbed molecule will be perturbed with
respect to the gas phase. These perturbations depend on the nature of the
adsorption which can be physical adsorption (physisorption) or chemical
adsorption (chemisorption). In the first case, the interaction between the
probe-molecule and the surface is of Van der Waals type and the
perturbations in the probe-molecule spectrum are relatively weak. But in
case of chemisorption, the spectrum of the probe-molecule can be strongly
modified particularly if the interaction leads to a surface reaction. In
addition, these perturbations in the probe-molecule spectrum also depend
on the nature of the surface atoms to which the molecule is bonded and on
the coordination number of these atoms within the surface. Therefore, by
comparing the IR spectrum of the molecule in the adsorbed form and in the
gas phase, information on the adsorbing and reactive sites on the
nanoparticle surface can be obtained as a function of the activation
temperature. Moreover, the use of a broad range of probe-molecules with
different reactivities will allow the full characterization of the surface sites
in terms of acidic and basic strength. Examples of molecules that are
conveniently used to probe the surface sites can be found in Ref. 7, 12, 20,
21.

2.2. FTIR Analysis of Semiconducting Nanoparticles

The semiconducting property originates from the mobility of free
carriers which are electrons (n-type semiconductors) or holes (p-type
semiconductors). According to the Drude-Zener theory (22, 23), these free
carriers contribute to the absorption by the material over the whole infrared
range. This has been experimentally demonstrated by Harrick (24) who
applied an electric field to a silicon wafer to modify the space charge region
while measuring the absorption of an infrared beam. Harrick observed
variations of the infrared energy absorbed by the silicon wafer which were
directly related to the variations of the free carriers concentration. In other
words, when the free carrier density increased, the absorption of the silicon
wafer over the total infrared range increased. The absorption of the free
carriers gives rise to an additional characteristic band (intraband) in the
infrared spectrum of the semiconductor. Most theories (23-26) predict
roughly a A2 dependence for this absorption (A being the infrared
wavelength) although variations often occur. But, the general rule is that
the background absorption of the infrared radiation by a semiconductor
sample increases when the electrical conductivity of the semiconductor
increases. At the upper limit, a conductor sample (like a metal) is totally
opaque to the IR radiation.

In the case of a chemical gas sensor based on semiconducting
materials, the variations of the electrical conductivity are induced by
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adsorption of oxidizing or reducing gases on the semiconductor surface
(27). The adsorption of oxygen, for example, on a semiconductor, causes a
decrease of the electron density in the conduction band due to the formation
of negatively charged oxygen species (ionosorbed species), such as O or
O,". The oxygen ionosorption causes electron transfer from the surface of
the grain toward the adsorbed species, thus leading to the formation of an
electron-depleted surface layer (space-charge region). As a result, the
electrical conductivity of a n-type semiconductor decreases due to the
enhancement of the potential barrier at the grain boundaries. On the
contrary, when a reducing gas, such as CO, adsorbs, electrons are injected
into the conduction band and the electrical conductivity of the n-type
semiconductor increases. The results of these adsorptions on the infrared
spectrum of the n-type semiconductor are a decrease of the overall
absorption under oxidizing gases and an increase of the overall absorption
under reducing gases. In terms of infrared energy transmitted by the
sample, an increase of the electrical conductivity leads to a decrease of the
transmitted infrared energy whereas a decrease of the electrical
conductivity leads to an increase of the transmitted infrared energy.

Considering that, on the one hand, FTIR spectroscopy allows one to
follow in situ the reactions taking place at the gas-nanoparticle interface (cf
section 2.1), and that, on the other hand, the variations of the background
infrared absorption are related to the variations of the electrical
conductivity, it becomes clear that FTIR surface spectroscopy is an
excellent method to fundamentally study the gas detection mechanisms by
semiconductor-based sensors. It must be stressed that, in this particular
case, FTIR spectrometry combines the investigation of two related
phenomena (surface reactions and electrical conductivity) involving
different thicknesses of the material as the surface reactivity concerns only
the first atomic layer whereas the thickness variation of the depletion layer
may concern up to several tens of nanometers.

The heat-treatment under dynamic vacuum (activation) of
semiconducting nanopowders usually leads to oxygen desorption, thus
resulting in an increase of the electron density, that is an increase of the free
carrier density in a n-type semiconductor material such as tin oxide. As a
consequence, a n-type semiconductor material becomes opaque to the
infrared radiation under activation. It is therefore easy to understand that
the standard activation process is not always appropriate for surface
characterization of n-type semiconducting nanopowders. To overcome the
difficulty, we have defined a slightly modified activation procedure: the
semiconducting nanopowder is heated under dynamic vacuum up to 423 K
to eliminate physisorbed water and possible weakly bound impurities.
Then, the sample is heated up to the chosen activation temperature under a
few mbar of oxygen, thus avoiding oxygen desorption. At the activation
temperature, the cell is evacuated to remove the contaminants which have
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possibly desorbed from the surface during heating and a new dose of fresh
oxygen is introduced to stabilize the stoichiometry. The semiconducting
nanopowder is then cooled under oxygen. This procedure has been applied
to the tin oxide nanopowder which is discussed in following. However, in
the case of titanium oxide, the increase of the electrical conductivity during
activation is not as critical as in the case of tin oxide and, the titanium oxide
nanopowder was activated under the standard conditions previously defined
(cf. section 2.1).

3. SURFACE CHARACTERIZATION

Before discussing the gas sensing properties of the titanium oxide
and tin oxide nanopowders, a short description of the chemical groups that
can be found at the surface is given below.

3.1. Titanium Oxide

The titanium oxide nanopowder (titania, n-TiO;) whose
characteristics and properties are presented in this chapter, is the
commercial product P25 from Degussa-France. It is mainly in the anatase
crystalline phase (~70%). The specific surface area measured by the
supplier is 50£15 m’g" with an estimated average size of the primary
particles of 21 nm. For the present infrared analyses, 50 mg of n-TiO,
powder are slightly pressed into thin pellets on a stainless grid (Gantois,
France).

The infrared spectrum of the nanopowder at room temperature and
under vacuum is presented in Figure la in the 4000-1000 cm™ range. At
wavenumbers lower than 1200 cm™, the strong absorption of the bulk
modes completely obscure the spectrum.

After activation at 723 K (Figure 1b) under standard conditions (cf.
section 2.1), the disappearing of the very intense band centered around
3320 em?! s observed, indicating the elimination of water molecules
bonded to the surface hydroxyl groups. At the end of the activation
treatment (Figure 1b), several bands in the 3780-3600 cm™ range are
observed. All of them are assigned to v(OH) stretching vibrations (28-35)
of surface OH groups. The multiplicity of these bands indicates that several
types of OH groups are present on the titania surface. According to the
literature (28-35), the number and the vibrational frequencies of these OH
groups depend on the extent of the dehydroxylation and on the possible
presence of impurities, which makes the comparison between different
samples and between the results from different works extremely difficult.
Moreover, the OH groups on the anatase surface are not exactly the same as
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those on the rutile surface (33). It must also be taken into account in the
bands assignment that a hydroxyl group can be bonded to one titanium
atom, or linked to two titanium atoms, or bridged to three titanium atoms.
As a consequence, all these OH surface groups have a different reactivity
and it has been proved that some of them are Bronsted acid sites whereas
some other ones are Bronsted base sites (36). Besides, these OH groups are
responsible for the surface hydrophilicity (35).
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Figure 1. Infrared spectra of the TiO, nanopowder: a) at room temperature and under
vacuum,; b) after activation at 723 K. (The spectra have been shifted for clarity sake).

Despite this complexity, the precise assignment of each absorption
frequency to a particular type of surface OH groups can be found in several
papers (see for example Ref. 28-35). In addition, the broad band at 3480
cm™ (Figure 1b) may be assigned to adsorbed undissociated water which is
retained on the surface by strong Lewis acid sites, namely coordinatively
unsaturated Ti** sites (30, 35). As it will be seen in the following, the
surface hydrophilicity may have adverse effects on the reliability of the n-
TiO; response to gases.

3.2. Tin Oxide

The tin oxide nanopowder (n-SnO;) investigated in this study has
been synthesized by evaporation of compressed micro-crystalline powder
with the pulse radiation of aNd: Y AG-laser and subsequent condensation of
the vapor in a controlled atmosphere (37). The XRD analysis shows that
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the nanopowder is crystallized under the quadratic phase with an average
particle size of 15 nm. To obtain a sample suitable for FTIR surface
analysis, a very light pressure was applied to 30 mg of n-SnO, powder on a
stainless grid.

As previously described (cf. section 2.2), the tin oxide nanopowder is
activated under a low oxygen pressure (50 mbar) to avoid oxygen
desorption which would have led to the opacity of the sample to the
infrared radiation. Figure 2 compares the spectrum of the n-SnO, pellet
recorded at room temperature and under dynamic vacuum with the
spectrum recorded after activation at 673 K under oxygen. Like in the case
of n-TiO,, a decrease of the broad band centered at 3200 cm™ is observed
although weaker. It corresponds to the elimination of water molecules
adsorbed on the surface. After activation, we also clearly observe the
multiplicity of v(OH) bands in the 3800-3000 cm™ region, which indicates
a large number of different types of surface OH groups (38, 39). The
different vibrational frequencies of the OH groups originate from the
diversity of the coordination types of the surface tin atoms to which the OH
groups are bonded. Indeed, it is known that Sn** and Sn*" along with
oxygen vacancies can be present on the surface (40), thus generating
different electronic distributions in the attached OH groups. The bands in
the 1500-1000 cm™ region are assigned to the corresponding S(OH)
bending vibrations of these OH groups (41).

Absorbance

v(OH) 3(OH)

0.2

4000 3600 3200 2800 2400 2000 1600 1200 800
Wavenumbers (cm™')
Figure 2. Infrared spectra of the SnO, nanopowder: a) at room temperature and under

vacuum; b) after activation at 673 K under 50 mbar O,. (The spectra have been shifted for
clarity sake).
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4. EVALUATION OF THE GAS SENSING
PROPERTIES

As explained in section 2.2, the variation of the infrared energy
transmitted by a semiconductor sample when changing its gaseous
environment, is related to the variation of the electrical conductivity.

Tin oxide and titanium oxide are n-type semiconductors and among
the most popular materials used for the fabrication of chemical gas sensors
(42). In chemical sensors based on semiconducting metal oxides, a
chemical reaction occurs at the material surface between oxygen species
and the gas to be detected, thus modifying the semiconductor resistance
(27). Indeed, it is generally admitted that the variations of the
semiconductor resistance allowing the detection of combustible gases is
caused by a reaction of the combustible gas with ionosorbed oxygen
species. The concentrations of the different types of ionosorbed oxygen
species, such as O,’, O" and 07, depend on the temperature. While the O
species are the most reactive ones in the 573-623 K range (43-45), the Oy
species become preponderant at lower temperatures (373-473 K). When a
combustible gas, such as carbon monoxide, is subsequently adsorbed,
oxidation reactions proceed and the electrons trapped by the ionosorbed
oxygen species return to the grains, thus decreasing the height of the
potential barrier and the material resistance. The chemical reactions leading
to changes in the electrical conductivity are usually proposed as follows,
depending on the temperature (46-49):

CO+0, - CO+%0,+¢
CO+0 - CO, +¢
CO+ 0" 5> CO, +2¢

In the following, we study these variations of the electrical
conductivity by analyzing the changes in the background infrared
absorption of the samples versus gas exposures.

4.1. Tin Oxide

On the activated and oxidized surface of the tin oxide nanopowder
(cf. section 2.2), oxygen is first adsorbed at 623 K and then CO is
introduced in the cell in presence of oxygen. The comparison of the
infrared spectra recorded before and after CO addition (Figure 3a,b) clearly
indicates the formation of CO, (band centered at 2348 cm™). In addition,
the bands in the 1500 cm™ region are due to newly formed COs> carbonate
groups (48-50). These carbonate groups are also observed when, under the
same conditions, carbon dioxide is adsorbed on the tin oxide surface.
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Figure 3. Infrared spectra of the SnO, nanopowder recorded at 623 K: a) under O, (50
mbar); b) after CO addition (10 mbar); c) after evacuation. (The spectra have NOT been
shifted).
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Figure 4. Variations of the infrared energy (Err) transmitted by the SnO, nanopowder at 623
K versus gas exposures.
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It can therefore be concluded that CO oxidation into CO, proceeds
first and then newly formed CO, adsorbs on surface basic sites leading to
surface carbonate groups, according to the following reaction:

CO, + O — COs*

It must be noted that, in principle, the formation of carbonate groups does
not participate in the variation of the electrical conductivity because the
involved electrons remain localized. Only the formation of CO, leads to the
release of free carriers. Both CO; and surface carbonates are eliminated by
evacuation (Figure 3c).

In addition to the formation of these new species, an increase of the
overall absorption of the sample is observed. Indeed, the baseline of the n-
SnO, spectrum shifts toward higher absorbance values under CO addition
(Figure 3a,b), due to the increase ofthe free carrier density.

Figure 4 shows the variations of the infrared energy transmitted by
the tin oxide sample versus gas (O, and CO) exposures. This curve can be
compared to the sensor response curve (standard impedance measurements)
(51). A decrease of the electrical conductivity (corresponding to an increase
of the transmitted infrared energy) is observed when oxygen is adsorbed
whereas an increase of the electrical conductivity (corresponding to a
decrease of the transmitted infrared energy) is caused by CO adsorption.
When CO is adsorbed in absence of oxygen, a strong reduction of the SnO,
sample is observed and the oxidation state is not restored by evacuation. In
fact, the sample is so reduced that the addition of a second and third CO
dose in absence of oxygen is no longer detected by the material due to a
saturation. The reproducibility of the sensor response is ensured by the
presence of oxygen allowing a complete recovery of the n-SnO, oxidation
state after elimination of both CO, and carbonate groups by evacuation.

4.2. Titanium Oxide

In this section, we compare the effects of the adsorption of pure CO
and of mixtures of CO and water vapor on both the n-TiO, infrared
spectrum and the evolution of the transmitted IR energy. Because the
presence of oxygen as a third gaseous component would have certainly
complicated the surface chemical reactions, the experiments were
conducted in an oxygen-free environment, taking advantage of the low
sensitivity to oxygen of titanium oxide at our selected operating
temperature. Therefore, the following discussion should be considered as a
preliminary study toward the understanding of the humidity effects rather
than an exact description of the real sensor behavior.

In a first step, several doses (6 mbar) of pure CO (referred to as “dry
CO”) were subsequently adsorbed at 673 K on the n-TiO; surface,
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pretreated at this temperature under the standard conditions described in
section 2.1. As expected on this n-type semiconductor, the CO adsorption
leads to the sample reduction. This is indicated by the decrease of the
transmitted IR energy (Figure 5) due to the increase of the free-carrier
density. To emphasize the surface chemical modification possibly
occurring under CO adsorption, the difference between the spectra recorded
just before CO addition and after 10 minutes under CO is reported in
Figure 6. The formation of CO; originating from the oxidation of CO and
responsible for the sample reduction, is observed. The evacuation of CO
only allows a very partial recovery of the oxidation state of the sample
because this experiment is performed in absence of oxygen (Figure 5).
Subsequent additions of CO doses also lead to a decrease of the transmitted
IR energy and, thus to an increase of the electrical conductivity. It is
observed that the sample is steadily reduced and that the amplitude of the
response toward the CO doses gradually decreases showing the
impoverishment of the titania surface in oxygen accessible for CO
oxidation. It is worth noting the negative feature on the difference spectrum
(Figure 6) at 3650 cm™ indicating that the surface OH groups are perturbed.

In a second experiment still at 673 K, four doses of pure CO
(referred to as “dry CO”) were adsorbed on the n-TiO, activated surface,
followed by four doses of a mixture of 6 mbar CO and 1 mbar water vapor
(referred to as “wet CQO”), then followed by four new doses of “dry CO”.
(Figures 7 and 8). The response toward the first four “dry CO” doses is
obviously similar to that just described (Figures 5 and 7). The addition of
“wet CO” doses causes a strong decrease of the electrical conductivity
although without any reproducibility. In parallel, the infrared spectra show
the intensity increase of the v(OH) absorption range (Figure 8b). This is
actually the proofthat water molecules dissociate on the surface:

H,0+0* —»> 20H

However, this dissociation reaction may not be the only type of interaction
between the surface species/sites and the water molecules. The overall
effect of the four “wet CO” doses is a steady oxidation (Figure 7), clearly
showing the adverse effect of HyO. Indeed, the adsorption of “wet CO”
doses results in an oxidation of the sample instead of the expected
reduction by pure CO. When “dry CO” is added again, the energy evolution
is similar to that observed during the addition of the first “dry CO” doses.
Moreover, the baseline drift shows the same downward trend, thus
indicating an overall reducing effect (Figure 7).
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5.  REDUCTION OF HUMIDITY EFFECTS
BY SURFACE MODIFICATION

From the above experiments, it is clear that the presence of humidity
is a critical point affecting the reliability of the response of semiconductor-
based sensors. The surface OH groups, which should favor an interaction
between the surface and the water molecules, do not appear to play a key
part, though. To check the influence of the surface hydrophilicity on the
sensitivity to humidity, a chemical modification of the surface of the titania
nanoparticles has been conducted to make this surface partly hydrophobic.
However, on any material, modification of the surface groups affects the
surface reactivity and, on semiconductor materials, surface modification
can affect the depth of the depletion layer, thus changing the electrical
properties (52-54). It must therefore be kept in mind that, for nanoparticles
in which the thickness of the depletion layer is comparable to the radius of
the nanoparticle, changes in the chemical nature of the surface groups may
imply strong consequences on the surface reactivity and on the electrical
properties.

5.1. Surface Chemical Modifications

The surface of the titania nanoparticles has been modified by grafting
hexamethyldisilazane (HMDS) which is commonly used to make surfaces
hydrophobic. The titania nanoparticles were first activated at 673 K. After
cooling the sample at room temperature under dynamic vacuum, 7 mbar of
HMDS were introduced in the cell for 20 minutes. Then, the sample was
steadily desorbed at increasing temperature up to 673 K. This grafting
experiment was performed in situ so that the chemical modifications of
surface species were exactly followed by recording the IR spectrum at each
experimental step. Figure 9 compares the n-TiO, spectra recorded, at room
temperature, after activation (Figure 9a) and after HMDS desorption at 673
K (Figure 9b).

Hexamethyldisilazane usually reacts with surface hydroxyl groups
(55-59) by forming ammonia according to the reaction:

2 Ti-O-H + (CH3);-Si(NH)Si-(CH3); — 2 Ti-O-Si-(CHs); + NH;

It can indeed be observed on Figure 9b that, after HMDS grafting,
the intensity of the v(OH) absorption bands is strongly reduced. Moreover,
new bands appear in the 2900 cm™ region, characteristic of the WCH)
stretching vibrations in CHj groups, and at 1265 em™, assigned to the
S(CH3) bending vibration in Si-CHj groups. These bands are the obvious
proof of the surface modification by Si(CHj;); trimethylsilyl groups
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according to the above reaction. It is worth noting that the 1265 cm™ band
is quite intense and therefore it can conveniently be used as a marker of the
persistency of the Si{CH3); groups on the surface. On the spectra recorded
after HMDS addition at room temperature (not shown), absorption bands in
the 3400-3200 cm™ region (57, 59) not only indicate the formation of
ammonia but also, its subsequent adsorption on Lewis acid sites at the
surface of the titania nanoparticles (28, 60). Adsorbed ammonia is totally
eliminated after the desorption step at 673 K. The NHj3 formation and
adsorption must be kept in mind in the following discussion as ammonia is
a reducing agent which may decrease the thickness of the depletion layer of
the n-TiO, particles. It is indeed observed a loss of transparency of the
sample after the grafting experiment, thus indicating an increase of the free
carrier density.

8(CH,) —

v(OH)

in Si-OH V(CH,)

Absorbance

8(CH;) _

V(CHy)

3480
s

02| 2 JvOH)

4000 3600 3200 2800 2400 2000 1600 1200

Wavenumbers (cm™')

Figure 9. Infrared spectra of the TiO, nanopowder recorded at room temperature: a) after
activation at 673 K; b) after HMDS grafting at room temperature followed by a desorption
at 673 K; c) after exposure to water vapor at 673 K. (The spectra have been shifted for
clarity sake).

After modification of whatever surface for a given application, it is
important to check whether the chemical groups grafted on this surface will
be stable under the operating conditions. In the present case, it must be
ensured that the presence of humidity will not ruin the HMDS grafting by a
reverse reaction, leading to the re-formation of the OH surface groups. To
this end, the HMDS-grafted titania sample was heated at 673 K under water
vapor. We observe a very limited recovery of the OH groups (Figure 9c).
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But, the most remarkable feature is the appearing of an absorption band at
3738 cm™ which does not exist on the non-grafted sample. This frequency,
close to the v(OH) frequency of the silanol groups on the silica surface
(3747 em™), is assigned to the v(OH) stretching frequency of new Si-OH
groups (28, 30) formed by hydroxylation of the Ti-O-Si(CH;); grafted
groups. Besides, no adsorbed water molecules are observed as the band at
3480 cm’ is not restored. The v(CH) stretching bands in the 2900 cm’
region and the 8(CH;) bending band at 1265 cm™ are still observed, thus
proving that the HMDS-grafting resists to a heat-treatment under humidity.
It is worth noting that the OH groups which are created by heating under
water vapor, exhibit modified properties compared to the original OH
groups on the non-grafted n-TiO, surface. Indeed, the new formed Si-OH
groups should have an acido-basity close to that of the OH groups on a
silica surface, that is quite different from the acido-basity of the OH groups
on the original titania surface.

5.2. Humidity Effects on Modified Surfaces

The humidity effects on the response of the n-TiO, powder toward
CO have been presented in section 4.2. In this section, we will evaluate the
consequences of the surface modification by HMDS grafting on these
humidity effects.

Similar experiments to those described in section 4.2 were performed
on the HMDS-grafted n-TiO, sample at 673 K. They consisted in the
adsorption of four “dry CO” doses (pure CO), followed by the adsorption
of four “wet CO” doses (mixture of CO and water vapor), then followed by
the adsorption of four new “dry CO” doses. The curve showing the
variations of the infrared energy transmitted by the grafted n-TiO, powder
versus gas exposures is presented in Figure 10. In parallel, the infrared
spectra were recorded and the evolutions of the surface species during an
experimental step are emphasized by the difference spectra, as explained in
section 4.2 (Figure 11).

As already observed, the adsorption of the first “dry CO” doses leads
to a reduction which is stronger for the very first dose. The formation of
CO, is hardly visible on the infrared spectrum (Figure 11a). It is interesting
to note that, unlike the CO adsorption on the non-grafted TiO, surface
(Figures 5 and 7), the overall effect of these first four “dry CO” doses
appears as an oxidation. This apparent oxidizing effect could be explained
by a re-arrangement of the surface after the reducing effect due to the
HMDS grafting (cf. section 5.1). The adsorption of “wet CO” doses
amplifies the oxidizing effect which however shows a trend toward
stabilization after the second “wet CO” dose. On the infrared spectrum
(Figure 11b), we note the formation of a new absorption band at 3730 cm™.
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This band can be correlated to the one which appeared when the HMDS-
grafted sample was heated under water vapor (3738 cm” at room
temperature) (cf. section 5.1) and which was assigned to the v(OH)
stretching vibration in newly formed Si-OH surface groups. Therefore, by
analogy, we can conclude that this 3730 cm™ band reveals the formation of
Si-OH groups on the n-TiO, surface. This formation results in changes in
the semiconductor work function and water molecules can act as oxidizing
agent. But, after the second “wet CO” dose, the infrared spectra (not
shown) indicate that Si-OH groups are no longer formed and then humidity
becomes a reducing environment.

When “dry CO” doses are added again, we observe a perfectly
reproducible response and no drift of the baseline (Figure 10). On the
infrared spectrum (Figure 11c), the formation of CO; is more visible and
we also observe reproducible and reversible perturbations of the v(OH)
absorption range. The reasons for the apparent stability of the response
toward CO in an oxygen-free environment are not yet totally understood.
Nevertheless, the importance of the surface chemical composition on the
reliability of the sensing properties is clearly established.

6. CONCLUSION

In this chapter, we have presented results proving that Fourier
transform infrared spectroscopy is particularly relevant not only for the
surface analysis of nanosized particles but also for the study of the
electrical properties of semiconducting nanoparticles. A direct correlation
of the chemical reactions taking place at the very surface with the resulting
variations of the electrical conductivity can be established in real time,
which is an important asset for the fundamental understanding of the gas
detection mechanism and consequently for optimization of chemical gas
sensors based on semiconductors. In addition, the evolution of the newly
formed surface chemical species versus time can give information on the
stability and reversibility of the gas sensors, thus allowing the
determination of the optimum operating conditions.

It has also been demonstrated that specific properties of nanosized
particles can be modified on purpose by controlling the surface
composition and the surface chemistry. The chemical modification of the
surface species on semiconducting nanoparticles generates not only
changes in the surface reactivity but also changes in the work function, that
is changes in the electrical conductivity and in the sensing properties.
Therefore, by tuning the chemical composition of the surface of
semiconducting nanoparticles, it can be envisaged to increase the sensor
sensitivity and to tailor the sensor selectivity for targeted applications.
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1. INTRODUCTION

Growing concerns regarding environmental pollution by toxic gases,
such as CO, SOx and NO, and global wanning by the greenhouse effect, due
to CO; and CH,, have triggered the interest in gas sensors '. Their main
applications can be found for monitoring emissions and provide feedback to
reach, for example, an optimum conversion efficiency and reduced
emissions in combustion engines for automobiles >. So-called “intelligent”
microsystems combine an input microsensor, capable of detecting small
changes of gas concentrations and transducing them into an electrical signal,
a microelectronic data acquisition, storage and treatment unit and an output
actuator that can react and modify the current status of the system, for
example by adjusting the fuel injection into an automotive combustion
engine.

As attractive as solid-state gas sensors appear conceptually, they must
satisfy certain requirements according to a given application, including the
“3S” sensitivity, selectivity and stability, but also other important criteria
such as short response time, easy processing, long lifetime and low cost. In
the framework of the development of microtechnologies and equipment
compatible with microelectronics, device miniaturization is another
important requirement. Selectivity is a particular important issue, because it
limits the wusefulness of a gas sensor in the presence of varying
concentrations of other gases.

Depending on the type of sensor developed (potentiometric, resistive or
capacitive), different approaches are possible for the development of
innovative and improved gas sensing materials. One approach is to search
for “new” materials, especially with the concept of “molecular recognition”.
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The basic idea is to use specific interactions between the molecule to be
detected in the gas phase and a mobile ion in a solid ionic or mixed
conductor, for example between NHs molecules and Ag” ions in AgCl** or
Cu’ ions in CuBr > ®. New materials combinations have also shown
promising results, such as the use of oxide electrodes combined with ionic
conductors in solid-state potentiometric sensors " ®. Using heterojunctions
between p- and n-type semiconducting oxides allows to develop new sensing
mechanisms for gas and humidity sensors °.

A particularly important approach is to optimize the materials
microstructure in order to improve their gas sensing properties, especially by
using fine-grained samples. For semiconductor-type gas sensors, the use of
materials with a mean particle size well below 50 nm significantly unproved
the gas sensing properties '°, based on the following points. First, a large
active surface area is assumed to enhance the materials sensitivity. Second, a
faster response is expected due to short diffusion paths and rapid grain
boundary diffusion. Third, the space charge region thickness can be
extended to the whole grain size, leaving grains wholly depleted of charge
carriers and improving thus the sensitivity. Fourth, given the lower
processing temperature, metastable phases with improved sensing properties,
such as better selectivity, can be obtained. Furthermore, a narrow particle
size distribution can be achieved that can improve the sintering process of
ceramic sensors. These points should be explicitly discussed in each
individual case.

However, nanocrystalline materials in gas sensors have also clearly
foreseeable drawbacks, especially an unstable microstructure with a
tendency to grain coarsening at moderate temperature. This can be a serious
issue during long-time use, leading to aging and stability problems and
ultimately limiting the lifetime of such sensors.

The objective of this article is to provide a fairly broad, but not
exhaustive, overview on recent developments in the domain of
nanocrystalline gas sensors. One can subdivide these sensors into three main
types: i) equilibrium and mixed potential sensors, ii) bulk conductivity and
iii) boundary conductivity sensors ''. The focus of this article is on
semiconductor sensors, where most of the recent work was performed. In
this domain, where a great number of materials have been used occasionally,
it seemed reasonable to restrict this report to the most studied compounds,
including Sn0Q;, TiO,, Fe oxides, ZnO, WO;, Ga;0, and perovskite-type
oxides (LaFeOs; and SmFeQs). In order to check if the positive predictions
concerning improved sensor properties are matched and how far degradation
problems are encountered in the practice, we focus on studies where a
comparison of nanocrystalline and microcrystalline materials was made.
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2. EQUILIBRIUM AND MIXED POTENTIAL GAS
SENSORS

Potentiometric sensors are the oldest type of electrochemical sensors.
The classical example of an equilibrium potential sensor is the solid-state
oxygen sensor, developed following an initial report by Kiukkola and
Wagner '> P, produced in millions and installed in most automobiles today.
It is based on calcia- or yttria-stabilized ZrO, (YSZ), a solid oxygen ion
conductor, and platinum electrodes '* . The cell can be represented by:
Working electrode O(Ppes), Pt I YSZ I Pt, O, (Prs) Reference electrode (1)
Pes is the oxygen pressure to be determined and Pgs is a stable reference
pressure, most conveniently air (Per = 0.21 bar), but metal/metal oxide
mixtures can also be used to fix the oxygen partial pressure, which is then
calculated from the equilibrium constant of the reaction:

Me + %2 O, <> MeO 2)
The cathode reaction in cell (1) is:
%0y +2e < 0% €))

The heterogeneous equilibrium condition can be written using the chemical
potential p for uncharged species and the electrochemical potential n for
charged species:

Nn(0*) =2 n(e) + % WOy 4)

n(0*) =2 we)~2F ¢+ % p°(02) + % RT In(P(02)/P°) &)
¢ is the internal electrical potential and p° the standard chemical potential.
R, T and F are the gas constant, absolute temperature and Faraday’s
constant, respectively. Similar expressions can be written for the anode side.
The electrochemical potential of the oxygen ions in the solid ionic
conductor, the chemical potential of the electrons in the metallic conductor
and the standard potential of oxygen drop out by subtraction. Therefore, the
EMF ofthis cell follows Nernst’s equation:

E = (RT/4F) In P(O5, mes) P(Os, re) (6)
This derivation shows that important assumptions are the constancy of the
electrochemical potential of the oxygen ions, in other words, a sufficiently
high oxygen ion conductivity in the solid electrolyte and that the equilibria
are established at the temperature of measurement, in other words that the
exchange current density is sufficient.

Many other equilibrium potential sensors can in principle be designed
1617 They can be classified, as firstly proposed by Weppner * according to
the relation between the target gas and the mobile ion in the solid electrolyte.
In so called “type I” sensors, the gas and the mobile ion in the solid
electrolyte are related by a direct reaction, such as eq. (3). In “type II”
sensors the ions related to the target gas are present, but immobile in the
solid electrolyte. Gauthier and Chamberland " proposed the first
potentiometric sensor of this kind, showing that oxyacid salts could serve as
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solid electrolyte membranes for oxidic gas sensors. For example, K,CO; was
used as solid K" ionic conductor for the target gas CO,. The main problem of
this kind of sensor is the lack of thermal and chemical stability of oxyacid
salts. In “type III” sensors, by far the most important group, an auxiliary
phase (usually oxgacid salts) establishes the relation of the solid electrolyte
with the target gas™. This allows a larger flexibility for these sensors that are
able to detect a wider variety of gases. For example, sensors based on Na*
ion conductors, such as NASICON ', are able to detect CO,, NO, or SO,,
using the appropriate auxiliary phase *. Further recent developments foresee
the use of metal oxide electrodes as auxiliary phases in substitution of the
oxyacid salts 2****_ For these sensors the observed EMF is not described by
Nernst’s law. Electrochemical gas sensors based on YSZ with metal oxide
electrodes, so-called mixed potential sensors, have also been proposed ** %"
.2 These non-equilibrium sensors are actually modifications of the well-
established oxygen sensor and their technological transfer might be easy.

Although the use of nanocrystalline materials may in principle improve
the ionic conductivity of solid electrolytes ***'*% this possibility is certainly
more than counterbalanced by the reduced long-term stability of the
nanocrystalline material. Conceptually more interesting is the possibility to
enhance the exchange current density, which is determined by the charge
transfer kinetics at the solid electrolyte/electrode interface, and thus the
reversibility of the cell by using nanocrystalline materials.

For the non-equilibrium sensors, most often several electrode reactions
are observed simultaneously. In this case, so-called mixed potential sensors
are obtained ***; mixed potentials depend on the kinetics of the different
electrode processes involved. They depend thus strongly on kinetic
parameters and, as such, on the electrocatalytic activity of the electrode
material. The use of nanocrystalline materials can in principle improve the
function of a mixed potential sensor by providing supplementary active
surface and grain boundary sites, though very limited investigations have
been reported in the literature.

A recent example is about NOx sensors based on YSZ or NASICON, a
solid Na* ion conductor, coupled with a rare-earth perovskite LaFeOs . The
nanocrystalline oxide powders were prepared using a chemical route *. The
grain size of the oxide electrode had an important effect on the gas
sensitivity. The response to NO, was significantly improved by using
nanosized oxide grains. The sensing mechanism might be explained with
electrochemical reactions taking place at the triple phase boundary between
gas, metal electrode, and solid electrolyte. Though more investigations are
necessary to better understand the role of the oxide electrode, LaFeO3; might
increase the number of gas adsorption sites and catalyze the electrochemical
reactions.
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3. SEMICONDUCTOR BULK AND BOUNDARY GAS
SENSORS

Semiconductor gas sensors can be subdivided into bulk and surface
types. In the first case, the bulk stoichiometry of the material is changed due
to interaction with the gas phase. It is clear that this kind of sensor works at
higher temperatures. The thermodynamic description of the defect equilibria
is state-of-the-art. In the second type, semiconductor surface sensors, gas
adsorption phenomena lead to a change of the surface conductivity of the
materials, which is used for detection. As no bulk diffusion is necessary, but
only surface reactions occur, this type of sensor works normally at lower
temperatures than the bulk sensor. The main part of recent literature on the
use of nanocrystalline oxides is related to semiconductor surface sensors.

3.1. Bulk conductivity sensors

The variation of the bulk conductivity of semiconducting oxides can be
used for gas detection (mainly oxygen). These sensors work at elevated
temperatures (typically above 600°C), because diffusion needs a high
activation energy. In the case of oxygen, its diffusion into or out of the oxide
changes the oxygen bulk stoichiometry, by well-known red-ox reactions. An
oxygen uptake compensates an original oxygen deficiency, which is typical
for many n-type semiconducting oxides, such as SnO,,. The kinetics of
oxygen stoichiometry changes in n-type semiconducting tin dioxide was
recently investigated’’. The equilibrium can be written using the Kroger-
Vink nomenclature:

O Vo'+720:(g)+2¢ (7
The corresponding equilibrium constant can be written:
K = [Vo'le'}' P(0)" ®)

Square brackets represent concentrations. In absence of significant amounts
of doping impurities, the bulk electroneutrality equation can be formulated
as:

2[Vol=1[¢] &)
Afterinsertion of eq. (9) into eq. (8), one obtains:
[e']=(2K)"*P(0y)"* (10)

The oxygen partial pressure exponent takes the typical value —1/6, which can
be found from the oxygen partial pressure dependence of the total bulk
conductivity, which is essentially electronic, given the much larger electron
mobility pe:

o =Fu. 2K)"’P(0,)"¢ D
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In principle, the selectivity of bulk conductivity sensors is high, because
although several species can be exchanged at the surface of the oxide, only
few possess a sufficient bulk diffusivity. Similar bulk conductivity sensors
for other gases than oxygen can be conceived. In all cases, a redox reaction
such as eq. (7) has to be formulated and a state-of-the-art thermodynamic
treatment ends up with a power law similar to eq. (11).

The use of nanocrystalline materials can be of interest for a bulk
conductivity sensor, because the large interface density can significantly
improve the diffusivity by interface paths. On the other hand, the selectivity
might be lower, because diffusion of other species might also be enhanced.
Furthermore, the typical power dependence can also be changed in some
cases, due to defect interactions, as we will see in the following.

Another typical material for this type of sensor is n-type crystalline
TiO; (rutile or anatase phase). Knauth and Tuller *® reported for temperatures
between 450 and 580°C that the oxygen partial pressure dependence of the
conductivity of nanocrystalline anatase under reducing conditions is much
steeper than for the microcrystalline counterpart (Figure 1). This is obviously
of interest for bulk sensor applications. A clear difference between coarse-
grained and ultra-fine grained samples appears over the whole range of
oxygen partial pressures. Here, one must take into account that the coarse-
grained samples, obtained after heat treatment at 1400°C, present the
thermodynamically stable rutile structure, whereas the nanocrystalline
materials are phase-pure anatase. The conductivity dependence can be
related to the defect chemistry ofthe materials.

14
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Figure 1. Oxygen partial pressure dependence of the bulk conductivity of nanocrystalline
TiO; (anatase, D = 35 nm, triangles) in comparison with microcrystalline samples (rutile, D =
1 pm, open dots) at 580°C. From reference
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In accordance with older data, the microcrystalline sample shows a
regime of p-type conductivity at high P(O,) with a P(0,)"* dependence and a
regime of n-type conductivity at low P(O,) with a P(O2)™ dependence.
These power laws can be interpreted by assuming that the reduction of TiO,
proceeds by the formation of fully ionized titanium interstitials (metal
excess: Ti+x02) and electrons at low oxygen partial pressure and oxidation
by annihilation of interstitials and formation of electron holes at high oxygen
partial pressure (metal deficiency: Ti1x02). The electroneutrality condition
(4 [Ty 1 = [Ar’] = const) assumes control by background acceptor
impurities (A, likely sodium in this case).

The nanocrystalline material shows a distinctly different oxygen
pressure dependence of conductivity. At high oxygen partial pressures, a
conductivity plateau is found and at low P(O,) a steeper increase of
conductivity than that observed for the coarse-grained material is obtained.
The power law exponent at low P(O;) takes the uncommon value of -1/2 in
the nanocrystalline material. To understand this result, the defect chemistry
in nanocrystalline TiO, must be re-evaluated 8,3

The reduction-controlled behavior at low oxygen partial pressures can
be interpreted by assuming that titanium interstitials are not completely
ionized, ie. that we have association between the highly concentrated
defects (Ti** and ¢). This condition becomes more likely as the level of
nonstoichiometry increases. Under the assumption that doubly charged
titanium interstitials are formed, we write the reduction reaction as:

V;+Ti0, © Ti~+0,+2¢ (12)
where Vjis a vacant Ti interstitial site. The equilibrium constant is then:
K’ =[Ti;"]. [T . P(0;) = Ko’ exp(-Argtl’/RT) (13)

where ArgH’is the enthalpy of reduction of the nanocrystalline material. The
electroneutrality condition for acceptor doping is:

2 [Ti] = [Ar) (14)
Combining these equations, we obtain:

log [e’] = log 2K*/[A1’])"? - 1/2 log P(O,) 15)
The oxygen pressure dependence of conductivity is therefore:

logo=A’-1/2 log P(Oy) (16)

with the experimentally observed exponent n = -1/2.

The strong P(O2) dependence of conductivity under reducing conditions
is obviously of interest for gas sensor applications; furthermore, the redox
Kkinetics can be expected to be significantly enhanced in nanocrystalline TiO,
and further investigations appear worthwhile.

One should mention that similar results were also reported for dense
nanocrystalline CeO ceramics™ and in a series of papers on nanocrystalline
thin films of pure CeO, 4 y-*and Sc-dopedZrQ, and SrCe0;*. The latter
was used in a hydrogen sensor.
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3.2. Boundary conductivity sensors

Low-temperature chemisorption of environmental gases changes the
surface conductivity of oxides and can be detected in this way. A typical
material is n-type semiconducting SnO, that is widely used for reducing gas
detection also in commercial devices ** ** **. A widely accepted sensing
mechanism is that negatively charged oxygen adsorbates, such as Oz, O" and
0% cover the surface of the oxide particles in air. In the case of n-type
semiconducting oxides, electron-depleted space charge regions are formed to
counterbalance the negative surface charge:

0,(g) +2 ¢ <2 O(ads) a7n

The width of the space charge regions is a function of the oxygen
surface coverage and the bulk electron density. The resistance of a n-type
semiconducting oxide is therefore high in oxygen-rich environment, given
that a space charge barrier develops at every boundary between grains.
When the sensor is exposed to a reducing gas, oxygen adsorbates are
consumed and electrons previously trapped are injected into the space charge
regions, leading to a decrease of the space charge layer width and a
reduction of the Schottky barrier height. The corresponding resistance drop
is measured *°. Since semiconductor gas sensors respond more or less to any
reducing gas by this mechanism, they usually suffer from cross-sensitivity
and a lack of selectivity. These sensors typically work at temperatures below
600°C.

The nanocrystalline character of the materials permits in principle a
lowering of the application temperature relative to the microcrystalline
materials. Due to the enhanced surface to bulk ratio, a distinctive sensitivity
enhancement is also expected using nanocrystalline oxides, allowing the
detection of very low gas concentrations.

Tin dioxide SnQ; is the most prominent oxide used in semiconductor
boundary sensor for reducing gases. Some interesting work has been
%ulg(l)issl}ed in recent years cor}ceming nanocrystalline San, .in thsizn—sf3ilr21 47;548’

* 7% 7" and especially in thick-film form by screen printing > > ™" ™.
Williams and Coles ™ investigated films with nanocrystalline precursor
powders made by laser ablation; Martinelli et al. used chemically processed
precursors’’. Obviously, the mean grain size of the precursors can be tuned
by selecting the calcination temperature: a high resolution transmission
electron micrograph shows the grain-size of sol-gel processed SnO, powder
calcined at 650°C (Figure 2). Tests performed using films made from this
precursor and, for comparison, samples calcined at 850°C show a clearly
improved response to various gases of the material with smaller grains
(Figure 3). The difference is particularly clear at the lowest operating
temperature, whereas the difference is less remarkable at higher temperature.
Recently, Morante and coworkers wused in-situ scanning tunneling
microscopy to study SnO; nanoparticles and observed an increase of surface
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band-gap in oxidizing atmosphere (NO;) and a decrease under reducing
conditions (CO) *,

Figure 2. High resolution transmission electron micrograph of a sol-gel processed
nanocrystalline SnO, powder calcined at 650°C. From reference 57

Time (min)

Figure 3. Electrical response at different operating temperatures to NO, (10 ppm) in wet air
(40% relative humidity). Sol-gel processed pure SnO, fired at a) 650°C, b) 850°C. Mo-doped

SnO, fired at c) 650°C and d) 850°C. From reference >’
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Figure 4 shows another remarkable result. Here, the grain size
dependence of the electrical resistance of a SnO, sensor in air and in 800
ppmH; is plotted (Fig. 4a). One recognizes a drastic change for a grain size
below 10 nm™. The sensitivity to hydrogen shows also a strong grain size
dependence (Fig. 4b).

The qualitative change is probably related to a complete charge carrier
depletion of the grains, because the Debye length A, defined as?

2 = go,RT/Q2F7[i]) 18)
can be estimated to be around 3 nm at the measurement temperature
(250°C). [i] is the concentration of electronic charge carriers, while €€ is the
dielectric permittivity. Space charge regions overlap atD <4\ and the grains
get fully depleted3 . It clearly appears from this study that in order to get the
full benefit of the “nanocrystallinity”, very small particle sizes of the order
of the Debye length are necessary. However, these results imply also that
supplementary parameters, such as doping impurity concentrations, must be
taken into account, because they influence the Debye length by providing
mobile charge carriers.

Bunde and co-workers ® recently analyzed the performance of a
nanocrystalline thin layer for gas sensing using a percolation-type model.
Here, it is assumed that nanoparticles can be totally depleted of charge
carriers and become insulating. The probability to get insulating grains
depends on the particle size and the number of neighbor particles. The
percolation threshold is attained for a certain critical surface density of
reducing gas species. Near this critical concentration, the conductivity
change is important, which may be used to improve the sensitivity of
nanocrystalline sensors. However, the percolation model assumes a constant
grain size and no grain coarsening at operating temperatures.

Other interesting experiments were made on nanocrystalline TiO,
sensors. Figure 5 shows the microstructure changes observed when the
calcination temperature of TiO; powders is changed from 650°C to 850°C
and when tantalum is added as a dopant, and the corresponding sensor
curves for 100 ppm CO in wet air (30% relative humidity) at 400 °C. One
recognizes very easily an important influence of the calcination temperature,
when no Ta is added. No response is observed without Ta when the sample
is heated to 850°C, because grain coarsening is too important. The highest
sensitivity is observed with Ta-doped samples . Ta addition prevents grain
growth and inhibits the anatase-rutile phase transition; furthermore, the
metal is known to be a good catalyst for surface reactions. This behavior was
shown not only for TiO; powders prepared using sol-gel routes “* ®, but
also for powders prepared using laser pyrolysis ®. There is also a great
amount of work on nanocrystalline TiQ; in thin-film form. The interested
reader is referred to recent literature® *>¢7-%,
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Figure 4. a) SnO, sensor resistance in air (R,) and in 800 ppm H, (R%) and b) sensitivity (k
= Ra/Rg) to 800 ppm H; as a function of grain size D. From reference 59



0 20 40 60

Time (min)

Figure §. Scanning electron micrographs and electrical responses at 400°C to 100 ppm CO in
wet air (30% relative humidity). Pure TiO, samples fired at a) 650°C, ‘?) 850°C and 10 at%

Ta-doped TiO, samples fired at ¢) 650°C and d) 850°C. From reference

Nanocrystalline rare earth perovskite-type oxides LaFeQ; and SmFeO;
were prepared by thermal decomposition at low temperatures of hexacyano-
complexes ® ”°. These powders were used to produce thick-film gas sensors,
fired at various temperatures to modify their grain size """ In the case of
SmFeQs, some interesting results were found > ™. Surprisingly, the NO,
response was unproved for films with larger grains. This was attributed to
different surface states achieved with different processing parameters.
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Some of the nanostructured sensors based on SnQ,, TiO,, and
perovskite-type oxides were used for atmospheric pollutant monitoring. The
application of nanocrystalline oxides improved the gas sensors' performance
in such a way that the difficult determination of extremely low gas
concentrations became possible. The interested reader can find details in
other recent papers " "> 7.

Nanocrystalline iron oxides for gas sensor applications can be obtained
by different processes, chemical vapor deposition of organic precursors °,
decomposition techniques " *, sol-gel techniques *" ¥ ® or dehydration of
v-FeOOH * . As different precursor routes exist, different phases are
obtainable: a-Fe(IIl)oxide (Haematite) has a corundum structure and is the
only thermodynamically stable phase, while the y-phase (Maghemite) is of
spinel type and often formed for kinetic reasons.

Liu et al. ® studied ukrafine Fe,Os powders, tempered at different
temperatures (350-800°C) and, therefore, with different grain size and
different quantities of the a-, B and y-phase, using ethanol vapour in
synthetic air as test gas. Tianshu et al. 84 investigated the sensing behavior of
phase pure y-iron oxide calcined at 600°C for different combustible gases.
Wang et al. 7 used pure a-iron oxide of about 63 nm grain size deposited on
Si (111) to detect CHy and CO. In all these studies, the maximum sensitivity
was found around 400°C. In contrast to these results, Sun et al. 8 found a
sensitivity maximum for NO, at about 200 °C using a-iron oxide of 50 nm
average grain size. Too high sintering temperatures reduced the sensitivity.

Han et al. ® revealed that an addition of Al to the precursor material
preserved the gas response of the sensor material even when the sintering
was performed at 850°C, because the doping inhibits grain growth of the
nanocrystalline particles. Chauhan et al. ® investigated the humidity
sensitivity of a-iron oxide of 30 nm grain size. The tests were performed
below 100°C and the smaller the grain size the larger the humidity response.
However, the sensing effect at temperatures above the water boiling point
could not be explained satisfyingly.

The conclusion of this literature overview is that although
miscellaneous investigations of the sensor properties of different iron oxides
have been performed, the studies remain incomplete. Neither a direct
comparison between micro- and nanocrystalline materials exists nor the
direct influence of crystallinity on sensitivity and selectivity of the sensor
signal was investigated. Furthermore, the degree of sintering was not
reported and it is not known if the measurements were performed on dense
nanomaterials that were already sintered or on loosely compacted samples.
The catalytic behavior of the nanomaterials and, in case of y-Fe,0s, the true
oxidation state of iron has not yet been investigated. Further systematic
studies on the sensing properties and mechanisms of nanocrystalline iron
oxides are, therefore, highly desirable.
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A comparison between micro- and nanocrystalline ZnO showed a size
effect with a strong shift of sensitivity towards lower temperatures *
However, an influence of partial disordering caused by the arc plasma
preparation method on this behavior could not be excluded. Chadwick and
coworkers ¥ already noticed that some disorder in this material is quite
important for its sensor application. Paraguay et al. studied the influence of
dopants on the sensitivity of nanocrystalline ZnO thin-films for ethanol
vapour®’.

The high chemical and thermal stability make WO; an interesting
material for long time applications under rough conditions. Capone et al. *®
showed that nanocrystalline films of WO; exhibit a better NO sensing
characteristics than films of vanadium oxide V,0s ® with a sensitivity
maximum at 200°C and a much faster response. Using ethanol and other
combustible gases, W.Yu-De et al. *° found a strong influence of grain size
on the sensitivity. These results are comparable to those of Solis et al. °* who
found at room temperature, a maximum of sensitivity at calcination
temperatures around 500°C. Together with a grain size effect, a phase
transition is suggested to be responsible for this behavior with both phases
(monoclinic and tetragonal) present at the sensitivity maximum.

Composite materials used in conductometric sensors are mostly
dispersions of second phase particles in the bulk or on the surface of the
main gas sensitive material. Ifthe second phase is a metal, one may define
the mixture as composite if the percolation threshold of the metal is not
attained. Second phase particles can have catalytic, electroactive and size-
stabilizing effects 2. Catalytic additives, such as Pt, enhance specific
reaction rates at the surface ofthe gas sensitive material. The catalytic effect
of dispersed noble metals has been used to improve the selectivity of gas
sensors. Electroactive metals, such as Pd or Ag, with work functions higher
than the work function of the n-type oxide can extract electrons from the
oxide and, as a result, lead to an enhancement of the Debye length and the
sensitivity of the sensor. Stabilizing additives, such as Nb, Al or Si, inhibit
grain growth. Ifthe second phase is an oxide, it helps to catalyze boundary
reactions or stabilizes the morphology of the nanocrystalline material by
avoiding grain growth.

The group of Meixner worked initially on microcrystalline oxygen
sensors based on Ga;0s *°, but soon extended the investigations to
nanocrystalline thin films **. Undoped Ga;05 thick- and thin films showed
comparable gas sensing properties with respect to sensitivity, reproducibility
and stability for Q;, CO and CHy > *°. Although different oxide composites
were investigated *’, the introduction of dispersed Au particles of nanometer-
size gave the best sensitivity and selectivity, especially with respect to CO,
in a narrow temperature window at about 550°C %,
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4. CONCLUSIONS

The common objective of a conclusion is to recollect the knowledge
gained so far and to indicate new paths for research. Here, the goal will be
more modest, taking into consideration that the subject is too recent to get
already a sufficiently broad understanding. One of the — rather frustrating —
conclusions is that so far a large amount of the sensor work in literature is
very phenomenological in nature and that definitely more work is necessary
on the fundamentals. However, one can draw a few conclusions on the type
of work that should be pursued further and that was highlighted in this
article.

e The literature overview confirms that preparation conditions ultimately
influence the chemical and crystallographic properties. The
investigations in the sensor field have to implement both morphology
and electrical properties by engineering bulk and boundary defects.

e Experimental observations of the microstructure, such as those shown in
fig. 2 and 5, and its evolution with time are a necessity. They permit to
observe the grain size distribution, to check the presence of amorphous
residues and other secondary phases, especially in the intergranular
regions.

e The comparison of nanocrystalline and microcrystalline materials,
obtained by sintering at different temperatures, like in fig. 3, is a
necessity, if one wants to verify the assumption that results are related to
the reduced grain size of the material and not for example to spurious
impurity effects. As straightforward as this operation seems to be, it is
too seldom realized in sensor work on nanocrystalline materials.

* The use of nanocrystalline oxides for gas sensors gives the possibility to
improve their performance, especially in terms of low levels of gas
concentrations that can be detected. This opens a variety of new
technological applications for solid-state gas sensors, such as the outdoor
monitoring of atmospheric pollutants.

e A goal for future work is to determine more often the fundamental laws
with quantitative parameters, such as partial pressure exponents or
activation energies, that can be checked with state-of-the-art theory. One
such approach on the bulk conductivity of nanocrystalline TiO, was
highlighted here and is still in progress. The partial pressure dependence
of the surface conductivity can also in certain cases be described by
simple power laws. But in any case, the discovery of such relations is a
precious tool for the planning of further experiments and to predict
opportunities for gas sensing.

¢ The modeling of nanocrystalline gas sensors is also still in its infancy.
One problem for application of the models is the mediocre long-term
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stability of nanocrystalline materials. The application of ab-initio
techniques and computer simulations for calculation of surface
properties * and gas phase interactions should be continued.

e In the domain of potentiometric sensors, nanocrystalline oxides have
been seldom explored to date. Mixed potential sensors, whose potential
depend on the kinetics of different concurrent reactions, are certainly a
field where the use of nanocrystalline materials in the electrodes could
make a difference, because the redox kinetics are sensitive to surface
engineering. Especially composites with nanocrystalline metals are
worthwhile investigating.

e Surface conductivity sensors use, generally speaking, space charge
effects for gas detection. Given the low temperatures of operation,
mostly electronic effects are observed, but ionic effects are possible for
“acid-base” type sensors '®. This kind of sensor is thus sensitive to size
effects with a linear variation expected as long as the width of space
charge regions is significantly smaller than the mean grain size.
However, the study highlighted in fig. 4 shows one case where the
sensor sensitivity depends non-linearly on the grain size below a critical
value, indicating mesoscopic effects, due to overlapping space charge
regions. The related strong sensitivity increase shows that the full
potential of nanocrystalline oxides for gas sensing is only obtained at
very low grain size or, vice versa, for a large Debye length. One way to
obtain the latter is to reduce the concentration of all doping impurities.
Another is to provide sufficient interface sites for impurity segregation.
The recent discovery of mesoscopic heterolayers with high ionic
conductivity, prepared by molecular beam epitaxy'”', leads the way.

Gas sensing is one of the domains where the use of nanocrystalline
oxides appeared immediately very promising. After the first few years of
intense work, some successful and interesting studies have been performed,
as reported in the present review. Nevertheless, the real proof of the
superiority of nanocrystalline oxides over their conventional counterparts is
still awaiting and especially their long-term stability is an open question.
Further innovative developments might be foreseen with the use of
mesoscopic systems, but the obtainment and use of high-purity, high-quality
materials in this domain is yet to come.
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NANOSTRUCTURED MATERIALS IN
PHOTOELECTROCHEMICAL APPLICATIONS

Arie Zaban
Department of Chemistry, Bar-Ilan University, Ramat-Gan 52900, Israel

1. ABSTRACT

Nanostructured materials are used in many photoelectrochemical
applications primarily due to surface area considerations. These materials are
usually applied as nanoporous electrodes, which are made by the sintering of
nanosize semiconductors on a conductive substrate. A surface area factor
greater than one thousand produces a significant enhancement of surface
processes. However, the porous geometry induces special characteristics that
significantly differentiate nanoporous electrodes from their compact
analogues. These characteristics must be considered when using these
electrodes either in applications or as a research tool. This chapter discusses
basic concepts related to the photoelectrochemistry of nanoporous
electrodes. A major part of the chapter is devoted to dye sensitized solar
cells, one of the most successful examples of the utilization of
nanostructured materials in photoelectrochemistry.

2. INTRODUCTION

The use of nanosize semiconductors in photoelectrochemical systems
has increased in recent years in parallel to the dramatic development of many
branches of nano-technology. The literature provides numerous
photoelectrochemistry-related applications in which the special size-induced
properties of nanoparticles are utilized. For example, one can find new types
or improved versions of photoelectrochemical light emitting diodes’,
photoconductors™, electrochemically assisted photocatalysis, power and
photo-electrochromic windows™® and solar cells”®.
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The application of nanosize materials in photoelectrochemical systems
is generally motivated by size dependent properties. These properties can be
divided into three main categories: photophysical, structural and physical.
The first category relates to the special photophysical properties that are
induced, and to some extent, tunable by the size of the material. For
example, both the band gap and the bands’ position relative to vacuum,
become size-dependent below a critical value’''. Such changes usually
result in an improved matching of various components in a given system;
but, these changes also result in the fabrication of totally new systems. The
second category relates to the material structure in terms of purity, stability
and activity. For example, studies have found that nanoparticles tend to be
more pure than bulk materials'’, and this purity affects nanoparticle
performance in operating systems. Phase stability is also highly affected by
the size, as the surface tension becomes a major factor in the particle
stability. For example, anatase TiO, becomes more stable than rutile under
14 nm due to the lower tensions of the anatase structure surfaces'”'®. These
structural properties widen the operation window to more extreme
conditions'"”. However, apparently the most important reason for the use of
nanosize materials in photoelectrochemical applications relates to the third
category, and in particular, to the very high surface area that can be achieved
when nanoparticles are used to fabricate electrodes™'**'. We refer to what is
known as the nanoporous or mesoporous electrodes. These electrodes consist
of nanosize semiconductor colloids that are sintered on a transparent
conducting substrate. The sintering process forms electrical contact between
the various colloids, and between the colloids and the substrate*”. The
electrodes have a porous geometry and a very large surface area. For
example, when 10-20 nm colloids are used, the surface area ofa 10 pm thick
electzrzode is approximately one thousand times greater than the substrate
area™.

The best example of a successful utilization of nanoparticles in a
photoelectrochemical application relates to dye sensitized solar cells (also
known as Gritzel cells)”®”. These cells are based on charge transfer
processes that occur upon light absorption by dyes that are attached to a
semiconductor surface. =~ When compact electrodes were used in dye
sensitized cells, very low efficiencies were achieved because of the low
absorbance of the sensitizing dye monolayer’ . Increasing the absorbance
by attaching additional dye layers did not improve the performance because
of the low charge transfer efficiencies of dye multilayers®’*. However, with
the introduction of nanoporous TiO; electrodes in dye sensitized solar cells,
the light-to-energy conversion efficiencies of these systems increased from a
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fraction ofa percentage to more than 11%*-*. This dramatic improvement in

solar-to-energy conversion efficiency is mainly attributed to the large
electrode surface area. However, other nanosize-related issues, such as
surface states and the absence of space charge, also contribute to the
efficiency increase. In any case, the dye sensitized solar cells clearly
demonstrate how the use of nanostructured materials can transform an
ineffective photoelectrochemical system into an efficient solar cell.

As an attractive system for both basic and applied science, dye
sensitized solar cells were investigated intensively in the last decade.
Despite being related to dye sensitized solar cells the information obtained
by these studies provides the basic understanding for the general field of
nanostructured-based photoelectrochemistry. The remainder of this chapter
will discuss the dye sensitized solar cell system, emphasizing issues that are
related to the role of the nanoporous electrode in this photoelectrochemical
cell. We will also describe the operational and constructional concepts of
the dye sensitized solar cells.

3. DYE SENSITIZED SOLAR CELL OPERATION

Figure 1 presents a basic energy diagram of the dye sensitized solar
cell operation. The basic system contains a wide band gap semiconductor
electrode, dye that is attached to the semiconductor, redox electrolyte and a
counter electrode (the specific materials are discussed later). Upon
illumination of the dye sensitized solar cell, an electron is injected from the
dye into the semiconductor film (Figure la). Following the injection, a hole
is transferred to the redox electrolyte, thus regenerating the dye (Figure 1b).
The injected electrons must cross the semiconductor layer and reach the
conducting substrate (Figure 1c), while the oxidized ions diffuse towards the
counter electrode (Figure 1d) where they are reduced to their original state
by the electron traveling through the external wire (Figure le)’.
Consequently, while there is no net change in the system, electrons flow
through the external wire.

The processes involved in the operation of the dye sensitized solar cell
are quite efficient. In particular, the initial charge separation i.e. the electron
injection, is an ultra fast efficient process’ . However, a sufficient optical
density that is required for efficient solar energy conversion necessitates the
use of high surface area semiconductor electrodes™. The nanoporous
electrodes mentioned above provide the high surface area, thus the operation
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of the dye sensitized solar cell is better described in the schematic
presentation of Figure 2. In this figure the transport issues regarding both
the photoinjected electron (Figure 1c) and the electrolyte ions (Figure 1d) are
highlighted. Because the major part of this chapter discusses the nanoporous
electrode these transport issues will be detailed later. At this point, we note
that the transport in the nanoporous region increases the probability of loss
mechanisms in the solar cell.

(a)

Dye @
: Semiconductor ; AT Ll e
b ANy --mrmmmmmmed - I_
Figure 1. A basic energy diagram of the dye ~ Figure 2. The transport of the photo-
sensitized solar cell operation. injected electrons and the electrolyte ions

in the nanoporous film.

3.1. The Injection Process (Figure 1a)

The electron injection from the excited dye to the semiconductor is an
ultra fast process occurring in the Pico-second time scale®™. The variance
in the reported injection rate values may be attributed to the difference
between the measured systems, since the injection rate depends on the
specific dye—semiconductor system®. The measurements of these ultra fast
reactions can be altered by phenomenon such as the surrounding atmosphere,
thus providing different values for what can be considered similar systems.

The ultra fast injection rate is explained by a good coupling between
the dye and the semiconductor’!*. In the efficient dye — semiconductor
systems, the injection rate is much faster than the characteristic decay time
of the dye, which results in a quantum yield that is close to one. From the
point of view of dye design, the ultra fast injection enables the use of dyes
whose decay time is relatively short™. Furthermore, research has shown that
even hot electrons can be transferred in some dye—semiconductor couples™.
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In some systems it was even suggested that the electrons are excited directly
into the semiconductor instead of internal excitation followed by injection™.
It is important to note however, that at this point a comprehensive
understanding of the dye—semiconductor system that will enable dye design,
has not yet been developed.

3.2. The Regeneration Process (Figure 1b)

The dye regeneration process refers to the electron transfer from the
redox electrolyte to the ground state of the oxidized dye. The oxidized ion
carries the photo-generated hole to the counter electrode. The dye
regeneration is a slow process compared with the injection®'. The
regeneration rate is influenced by both the potential difference between the
solution and the ground state of the dye and by the quality of the interaction
between the dye and the ions***. The regeneration rate is a significant
factor in dye sensitized solar cells because it determines the average time
that a dye is oxidized. An oxidized dye acts as a recombination center that
can recapture injected electrons. In addition, most dyes are not stable in
their oxidized form. Thus, slow dye regeneration decreases both the
efficiency and the stability of a dye sensitized solar cell. Measurements of
cells containing the N3 dye and the I/I;” redox couple (see details in the
materials section) found that the regeneration rate in this composition allows
approximately 10® redox turnovers which corresponds to 15 years of outdoor
operation®.

3.3. The Charge Transport (Figure 1c-d)

The charge transport of both the photo-generated electrons in the
semiconductor and the redox ions in the electrolyte are controlled by
diffusion. On a macroscopic scale, electroneutrality is maintained in the
electrode volume by the mutual charge screening of the electrons and holes
that are closely packed in the different phases of the nanoporous
structure®®*. These issues will be discussed in detail in the section relating
to various aspects of the nanoporous electrode. At this point, we highlight
the fact that the counter movement of the electrons and holes (oxidized ions)
across the electrode (Figure 2) increases the probability that they will react
with each other. The description of this recombination process in an energy
diagram is provided in Figure 3a. Furthermore, the electron traveling across
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the porous electrode can react with the oxidized dye that was not yet
regenerated by the electrolyte. This recombination process is presented in
Figure 3b.

Figure 3. The two major recombination processes of the dye sensitized solar cells.

3.4. The Counter Electrode (Figure 1le)

The electric circuit of the dye sensitized solar cell is closed at the
counter electrode. At this side, the oxidized ions are reduced to their original
state by the electrons traveling through the external wire. This is the final
process that occurs in the cell since it requires the arrival of the oxidized ions
to the electrode. The counter electrode utilizes standard electrochemical
concepts in order to efficiently reduce the ions”. Inefficient reduction leads
to a change of the redox ratio and the buildup of potential drops in the
system. Furthermore, inefficient operation of the counter electrode increases
the hole concentration in the cell. This in turn, increases the rate of the
recombination loss process (Figure 3a).

4. MATERIALS

The dye sensitized solar cell consists of a nanoporous electrode,
sensitizing dye, hole conducting mediator and a counter electrode. The
highest solar energy conversion efficiency was achieved with the type of cell
presented schematically in Figure 4°°*'. The cell was a 10-15 pm thick
nanoporous TiO; electrode made from particles having a 15-20 nm diameter,
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an adsorbed monolayer of the N3 (cis-di(isothiocyanato) -N-bis(4,4 -
dicarboxy-2,2-bipyridine) ruthenium(Il)) or the Black (tri(cyanato)-
2,2°2""-terpyridyl-4,4',4"-tricarboxylate)Ru(Il)*®) dyes, a liquid electrolyte
consisting of ca. 0.5M Lil, 0.05M I, and 0.2M TBP (4-tert-butylpyridine) in
acetonitrile or 3-methoxyproprionitrile, a platinized conducting substrate as
counter electrode, and a Baynel, polymer based, sealing. The effort to
increase the conversion efficiency of dye sensitized solar cells includes the
application of new materials aiming at a high efficiency, stable, solid state
cell that will be much less expensive than the alternatives. The literature
contains several reviews of the current status of dye sensitized solar cells
which discuss available and prospected materials’®*'. Here we will briefly
mention some of these important aspects, emphasizing the nanoporous
electrode.

current
collector

conducting
glass

Pt coated
conducting
substrale

I'/15” liquid
electrolyte

N3/Black dye

Figure 4. A schematic cross section of a dye sensitized solar cell consisting of a
nanoporous electrode, sensitizing dye, hole conducting mediator and a counter electrode.

4.1. Thermodynamic and Kinetic Consideration

Figure 5 presents a diagram of the dye sensitized solar cell,
emphasizing the relative energetics in the cell. The cell operation requires
the presence of driving forces for two processes: (1) AEjjection fOr the electron
injection from the excited level of the dye (Eps) to the conduction band of
the semiconductor (Ecp) and (2) AEegencration fOr the dye regeneration by an
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electron transfer from the redox electrolyte (Eredox) to the ground state of the
oxidized dye (Ep). The remaining potential (Ecg—Egredox) defines the
maximum photovoltage that the cell can generate. From the kinetics point of
view, efficient cell performance is achieved when these electron transfer
processes occur rapidly. Thus when selecting materials for dye sensitized
solar cells a fine balance must be achieved between the thermodynamics and

kinetics.
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Figure 5. The relative energetics in dye sensitized solar cell that determine the maximum
photovoltage and the kinetics of the injection and regeneration processes.

However, Figure 5 presents a simplified picture of the dye sensitized
solar cell which is convenient for the basic understanding of the system. As
will be discussed later, during the cell operation, the potential of the various
cell components can vary with respect to an external reference. Thus, Figure
5 presents, at the best, the relative energetics in the system independent of an

4
external scale**?.

4.2. The Nanoporous Electrode

By definition, the dye sensitized solar cells utilize wide band gap
semiconductors, while the sensitization to the solar spectrum is performed by
the dye. As mentioned above, systems that are based on band gap excitation
of nanosize semiconductors exhibit instability in photoelectrochemical
systems. Most of the available materials have been tested in dye sensitized
solar cells including Sn0,%% ) rutile TiO,Y', ZnO**>, anatase Ti02,7
Nb,Os*** and SrTiO;”. (The former list was ordered by the conduction
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band potential, starting with the most positive one). Until now the best
performance were achieved with anatase TiO,.

Despite the extensive investigation of dye sensitized systems a
comprehensive understanding with respect to the nanoporous electrode has
not yet been achieved. To appreciate this, we compare the performance of
TiO, and ZnO electrodes. These two materials have similar conduction band
potentials and bad gap energies”. When fabricated in the same porous
geometry, they uptake similar amounts of dye per area (with some restriction
regarding ruthenium based dyes™). However, the TiO,-based cells are much
more efficient than those containing a ZnO electrode, while the current
knowledge cannot fully explain why TiO,-based cells are more efficient.

The limited choice of materials motivated new approaches in which
electrode treatments are used to alter the basic properties of the materials.
These treatments include molecular or inorganic modification of the
semiconductor surface that shifts the bands to a different potentia156’57.
Composite materials in various configurations were also shown to improve
the electrode performance™®. Finally, different porous geometries based on
nanorods or mesoporous colloids were tested without any success® %,

4.3. The Dye

Many different types of dyes have been tested in dye sensitized solar
cells; however, only a few dyes were found to be highly efficient. The
leading dyes are the ruthenium complexes, of which the N3 and the Black
dye are the most efficient’®*'. The black dye has a wide absorption spectrum,
which expends up to ca. 900 nm, thus providing an excellent match to the
solar spectrum. However, since the Black dye is less stable than N3, the
latter is usually proffered.

Other types of dyes were tested however these usually resulted in
limited performance. Following are some examples. The ultra fast injection
rate enables the use of dyes that have a short excited life time such as iron or
osmium complexes™®. Molecular dyes such as perylenes, porphyrines and
phthalocyanines were tested because of their unique advantages; stability,

spectrum, environmental compatibility and price*™**®.

Different cell designs related to the dyes have been developed,
although to date these attempts have not resulted in efficient cells. One such
cell design features the use of two dyes that will match the solar spectrum
more efficiently than a single one. Usually dyes having a band at long
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wavelengths were added to the N3 dye which covers the spectrum up to ca.
650 nm. The failure in this approach is attributed to the low efficiency of the
co-adsorbed dye that contributes much less than the N3 per occupied
electrode surface”. Another approach relates to organic semiconductors.
These materials can be applied in a multilayer configuration in which the
photoexcited state is transferred by excitons’”>. Quantum dots of various
materials were also tested but they suffer from extensive instability™".
Finally, a tandem cell in which hole injection into the counter electrode
provides additional power to the cell was reported’®. This approach is
currently limited by the absence of an efficient nanoporous p-type
semiconductor that will accept the holes at the counter electrode.

4.4. The Electrolyte

The electrolyte is currently the weakest point in the application of dye
sensitized solar cells to outdoor conditions*. It is difficult to seal a cell
containing vital solvents for a long operation under extreme environmental
conditions. The sealing should prevent both the evaporation of the solvent
and the penetration of humidity into the cell. Currently a major effort in dye
sensitized solar cells research is directed toward the replacement of the
liquid electrolyte by a solid mediator that will transfer the holes from the dye
to the counter electrode efficiently. Different materials such as p-type
semiconductors™”®, conducting polymers*"” and molten salts® were tested
but the efficiency achieved with these materials is lower than that of a
compatible liquid electrolyte-based cell. This low performance is usually
attributed to the conducting performance of the solid mediator and to a pure
contact with the dye. However, it is also possible that the lower performance
is related to the nanoporous geometry of the cell*.

At this point, most dye sensitized solar cells utilize the I'/I3” couple in
dry solvents such as acetonitrile or 3-methoxyproprionitrile. Other
electrolytes decline the cell performance significantly®**. The unique
performance of the T/I;” couple is explained by the negative nature of both
ions in the couple that reduces the recombination rate from the negative
electrode to the solution, and by a good charge transfer coupling between the
dye and this couple”. However, attempts to replace this couple are
motivated by the anticipated higher photovoltage that could be achieved if a
more positive redox electrolyte will be used (see Figure 5)**
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4.5. The Counter Electrode

The counter electrode completes the electrical photogenerated circuit
by the re-reduction of the oxidized ions. Efficient reduction requires
catalytic properties. The simplest electrode is based on platinum, which by
various methods is deposited as a thin layer on a conductive substrate. The
platinized electrode can be semitransparent. In addition, other materials
such as high surface area carbon seem to operate well. In the case of solid
state cells the counter electrode should match the specific mediator.

5. VARIOUS PHOTOELECTROCHEMICAL ASPECTS OF
THE NANOPOROUS ELECTRODE

The geometry of the nanoporous electrodes induces special
characteristics that differentiate these electrodes from their compact
analogues. These porous electrodes are strongly influenced by the following
factors: the open structure of the electrodes that permits electrolyte
penetration through the entire electrode; the small size of the individual
colloidal particles that cannot support a high space charge; and the low
inherent conductivity of the semiconductor with respect to the penetrating
electrolyte.

In this section, we discuss various aspects of the electrochemistry and
photoelectrochemistry of the nanoporous electrodes resulting from their
unique characteristics. Although the discussion will related primarily to dye
sensitized solar cells it is emphasized that it is also relevant to any
electrochemical or photoelectrochemical system that utilizes nanoporous
semiconductor electrodes.

5.1. General Considerations

The main benefit in using nanoporous electrodes is their high surface
area. The electrode design involves the optimization of two factors: the
surface area per electrode volume and the pore size. Both factors are
controlled primarily by the particle size i.e., decreasing the particle diameter
results in both an increase of the surface area per electrode volume, and a
decrease of the pore average diameter. The surface area per electrode
volume is important because it defines the electrode thickness for a desirable
surface area. We provide below some characteristics of nanoporous
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electrodes that are thickness dependent. For example, an applied bias is
unequally distributed across the electrode and electrons diffuse across the
electrode only for a limited distance. Thus, it is always more efficient to use
a relatively thin electrode. On the other hand one has to keep the pores large
enough to allow sufficient electrolyte diffusion. Both parameters are highly
dependent on the specific application in which the electrodes are used. In
dye sensitized solar cells for example, the electrodes do not exceed 15 pm
with particles of 15-25 nm.

5.2. Electric Potential Distribution and Charge Screening

Various electrochemical measurements of the nanoporous electrodes
and theoretical calculations show that applied potentials are unequally
distributed throughout the semiconductor electrode-electrolyte interface™ ™"
% For moderate applied bias, the effective potential is equal to the applied
potential only in the conducting substrate and in the few semiconductor
layers next to it. The effect of the applied bias decreases as the distance
from the substrate increases, because ion motion through the film neutralizes
the applied field over a short range***>*.

The wunequal potential distribution can be explained by the
semiconducting nature of the electrode and the porous geometry of the films.
Figure 6 shows a simplified schematic view of the interconnected colloids
represented as cross-linked columns. Electrolyte solution is able to penetrate
through the semiconductor film (columns) thus creating, under an applied

potential, a potential distribution unlike that in a compact electrode.

[ electrons cations

[ [1 1

conductive substrate

semiconductor

OO O

Figure 6. The unequal applied potential distribution in the interconnected colloids
represented as cross-linked columns.




221

A schematic representation of this unusual field distribution for one
column is presented in Figure 7. Figures 7 a-b show, respectively, the
approximate electric field force lines and the equipotential curves generated
by a negative potential applied to such a representative semiconducting
column immersed in electrolyte solution. Figure 7c shows the expected
equipotential curves for a similar metallic or highly conducting column. In
the latter case, there can be no potential drop across the metal, thus the entire
applied potential drops at the metal-solution interface. In contrast, when the
porous film is insulating or semiconducting (Figure 7a-b), the ability of the
electrolyte ions to move toward the conducting substrate forces most of the
potential to drop near the substrate. This implies that at increasing distance
from the substrate, the semiconductor-solution potential difference decreases
and, correspondingly, that the concentration of the electrons in the
semiconductor decreases. It is important to note that the difference in
potential distribution between the metallic and the semiconducting cases
results from their different conductivities relative to solution. In fact, this
parameter determines the exact potential distribution for any given film

geometry.

force lines

semiconductor

equipotential curves

semiconductor

equipotential curves

Figure 7. A schematic representation of the unusual field distribution for one column of
Figure 6. (a) the equipotential curves and (b) the approximate electric field force lines
generated by a negative potential applied to a semiconducting column. (c) the
corresponding electric field force lines in a conducting column.
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Most nanoporous semiconductor electrodes consist of weakly doped
(~1016 cm‘3) colloids®, and are therefore expected to approximate the
semiconducting behavior illustrated in Figure 7b. Electrons injected by the
applied potential can, however, significantly increase the semiconductor
conductivity. Since the effect of the applied negative potential, and thus the
electron concentration, decreases across the nanoporous film as the distance
from the conductive substrate increases (Figure 7b), a corresponding gradual
change in the film’s conductivity can be expected. For n-type
semiconductors, under negative bias, the semiconductor nearest the substrate
should become electrochemically active, while the outer part is still
effectively insulating. The border between the two zones is anticipated to
move away from the conductive substrate as the applied potential becomes
more negative and a larger portion of the semiconductor film becomes
conductive. In other words, an increase in the electrochemically active
surface area is expected when the applied bias is scanned negatively.

An intuitive and unambiguous measure of the potential distribution in
nanoporous semiconductor electrodes was provided by electrochemical dye
desorption experiments. Dyes are desorbed from the semiconductor film
above a threshold negative potential®, providing a means to directly
visualize the spatial variation in the potential distribution by absorbance
measurements. If the applied negative potential decreases across the film as
proposed above, the dye should desorb only near the conductive substrate
under moderate negative bias. Dye desorption measurements performed
with various semiconductor materials including TiO,, SnO,, ZnO and Nb,Oq
indeed show this behaviour**~°,

A special electrode is needed to perform absorbance measurements as
a function of the distance from the electrical contact; a porous semiconductor
film deposited on a nonconductive glass with a metal contact that is
evaporated at one end of the film**. After dye adsorption, the electrode is
subjected to a constant electrochemical potential that is sufficient to desorb
the dye. After the electrochemical desorption, the transmission along the
electrode is measured with a laser spot to detect the dye concentration as a
function of the distance from the metal contact.
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5.3. The Conductive Substrate

The conductive substrate serves as a current collector of the porous
semiconductor film. However it is also exposed to the electrolyte solution in
areas that are not covered with the semiconductor particles. Thus, when
using a nanoporous electrode one must account for the direct substrate-
electrolyte contact, unless it is electrochemically passivated. The exposed
substrate can participate in the electrode operation and affect the results. The
substrate contribution to the electrode process should be minor when the
interaction of the substrate and the film with the electrolyte exhibit similar
kinetics because of the huge difference in surface area between them.
However in cases where the substrate is more active, or when the
semiconductor film is partially passivated, the substrate contribution may be
significant, thus altering the interpretation of the results***®,

Various methods for the passivation of the exposed substrate were
reported. The passivation material should not necessarily be similar to that
of the porous film. Usually the passivation is achieved by the formation ofa
compact semiconductor layer prior to the particles deposition or by coating
the entire electrode after its formation*"™. Useful blocking can also be
achieved by electrochemical deposition of isolating polymers at potentials in
which the semiconductor is inactive thus ensuring the specific coating®.

54. Band Bending

The individual particles in the nanoporous electrode are small and
usually weakly doped. Thus, there is no space in the particles to allow band
bending at the electrode-electrolyte interface. This characteristic implies that
external perturbations may cause the bands to shift unlike the band bending
that occurs in compact electrodes®. In addition, electrons are not drifted
away from the electrode surface by the space layer field in the absence of a
space charge layer. Thus an interpretation of the results or a system design,
which are related to nanoporous electrodes, should account for these effects.

The absence of a space charge layer has been discussed extensively in
electrochemical impedance studies of nanoporous electrodes™*****'. The
space charge dominates the impedance spectra of compact electrodes thus
being the basis of the Mott Schottky analysis. In contrast, in the case of
nanoporous electrodes, the impedance measures the Helmholtz capacitance
in addition to transport phenomena. Consequently, the Mott Schottky
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analysis is irrelevant to nanoporous electrodes, and other methods such as
spectroelecrrochemical measurements, are used to determine the conduction
band potential®**.

5.5. Core Shell Electrodes

In sections 3.3 we discussed the recombination processes of dye
sensitized solar cells. In brief, during the operation of a dye sensitized solar
cell, the injected electrons diffuse through the TiO, film towards the
conducting substrate, while the oxidized ions move in the opposite direction
to be regenerated at the counter electrode. The porous geometry that permits
electrolyte presence through the entire electrode provides a high surface area
for the recombination of the photoinjected electrons and the holes in the dye
layer, or in the electrolyte (ions)”*. The small size of the individual
colloidal particles in the nanoporous electrode cannot support a high space
charge®™*. Thus, in the absence of band bending at the semiconductor
surface, there is no energy barrier that slows the recombination process, as
usually occurs in bulk electrodes. Therefore, slowing the recombination rate
is a major task in attempts to increase the efficiency of Dye sensitized solar
cells.

Most of the effort to improve the efficiency of Dye sensitized solar
cells by suppression of the recombination process involves two basic
approaches™'®. The first approach physically blocks the electrode area that
is not covered with dye. The second approach involves the formation of an
energy gradient that directs the electrons towards the substrate. The physical
blocking involves adsorption of insulating molecules or polymerization of an
insulating layer on the semiconductor surface after the dye adsorption™®.
This blocking approach faces a complexity related of mutual effects between
the insulating layer and the dye. Furthermore, this approach requires a
complex process that will ensure that the coating will not separate the dye
from the solution. On the other hand, the energy gradient approach involves
composite material nanoporous electrodes in which the two materials differ
by their conduction band potential®**'”'. Arranging these materials in the
correct geometry is expected to drive the electrons to the desired direction by
energy considerations i.e., the electrons will favor the material having the
more positive conduction band. This gradient approach requires a very
specific electrode design which ensures that the electrons will not encounter
energy barriers (the more negative material) while diffusing to the current
collector. As indicated in Figure 8a-b, this is not the case when the electrode
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is made from core shell colloids or from a simple mixture of two
semiconductor particles.

ARy SARSUPUY )

APELY LY SARIIPUY, )

PRIy SARIUPUY, )

Figure 8. Various energy gradient approaches for efficient electrode design. The materials
composing the electrodes differ by their conduction band potential. An inappropriate
composition (a and b) can induce energy barriers into the electrode.

Recently, a new type of composite material nanoporous electrode,
which applies the energy gradient approach, was reported™. This core-shell
electrode was made by coating a nanoporous TiO; matrix with an Nb;Os
layer. The conduction band potential of the Nb,Os is approximately 100 mV
negative of the potential of the Ti0,'” As illustrated in Figure 8c this
potential difference forms an energy barrier at the electrode-electrolyte
interface. Thus, electrons injected into the electrode are driven away from
the electrode surface into the TiO» core which slows the recombination rate
and increases the cell’s efficiency (Figure 8c). In other words, the coating
forms an inherent energy barrier at the electrode surface. A comparison of
two similar Dye sensitized solar cells that differ only by their nanoporous
electrodes, shows that the new core shell electrode is superior to the standard
one concerning all cell parameters thus increasing the conversion efficiency
significantly” %,
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The superiority of the core shell electrode is not limited to its
operation in dye sensitized solar cells. This electrode also improves the
distribution of applied potential across the nanoporous electrode which is
important to other electrochemical and photoelectrochemical applications
(see section 5.2). The unequal potential distribution depends on the ratio
between the conductivity of the semiconductor and the electrolyte that
penetrates the pores. When an energy barrier is formed at the surface of the
porous electrode, it is possible to accumulate more electrons in the
semiconductor thus increasing its conductivity with respect to a noncoated
analogue. The increased conductivity of the semiconductor drives the
potential distribution towards better uniformity.

5.6. Electron Motion in the Nanoporous Electrode

The mechanism by which electrons move through the semiconductor
film is an important factor in systems that utilize the nanoporous electrodes.
Models describing the electron motion by diffusion have been developed in
some studies based on various measuring techniques'®'®. The diffusion
motion occurs in both photoelectrochemical and electrochemical
systems ™%,

The diffusion model may be rationalized by the short range screening
described above (section 5.2). Because of'the porous nature of the electrode,
ions can migrate through the film to neutralize any electric fields (including
those caused by the moving electrons) over very short distances. Therefore,
under normal operating conditions, there should be essentially no
macroscopic electric fields in the TiO, film, depending on the electrolyte
concentration and composition***>® Accordingly, during steady state
illumination of a dye sensitized solar cell, the injected electrons experience
little or no electric field, so their motion is governed primarily by
concentration gradients, that is, diffusion.

The diffusional motion of the electrons in the semiconductor film was
found to be trap-limited'®'"". Electronic states that are located in the band
gap, trap and release electrons, thus significantly slowing the diffusion rate.
Filling the traps by photo or electro-injected electrons decreases the trapping
depth and thus the trapping time shortens. In other words, the electron
mobility in the semiconductor film changes as a function of the electron
concentration in the film'*'"2,
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5.7. Relative Energetics in the Nanoporous System

One of the most fundamental properties of dye sensitized solar cells is
the relative energies at the semiconductor/dye /electrolyte interface. In a dye
sensitized solar cell, the dye excited state potential has to be more negative
than the semiconductor conduction band potential to enable the electron
injection, and the oxidation potential of the dye must be more positive than
the redox couple in the electrolyte solution to provide the driving force for
the hole transfer’®®, Within these limits, the cell performance is affected by
the exact position of the relative potentials. A change in either of the two
driving forces impacts both the short circuit photocurrent and the open
circuit photovoltage of the cell*®®'"®. Therefore, optimization of the dye
sensitized solar cells must involve consideration of the semiconductor, dye

and electrolyte energetics™.

The following four potentials that affect the semiconductor/
dye/electrolyte interface can be measured separately: (1) the conduction
band potential of the high surface area semiconductor can be resolved by
measurements of its absorption” or reflection'"* during a potential sweep;
(2) the oxidation potential of the dye in solution and (3) the potential of the
redox couple can be measured by cyclic voltammetry''”; and (4) the dye’s
excited state potential can be estimated from its oxidation potential and the
excited state energy™™®. However, measurements of these potentials under
working cell conditions, ie., when the dye is adsorbed onto the
semiconductor and the electrolyte solution is present, are more complicated.
The complexity arises primarily from the limited electrochemical window
resulting from the insulating nature of the TiO, at positive bias”’ and the
tendency of the dye to desorb at negative bias*. It is, therefore, usually
assumed that the potentials measured individually still pertain when the
complete solar cell is assembled.

Various measurements of the adsorbed dye potential indicate that it is
affected by its surrounding ie. the semiconductor and the electrolyte. The
redox potential of the dye was investigated by chemical oxidation, spectro-
electrochemical reduction and potential dependent photoluminescence™***’.
The chemical oxidation potential measurements are based on the well-known
movement of the TiOQ, conduction band by 59 mV per pH unit**''°. The
dyes exhibit a pH dependent redox potential induced by adsorption to TiO,
or to insulating ALO;, although the potential of the dye in solution is
independent of pH. The magnitude of the pH sensitivity varies between 21



228

and 53 mV per pH unit depending on the dye structure. Electrochemical
experiments show that the redox potential of the dye is also affected by an
externally applied bias. This sensitivity to pH and electrical bias depends
both on the ability of electrolyte ions to penetrate the dye layer and on the
dye structure. The crucial parameter is the position of the specifically
adsorbed dye relative to the ionic double layer (Helmholtz and diffuse
layers). The adsorption induced potential changes were observed for several
ruthenium based dyes, phthalocyanine dyes and perylene dyes. These
changes are therefore considered as a general characteristic of the dye
sensitized system.

The movement of the dye redox potential is attributed to the
presence of an electric field across the dye layer. Being inside the electric
field, the redox center of the dye is affected so that its measured potential
shifts with the substrate. Note that this effect does not require the existence
of a compact monolayer, but only that some fraction of the electric field
drops across the dye. The dye is therefore at least partially inside the ionic
double layer at the substrate/solution interface. Indeed, it was recently found
that a field caused by co-adsorption of a dipole also shifts the dye potential®’.

5.8. The Open Circuit Potential in Dye Sensitized Solar Cells

The photovoltage generated in the dye sensitized solar cells is
measured at the two external contacts. This leaves some uncertainty
regarding the location and the nature of this photo generated potential drop
in the cell. Various studies locate the potential drop at either the
semiconductor/electrolyte interface or the semiconductor/substrate interface
while providing different photovoltage models. In practice, a commonly
accepted description of the dependence of the open circuit voltage (Voc) on
the light intensity (Ip) is not achieved. Here we overview a very simple
picture of the photovoltage dependence on the light intensity. This picture
provides, so to speak an “ideal” model of the dye sensitized solar cell, but it
is known to fail quantitatively. Thus this simple model should be regarded
only as a starting point, needed in order to understand the more realistic
mechanisms of Vp¢ that are currently suggested. A short overview and
literature references will be provided below.

In the simple model we first analyze the relationship between the
photovoltage and the free electron density in the semiconductor™,

n = nyexp(eV,,/kT) (1)
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where ny is the value at dark equilibrium, and e and k represent the positive
elementary charge and the Boltzmann constant, respectively.

A justification of eq. 1 follows. In the dark, the location of the Fermi
level of electrons in the semiconductor is determined by the redox
electrolyte, so that the semiconductor is probably in depletion, with an
electron density given by

ng = N expl-(E o — Epo)/ kT] )

where N, is the density of states in the conduction band, E. is the energy at
the bottom of the conduction band, and Ef is the energy of the Fermi level,
and the subscript O denotes the value at dark equilibrium for each quantity.

When the cell is irradiated with photons so that the dye injects
electrons, at open circuit, the electron density increases throughout the
semiconductor, as described by a more positive value of the Fermi level:

n= N, expl-(E,o— Eg)/kT] 3)

In this simple approach, it is assumed that the conduction band edge
stays fixed at its dark equilibrium value; this is not a necessary assumption
but it is the simplest and has been widely adopted. The variation of the Fermi
level in the semiconductor gives rise to the measured photovoltage Voc:

eVoc=Ep—EF0 (4)
Combining eqgs. 2-4 one gets eq. 1.

Secondly, in the most commonly accepted view, the free electron
density at a given light intensity I, is described by a balance over time
between a homogeneous generation rate G = oty per unit volume (where
is the effective absorption coefficient) and the rate at which the electrons are
lost from the semiconductor, as follows:

o _g-n=m ®)

at T,

where 7, is an average lifetime of electrons in the semiconductor, in
stationary conditions, is

n= aT’I 0 (6)
provided that n >> ny.

The relationship between photovoltage and light intensity are provided
by egs. 1 and 6 as follows:
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Voe -1 log| - +log I, Q)
p hy
where
e
- ®)
P= 30T

In this simple model, a description of photovoltage versus light
intensity in the dye sensitized solar cell is provided by two parameters: #y,
which is determined by the initial position of the conduction band and
therefore reflects mainly the thermodynamics, and 7,, which reflects the
kinetics.

According to eq. 7, thecurve Ipvs. Vpc should be a straight line with a
slope of p = (59mV)" = 17V, at room temperature. Experimentally, it is
generally found that the plot log I versus. Vo follows approximately a
straight line but the slope is in the order of 0.5-0.7 x 17v! 12

Severa 1 approaches were adopted in order to account for the measured
correlation of Iy versus Voc. In one approach, the kinetic part of eq. 7 (7,)
was modified based on time and frequency resolved measurements that
predicted a recombination order higher than 1**'"'*® This approach further
involves the electron concentration dependent mobility, often described as
an increase of the mobility with the increase of electron concentration by a
power law. A second approach assigns the measured fp (Voc ) slope to a shift
of the semiconductor bands during the increase of electron concentration in
the semiconductor. In this approach the thermodynamic part of eq. 7 (ng) is
used; based on steady state simultaneous measurement of the Vp¢ and the
semiconductor resistance. The semiconductor band shift may be described as
Fermi level pinning''%. Finally, a third approach assigns the potential drop to
the semiconductor/substrate interface'®. In this view the electrons travel
with a counter ion to the substrate. Here they are separated as the electron
enters the conductive substrate leaving the ion in solution. Comprehensive
models for the three approaches can be found in the original publications
quoted above.
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A
Absorption coefficient, 135
Activation, 168—169
in FTIR, 168-169, 171
Adsorption isotherm, 28
AgCl, defect chemistry in bulk of, 83-84
Agl-Al,0, composites, 103
Al gas sensors, 201
Amorphous materials, nanoscale diffusion
in, 63-64
Areal grain boundary resistance, 121

B
Baddeleyite, 147
Band bending, in nanoporous electrode,
223-224
Binary oxides. See EXAFS spectroscopy, of
nanocrystalline oxides; specific oxides,
e.g., Cerium oxide
Binary solid solution crystal, 14
Black dye, 217
Bode plots, of nanoceramics
C-, 117, 123
grain boundary capacitance in, 123-124
Boundary conductivity sensors, 196-202
Brick layer model (BLM), 113-114
large grain boundary capacitance in, 125
modified, 125-127
Bulk conductivity sensors, 193-195

C
CaF,, 101-102
CaF,-BaF, heterolayers, 102
Cahn-Hilliard expression, 63, 69
Capacitance
effective, from Nyquist plots, 116-119
gap, 115-116
grain boundary, 123-125
in-plane measurements of, 115
through-film measurements of, 115
Capillarity, 1

Capillary equation, for solids, 19-21
Capillary parameters, 3—8
interfacial density, 8
specific excess, 3-6
specific layer content, 68
CeO,, 100-101
Cerium oxide (CeQ,), 154
nanocrystalline, 100-101
Cerium oxide (Ce0,), EXAFS spectroscopy
of, 154-158
gadolinium doped films, 157-158
pure films, 155-157
pure powders, 154-155
Charge screening, in nanoporous electrode,
220-222
Chemical potential, size-dependent, 11-13
CO
dry, 177-178, 180, 183-184
wet, 178, 180, 183-184
Conductive substrate, in nanoporous
electrode, 223
Conductivity, high, in stacking faults
arrangements, 103
Conductivity in the bulk, point defects and,
82-86
Constant-composition elastic constants, 26
Contact resistances, 115
Copper diffusion, 54-55
Core effects, at interfaces, 86-93
Core shell electrodes, 224-226
Counter electrode, 219
Current bunching, 115
Curvature-dependent interface free energy,
9-10

D

Darken analysis, 64

Darken regimes, 67

Debye length, 86, 88, 101

Deformation, of grain boundaries, 17-19
Degree of influence formula, 87
Depletion layers, in doped oxides, 92
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Diffusion, in amorphous materials,
nanoscale, 63-64
Diffusion, in nanomaterials, 41-76
challenging features of, 4243
with grain boundaries, 43-56 (See also
Diffusion, with grain boundaries)
grain-boundary, 41-42
on nanoscale, 56-76 (See also Diffusion,
on nanoscale)
at short diffusion distances and times, 43
Diffusion, on nanoscale, 56-76
in amorphous materials, 63-64
on discrete lattice, 56-63
on discrete lattice: gradient energy
corrections in, 62-63
on discrete lattice: strong concentration

dependence of diffusion coefficients

on, 56-62
reaction or diffusion control and
nucleation problems in, 72-76
segregation kinetics in, 70-72
stress effects in, 64-70
Diffusion, with grain boundaries (GBs)
experimental methods for GB diffusion
data determination in, 51-53
Fisher’s model of, 4345

GB diffusion measurements and structure

of GBs in, 53-56
GB segregation and shape of penetration
profiles in, 49-51
kinetics regime of, 4549
kinetics regime of, along single moving
GB, 4748
kinetics regime of, in polycrystals with
stationary and moving GBs, 4849
kinetics regime of, in polycrystals with
stationary GBs, 43-47
stresses on, 51
Discrete lattice, diffusion on, 56-63
gradient energy corrections in, 62-63
strong concentration dependence of
diffusion coefficients on, 56-62
Disorder, in nanocrystals, 140-141
Dispersed ionic conductors (DICs), 112
Dissolution, layer-by-layer, 60-61
Doping, rule of heterogeneous, 87
Drude-Zener theory, 170
Dye sensitized solar cells, 210-219
charge transport in, 212, 213-214
counter electrode in, 212, 214, 219
dye in, 217-218
electrolyte in, 218
energy diagram of, 211-212

fundamentals of, 210-211

injection process in, 212-213

nanoporous electrode in, 216217 (See
also Nanoporous electrode)

open circuit potential in, 228-230

regeneration process in, 212, 213

schematic cross section of, 215

thermodynamic and kinetic considerations
in, 215-216

Elastic constants

constant-composition, 26
open system, 26

Electrode(s)

core shell, 224-226

counter, 219

in impedance/dielectric spectroscopy
measurements, 115-116

nanoporous, 216217, 219-230 (See also
Nanoporous electrode)

reference, 191

working, 191

Electron concentration dependent mobility,

230

Energy level diagrams, 98

Enthalpy of segregation, 14-15
Equilibrium gas sensors, 191-192
EXAFS (extended x-ray absorption fine

structure), 135-137
analysis of, 141

EXAFS (extended x-ray absorption fine

structure) fitting, 141

EXAFS spectroscopy, 135-139

basic theory of, 135-137
data analysis in, 138-139
experimental procedures in, 137-139

EXAFS spectroscopy, of nanocrystalline

oxides, 133-135, 140-161

cerium oxide, 154-158

cerium oxide: gadolinium doped films,
157-158

cerium oxide: pure films, 155-157

cerium oxide: pure powders, 154155

dopant location in, 160

future development of, 160-161

general considerations in, 140-141

grain growth in, 160

microstructure in, 159-160

oxide preparation and characterization in,
158-159

tin oxide, 141-145



tin oxide: doped powder, 143-145
tin oxide: pure powder, 141-143
zinc oxide, 145-146
zinc oxide: doped powder, 146
zinc oxide: pure powder, 145-146
zirconium oxide, 147-153
zirconium oxide: pure films, 149-151
zirconium oxide: pure powder, 147-149
zirconium oxide: yttrium doped films,
151-153
EXBACK, 138
EXCALIB, 138
Excess, specific, 3-6
Excess formalism, 6
EXCURVE, 138-139
Extended x-ray absorption fine structure
(EXAFS). See EXAFS
Extended x-ray absorption fine structure
(EXAFS) spectroscopy. See EXAFS
spectroscopy

F
Fe, 0, gas sensors, 201
Fermi level pinning, 230
Fine structure, 135
Fisher’s model, 4345
Fourier filtering, 139
Fourier transform infrared (FTIR)
spectroscopy. See FTIR spectroscopy
Fowler-Guggenheim-type isotherm, 70
Fowler-Guggenheim’s isotherm, 49-50
Free energy
Gibbs, 4
interface, size- or curvature-dependent,
9-10, 35-36
interface, size-dependent, from strain,
22-23
molar, 7
total, 7
total excess of, 4
Free energy density, along single grain
boundary in coarse-grained material, 5
Frenkel disorder reaction, 82
FTIR spectroscopy
of gas detection mechanisms of
semiconductor-based sensors, 171
of nanoparticles, 166-167
FTIR spectroscopy, of semiconducting
nanoparticles, 165-185
characterization in, 167-172
characterization in, analysis, 170-172
characterization in, for surface, 168-170
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characterization in, fundamentals of,
167-168

for gas sensing properties, 175-180

for gas sensing properties, tin oxide,
175-177

for gas sensing properties, titanium oxide,
177-180

surface in, 172-174

surface in, tin oxide, 173-174

surface in, titanium oxide, 172-173

surface modification on humidity effects
in, 181-185

surface modification on humidity effects
in, chemical, 181-183

G
Ga,0, gas sensors, 202
Gap capacitance, 115-116
Gas sensors, 189-190
semiconductor-type, 190
Gas sensors, nanocrystalline oxide, 189204
Al, 201
boundary conductivity, 196202
bulk conductivity, 193-195
equilibrium and mixed potential, 191-192
Fe,0;, 201
iron oxide, 201
LaFeO,, 200
in percolation-type model, 198
SmFeQ;, 200
WO,, 202
Zn0, 202
Gibbs-Thomson-Freundlich equation, in
nanocrystalline solids, 12-13
Gouy-Chapman layers, 87, 92
Gouy-Chapman profile, 89
Gradient effect, 66
Gradient energy corrections, in diffusion on
discrete lattice, 62-63
Grain boundaries, 2—3
deformation of, 17-19
diffusion with, 43-56 (See also Diffusion,
with grain boundaries)
large enthalpy of segregation of, 13-14
in nanocrystalline solids, 2-3
Grain boundary capacitance, 123-125
Grain-boundary diffusion, in nanomaterials,
41-42. See also Diffusion, in
nanomaterials
Grain boundary diffusion measurements,
53-56
Grain boundary resistance



238

areal, 121
in nanoceramics, 120-122
Grain boundary resistivity, specific, 120121
Grain boundary segregation
destabilization of compounds by, 16-17
shape of penetration profiles and, 49-51
Grain boundary thickness, 30
Grain growth, 9
on segregation sites, 14
Grain size stabilization, by segregation,
15-17
Gritzel cells. See Dye sensitized solar cells

H
Henry’s isotherm, 50
Hexamethyldisilazane (HMDS) grafting,
181-183
High energy ball milling (HEBM)
of nanocrystalline alloys and compounds,
32
strain vs. grain size in, 32
Humidity effects, in semiconductor-based
sensors
on modified surfaces, 183-185
reduction of, by surface modification,
181-185
reduction of, by surface modification,
chemical, 181-183
surface hydrophilicity on, 181
Hwang-Balluffi reaction, 52-53

I
Impedance/dielectric spectroscopy, of
nanoceramics, 111-130
brick layer model for, 113-114
equivalent impedance value of RC
element in, 128—130
experimental issues in, 114-116
grain boundary capacitance in, 123-125
grain boundary resistance in, 120-122
methodology for, 116-120
modified brick layer modeling in, 125-127
researchon, 112-113
side-wall contributions to, 127
Impedance measurements, 114-115
In-plane capacitance measurements, 115
Infrared spectroscopy, 167
Interface, core and space charge effects of,
86-93
Interface free energy
curvature-dependent, 9-10

size-dependent, 9-10
size-dependent, from microstrain, 35-36
Interface-induced strain, size-dependent
interface free energy from, 22-23
Interface-induced stress, 19-21, 25-32
equation for, defining, 24-25
on lattice constant in solid solution, 25-28
layer thickness and properties in, 29-30
size-dependent miscibility gap in, 30-32
variation of, from solute segregation,
2829
Interface-induced stretch, variation of, from
solute segregation, 28-29
Interfacial density, 8
Interfacial phase transformation, 103
in stacking faults arrangements, 103
Intrinsic stability, in single-component
materials, 8-9
Ton conductivity, for poly and nano
crystalline CaF,, 91-92
ITonic disorder reactions, in crystal, 82-83
Ionic point defects, 82
Iron oxide gas sensors, 201

K
Kinetics regime of diffusion with grain
boundaries, 45-49
along single moving GB, 4748
in polycrystals with stationary and
moving GBs, 4849
in polycrystals with stationary GBs, 43-47
Kirkendall shift, 64, 68
Kirkendall velocity, 67

L
LaFeOQ; as sensors, 200
Lagrangian, vs. laboratory coordinates, 24
Lattice, discrete, diffusion on, 56-63
gradient energy corrections in, 62-63
strong concentration dependence of
diffusion coefficients on, 56-62
Lattice constant, interface stress on, in solid
solution, 25-28
Lattice plains
in crystallites, 33
in nanograin, 33
Layer-by-layer dissolution, 60-61
Layer content, specific, 6-8
Layer formalism, 6-7
Layer properties, in interface-induced stress,
29-39



Layer thickness, in interface-induced stress,
29-30
Li conductors, nano-sized, 99-100

M
Matrix, 6
McLean isotherm, 49-51, 70
Microemulsions, 16
Microstrain, 32—-36
definition of, 32
experimental, 34-35
intrinsic nature of, 32-34
size-dependent interface free energy from,
3536
Microstructure, 134-135, 159-160
Miscibility gap, size-dependent, 30-32
Mixed potential gas sensors, 191-192
Mo-V system, 59
Mobility effect, 66
Molecular recognition, 189-190
Mott-Schottky barriers, 92
Mott-Schottky layers, 92
Mott-Schottky profile, 88, 89

N
N3 dye, 217-218
Nano, 112
Nano-scale device, true, 105
Nano-sized CaF,-BaF, heterolayers, 102
Nano-sized crystals and films, 93-99
general considerations on, 93-95
trivial and proper size effects on defect
chemistry in, 95-99
Nano-sized ions and mixed conductors,
99-103
Agl-Al, O, composites, 103
CaF,, 101-102
CaF,-BaF, heterolayers, 102
Ce0,, 100-101
Li conductors, 99—-100
Nano-sized Li conductors, 99-100
Nanoceramics, impedance/dielectric
spectroscopy of. See
Impedance/dielectric spectroscopy, of
nanoceramics
Nanocomposites, 112
Nanocrystalline alloys, 13—17. See also
specific alloys
destabilization of compounds by grain
boundary segregation in, 16-17
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metastable, with finite gain size and
vanishing g, 13-16
Nanocrystalline gas sensors. See Gas
sensors, nanocrystalline oxide
Nanocrystalline materials, 2
Nanocrystals, 133
Nanograin, optimum number of lattice
plains in, 33
Nanoionics, and soft materials science,
81-106
interfaces: core and space charge effects,
86-93
nano-sized crystals and films, 93-99 (See
also Nano-sized crystals and films)
nano-sized ions and mixed conductors,
99-103 (See also Nano-sized ions
and mixed conductors)
perspectives of, 104-106
point defects and conductivity in the bulk,
82-86
Nanomaterials, diffusion in. See Diffusion,
in nanomaterials
Nanoparticles, 165
semiconducting, FTIR spectroscopy of
(See FTIR spectroscopy, of
semiconducting nanoparticles)
surface characterization of, 166-167 (See
also specific techniques, e.g., FTIR
spectroscopy)
surface curvature of, 165
surface reactivity of, 166
terrace-step model and, 165-166
Nanoporous electrode, 219-230
band bending in, 223-224
conductive substrate in, 223
core shell electrodes in, 224-226
in dye sensitized solar cell, 216-217
in dye sensitized solar cell, open circuit
potential in, 228230
electrical potential distribution and charge
screening in, 220-222
electron motion in, 226
general considerations on, 219-220
Nb,Os-coated TiO,, 225
relative energetics in, 227-228
Nanostructures, 104—-106. See also
Nanoionics, and soft materials science
creation of, 53-54
Nb,O4-coated TiO, nanoporous electrode,
225
Nernst-Planck limit, 66
Nernst-Planck regimes, 67
Nucleation problems, nanoscale, 72—76
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Nyquist plots, of nanoceramics
dual-arc analysis of, 117
effective resistivities and capacitances
from, 116-119
frequency markers of impedance data on,
116
grain boundary capacitance in, 123
at grain sizes less than maximum, 118, 126
at larger grain sizes, 126—127
Nyquist shape-fit analysis, 118-119

(0]

Open circuit potential, in dye sensitized
solar cells, 228230

Open system elastic constants, 26

Ostwald ripening, 75

Oxides, nanocrystalline, EXAFS
spectroscopy of. See EXAFS
spectroscopy, of nanocrystalline oxides

P
Pd-Zr alloy system, segregation in, 16-17
PEEK-polymers, mesoscopic arrangement
of acidified water channels in, 105
PEM fuel cell, 105-106
Penetration profile shape, grain boundary
segregation and, 4951
Perovskite-type oxides, in gas sensors,
200201
Photoelectrochemical applications,
nanostructured materials in, 209-230
dye sensitized solar cells, 210-219 (See
also Dye sensitized solar cells)
examples of, 209-211
nanoporous electrode, 216-217, 219-230
(See also Nanoporous electrode)
thermodynamic and kinetic considerations
in, 215-216
value of, 210
Photovoltage dependence, on light intensity,
228-230
Point defect(s), 81, 82
and conductivity in the bulk, 82-86
ionic, 82
Point defect equilibrium, 159
Polycrystals, with stationary grain
boundaries, diffusion in, 45-47
Probe-molecules, 169-170
Proper size effects, on defect chemistry,
95-99

Quantum dots, 105

R
Reference electrode, 191
Resistance(s)
contact, 115
grain boundary, areal, 121
grain boundary, in nanoceramics, 120-122
Resistivity
effective, from Nyquistplots, 116-119
grain boundary , specific, 120-121
Rule of heterogeneous doping, 87

S
Sandwich geometry, 115
Schottky barriers, 92
Schottky-Mott profile, 88, 89
Segregation, enthalpy of, 14-15
Segregation kinetics, in diffusion, nanoscale,
70-72
Semiconducting nanoparticles, FTIR
spectroscopy of. See FTIR
spectroscopy, of semiconducting
nanoparticles
Semiconducting property, 170
Semiconductor
background absorption of infrared
radiation by, 170
oxygen adsorption on, 171
Sensors, gas, 189-190
Sensors, gas, nanocrystalline oxide,
189-204. See also Gas sensors
boundary conductivity, 196-202
bulk conductivity, 193-195
equilibrium and mixed potential, 191-192
Sensors, gas, semiconductor
boundary conductivity, 196-202
bulk conductivity, 193-195
Sensors, semiconductor-based. See FTIR
spectroscopy, of semiconducting
nanoparticles
gas, 190
humidity on, 181
humidity on, surface modification on,
181-185
humidity on, surface modification on,
chemical, 181-183
humidity on, surface modification on,
humidity effects, 183-185
Short-range order (SRO), atomic, 2-3



Side wall, on impedance/dielectric behavior,
127
Single-component materials, 8—13
grain growth in, 9
intrinsic stability of, 8-9
size- or curvature-dependent interface free
energy in, 9-10
size-dependent chemical potential in,
11-13
triple lines in, 11
Size-dependent chemical potential, 11-13
Size-dependent interface free energy, 9-10
from interface-induced strain, 22-23
from microstrain, 35-36
Size-dependent miscibility gap, 30-32
Size effects
trivial, 81
trivial and proper, on defect chemistry,
95-99
true, 81
SmFe0, as sensors, 200
Sn0,, tin dioxide, in semiconductor
boundary sensing, 196200
Soft materials science, nanoionics and. See
Nanoionics, and soft materials science
Solar cells, dye sensitized. See Dye
sensitized solar cells
Solute segregation, grain size-dependent, 121
Space charge effects, at interfaces, 86-93
Specific excess, 3-6
Specific layer content, 68
Spectroscopy. See specific types, e.g.,
EXAFS spectroscopy
Stability, intrinsic, in single-component
materials, 8-9
Stacking faults arrangements, interfacial
phase transformation and high
conductivities in, 103
Strain, interface-induced. See also Stress and
strain at internal interfaces
size-dependent interface free energy from,
22-23
Stress(es). See also specific types, e.g.,
Interface-induced stress
on diffusion, on nanoscale, 64—70
on diffusion, with grain boundaries, 51
Stress and strain at internal interfaces, 17-25
capillary equation for solids, 19-21
deformation of grain boundaries, 17-19
equation for interface stress in, defining,
24-25
failure of Young-Laplace equation in
solids, 21-22
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interface stress, 19-21
Lagrangian vs. laboratory coordinates in,
24
size-dependent interface free energy from
strain, 22-23
Surface characterization, of nanosized
particles, 168-170
Surface of tension, position of, 6

T
T-dependence, 85
Thermodynamics, of noncrystalline solids,
1-37
capillary parameters, 3-8 (See also
Capillary parameters)
grain boundaries, 2-3
interaction of interface-induced stress
with composition, 25-32 (See also
Interface-induced stress)
microstrain in, 32-36 (See also
Microstrain)
in nanocrystalline alloys, 13-17
in nanocrystalline alloys, destabilization
of compounds by grain boundary
segregation, 16-17
in nanocrystalline alloys, metastable, with
finite gain size and vanishing g,
13-16
single-component materials, 8-13 (See
also Single-component materials)
stress and strain at internal interfaces in,
17-25 (See also Stress and strain at
internal interfaces)
Through-film capacitance measurements,
115
Tin dioxide Sn0,, in semiconductor
boundary sensing, 196200
Tin oxide, 151
Tin oxide, EXAFS spectroscopy of, 141-145
doped powder, 143-145
pure powder, 141-143
Tin oxide nanopowder
FTIR spectroscopy of gas sensing
properties with, 175-177
FTIR spectroscopy surface
characterization of, 173-174
Titanium oxide, n-type crystalline, in bulk
conductivity sensors, 194-195
Titanium oxide nanopowder
FTIR spectroscopy evaluation of gas
sensing properties with, 177-180
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HMDS-grafted, 181-183
HMDS-grafted, humidity effects on,
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Topological defect energy, 15

Triple lines, 11

Trivial effects, 94

Trivial size effects, 81
on defect chemistry, 95-99

True size effects, 81

U
UWAXEFS, 138

v
Vacancy accumulation layers, 90-91

w

WO, gas sensors, 202

Working electrode, 191
Wulff construction, 12
Waurzite structure, 145

X
X-ray absorption spectroscopy, 135-136

XAFS (x-ray absorption fine structure), 135

XAFS (x-ray absorption fine structure)
experiment, 137-138

XANES (x-ray absorption near edge
structure), 135

Y

Young-Laplace equation, failure of, in
solids, 21-22

Yttrium doped cubic zirconium oxide (YSZ)
films, 151-153

Z
Zinc oxide, 145
Zinc oxide, EXAFS spectroscopy of,
145-146
doped powder, 146
pure powder, 145-146
Zirconia. See Zirconium oxide
Zirconium oxide, 147
Zirconium oxide, EXAFS spectroscopy of,
147-153
pure films, 149-151
pure powder, 147-149
yttrium doped films, 151-153
ZnO gas sensors, 202



	Cover
	front_001
	front_002
	front_003
	front_004
	front_005
	front_006
	front_007
	front_008
	front_009
	front_010
	Page_001
	Page_002
	Page_003
	Page_004
	Page_005
	Page_006
	Page_007
	Page_008
	Page_009
	Page_010
	Page_011
	Page_012
	Page_013
	Page_014
	Page_015
	Page_016
	Page_017
	Page_018
	Page_019
	Page_020
	Page_021
	Page_022
	Page_023
	Page_024
	Page_025
	Page_026
	Page_027
	Page_028
	Page_029
	Page_030
	Page_031
	Page_032
	Page_033
	Page_034
	Page_035
	Page_036
	Page_037
	Page_038
	Page_039
	Page_040
	Page_041
	Page_042
	Page_043
	Page_044
	Page_045
	Page_046
	Page_047
	Page_048
	Page_049
	Page_050
	Page_051
	Page_052
	Page_053
	Page_054
	Page_055
	Page_056
	Page_057
	Page_058
	Page_059
	Page_060
	Page_061
	Page_062
	Page_063
	Page_064
	Page_065
	Page_066
	Page_067
	Page_068
	Page_069
	Page_070
	Page_071
	Page_072
	Page_073
	Page_074
	Page_075
	Page_076
	Page_077
	Page_078
	Page_079
	Page_080
	Page_081
	Page_082
	Page_083
	Page_084
	Page_085
	Page_086
	Page_087
	Page_088
	Page_089
	Page_090
	Page_091
	Page_092
	Page_093
	Page_094
	Page_095
	Page_096
	Page_097
	Page_098
	Page_099
	Page_100
	Page_101
	Page_102
	Page_103
	Page_104
	Page_105
	Page_106
	Page_107
	Page_108
	Page_109
	Page_110
	Page_111
	Page_112
	Page_113
	Page_114
	Page_115
	Page_116
	Page_117
	Page_118
	Page_119
	Page_120
	Page_121
	Page_122
	Page_123
	Page_124
	Page_125
	Page_126
	Page_127
	Page_128
	Page_129
	Page_130
	Page_131
	Page_132
	Page_133
	Page_134
	Page_135
	Page_136
	Page_137
	Page_138
	Page_139
	Page_140
	Page_141
	Page_142
	Page_143
	Page_144
	Page_145
	Page_146
	Page_147
	Page_148
	Page_149
	Page_150
	Page_151
	Page_152
	Page_153
	Page_154
	Page_155
	Page_156
	Page_157
	Page_158
	Page_159
	Page_160
	Page_161
	Page_162
	Page_163
	Page_164
	Page_165
	Page_166
	Page_167
	Page_168
	Page_169
	Page_170
	Page_171
	Page_172
	Page_173
	Page_174
	Page_175
	Page_176
	Page_177
	Page_178
	Page_179
	Page_180
	Page_181
	Page_182
	Page_183
	Page_184
	Page_185
	Page_186
	Page_187
	Page_188
	Page_189
	Page_190
	Page_191
	Page_192
	Page_193
	Page_194
	Page_195
	Page_196
	Page_197
	Page_198
	Page_199
	Page_200
	Page_201
	Page_202
	Page_203
	Page_204
	Page_205
	Page_206
	Page_207
	Page_208
	Page_209
	Page_210
	Page_211
	Page_212
	Page_213
	Page_214
	Page_215
	Page_216
	Page_217
	Page_218
	Page_219
	Page_220
	Page_221
	Page_222
	Page_223
	Page_224
	Page_225
	Page_226
	Page_227
	Page_228
	Page_229
	Page_230
	Page_231
	Page_232
	Page_233
	Page_234
	Page_235
	Page_236
	Page_237
	Page_238
	Page_239
	Page_240
	Page_241
	Page_242

