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Preface

This book is an attempt to summarize the knowledge and personal experience accu-
mulated throughout 18 years of work in the field of physics and technology of thin
organic films, organic-inorganic nanostructures, and chemical and biosensing.

Initially the book was planned as a research monograph, but later in the process
of writing I introduced a quite substantial scientific background in every chapter in
order to make the subject more understandable for a wide scientific audience. Then
I realized that the book might be very useful for postgraduate and even undergradu-
ate students. The book contains the original scientific results obtained by the
author, as well as substantial literature reviews in every chapter, which makes it use-
ful for academics and researchers working in the field of nanotechnology.

I began writing with the enthusiasm and the feeling that I knew something
about science in my field. Now, I am not that sure about it. I learned a lot during the
writing of this book, but I also realized how vast and fast-growing the area of nano-
technology is, and how small my contribution to it is. Several times I wanted to quit
and occupy myself with something less stressful. I finished the book anyway, and I
hope some people will make use of it.
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C H A P T E R 1

Introduction

1.1 A Brief History of Nanorevolution

At the turn of twenty-first century, we entered nanoworld. These days, if you try to
run a simple Web search with the keyword “nano,” thousands and thousands of ref-
erences will come out: nanoparticles, nanowires, nanostructures, nanocomposite
materials, nanoprobe microscopy, nanoelectronics, nanotechnology, and so on.
The list could be endless.

When did this scientific nanorevolution actually happen? Perhaps, it was in the
mid-1980s, when scanning tunneling microscopy was invented. Specialists in elec-
tron microscopy may strongly object to this fact by claiming decades of experience
in observing features with nearly atomic resolution and later advances in electron-
beam lithography. We should not omit molecular beam epitaxy, the revolutionary
technology of the 1980s, which allows producing layered structures with the thick-
ness of each layer in the nanometer range. Colloid chemists would listen to that with
a wry smile, and say that in the 1960s and 1970s, they made Langmuir-Blodgett
(LB) films with extremely high periodicity in nanometer scale. From this point of
view, the nanorevolution was originated from the works of Irving Langmuir and
Katherine Blodgett [1, 2] in 1930s, or from later works of Mann and Kuhn [3–5],
Aviram and Ratner [6], and Carter [7], which declared ideas of molecular electron-
ics in the 1970s. What is the point of such imaginary arguments? All parties were
right. We cannot imagine modern nanotechnology without any of the above-
mentioned contributions. The fact is that we are in the nanoworld now, and the
words with prefix “nano-” suddenly have become everyday reality. Perhaps it is not
that important how it happened (since it has become history already). However, we
should realize the reason why it happened.

A driving force of the nanorevolution is a continuous progress in micro-
electronics towards increasing the integration level of integrated circuits (IC), and
thus the reduction in the size of active elements of ICs. This is well illustrated by
Moore’s law [8] in Figure 1.1.

It was monitored during the last four decades that the size of active elements
(e.g., transistors) reduces by a factor of two every 18 months. Of course, there were
some deviations from this law, and the graph in Figure 1.1 requires some kind of
error bars. However, a thick trend line, which may cover error margins, demon-
strates the above behavior clearly. What is behind Moore’s law? It is not just
physics, microelectronic engineering, and technology alone, all of which have a
spontaneous character of development. I believe that Moore’s law is a free market
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economy law, which reflects the growing public demand in microelectronic devices,
and the competition between microelectronic companies.

Let’s leave the economic aspects of Moore’s law to economists, and start dis-
cussing physics. As one can see, the critical line of one micron was crossed in the
1990s, which means we entered the nanoelectronics era at that time. Electron beam
lithography had started to overtake the conventional UV photolithography, which
cannot provide submicron resolution. Smart technological approaches in microelec-
tronics, such as VMOS, DMOS, and vertical CMOS transistors, also allowed the
ability to meet the demands of the steadily growing market of personal computers.
What is next? Can we further scale down the existing electron devices, based mostly
on the field effect in semiconductors? The answer is no, because of obvious physical
limitations of semiconductor microelectronics.

1.2 Physical Limitations of Traditional Semiconductor Electronics

Scaling down of the dimensions of semiconductor devices may have following con-
sequences.

• Decreasing of the thickness of insulating layers, thus increasing the electric
field, and the probability of field related effects, such as electron tunneling and
avalanche breakdown;

• Dispersion of bulk properties of materials;
• Quantum phenomena in low dimensional systems;
• Problems of heat dissipation;

2 Introduction
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• Limitation of computing speed.

Let’s discuss them one by one. Typical thickness of the gate oxide in MOSFETs
with several microns of the channel length is about 100 nm. A typical gate voltage of
5V will create an electric field of 5⋅108 V/m, which is a fairly large voltage, but less
than avalanche breakdown limit. Submicron MOS devices must have a much
smaller thickness of gate oxide, in the range from 20 to 30 nm. If the same gate volt-
age is applied, the electric field increases in the range from 1.7⋅109 to 2.5⋅109 V/m,
which increases the probability of the avalanche breakdown or electron tunneling
through much thinner triangular barriers.

We previously considered semiconductor material to be an approximately
homogeneous medium, which is true for relatively large devices (more than 1 µm in
size). Even a 10% deviation of the impurity concentration in the material would not
result in significant changes of characteristics of MOSFETs (e.g., threshold voltage,
channel current). What will happen if we scale down the size of the elements? How
this will affect the properties of semiconductor materials, for example impurity con-
centration? In case of typical p-type (boron doped) silicon with the concentration of
doping impurity NA = 1022 m–3, the surface concentration of boron would be NAS =
(NA)

2/3 ≈ 5⋅1014 m–2 = 500 µm–2. For a MOS transistor with the channel of 1 µm × 1
µm, we have 500 atoms of boron under the gate. It is not that much, but still enough
to consider the material as a uniform solid-state medium. However, if we reduce the
size of a MOSFET down to 0.1 µm × 0.1 µm, we have only five atoms of boron
under the gate. They are statistically distributed, so the number of atoms could be 6,
7 or 3, 4. Therefore, the threshold voltage of these MOSFETs will be varied substan-
tially, so that some of these devices may not be working at all. What shall we do?
Increasing the impurity concentration is not an ideal solution to the problem, only a
temporary measure. The problem reoccurs in the course of further scaling down.
Additionally, the side effects of reducing the depletion width followed by increasing
of the electric field, and thus increasing the probability of avalanche or tunneling
breakdown in p-n junctions, should be taken into account in highly doped semicon-
ductor materials. The conclusion is obvious—MOSFETs with dimensions of less
than 100 nm are not feasible.

Quantum phenomena begin to affect the properties of materials when the
dimensions are less than 10 nm, which is currently not the case. The energy structure
of low dimensional solid states, [e.g., two-dimensional (thin films), one-dimensional
(quantum wires), and zero-dimensional (quantum dots)], changes dramatically in
comparison to that in three-dimensional bulk materials. On the other hand, quan-
tum phenomena may have a rather positive effect on the progress of solid-state
microelectronics. The phenomena of quantum confinement, such as Coulomb block-
ade and resonance tunneling, have stimulated the development of novel quantum
electronic devices, which may constitute the foundation of future nanoelectronics.

Heat dissipation is another problem of super VLSI. Even the least power con-
suming CMOS logic gates, which do not conduct current in both “1” and “0” logic
states, release the power of about 10–5W per gate. Super CMOS VLSI with a range
from 106 to 107 transistors have from 10W to 100W of power to dissipate. For
example, a Pentium IV processor produces 80W of power, and requires a quite
sophisticated cooling system. Next generations of VLSI must be built on devices
consuming less power.

1.2 Physical Limitations of Traditional Semiconductor Electronics 3



The further increase of computing speed is a very difficult and complex prob-
lem, which includes the use of new materials, novel quantum electronic devices, and
novel principles of computing and computer architecture. It is well known that III-V
semiconductors having high values of charge carrier mobility can offer much higher
operational frequency than silicon devices. However, despite obvious functional
advantages of III-V semiconductor devices, 95% of the microelectronics market is
occupied with the more technological and cost-efficient silicon devices. A shift
towards III-V semiconductor materials is expected in near future, when novel quan-
tum devices, particularly resonance tunneling devices (RTD), will become more
common. The operational speed of novel quantum devices and the novel principles
of computer architecture are the subjects of discussion in the next section.

1.3 Quantum Nanoelectronic Devices and Quantum Computing

The physical limitations of semiconductor microelectronics described above became
obvious long ago. One of the suggested alternatives was molecular electronics. This
subject was booming in the 1980s, when a number or research laboratories were
launched in the United States, the United Kingdom, Germany, France, Japan, and
Russia (i.e., the former U.S.S.R.), and started working on the development of
molecular electronic devices. Many interesting and fascinating ideas of logic devices
based on one molecule or group of molecules, and revolutionary novel principles of
molecular computing systems were suggested at that time. Although most of these
ideas have not yet been fulfilled, the efforts were not wasted. The research in
molecular electronics and thin organic films forced the technology and instrumenta-
tion into the nanometer zone. The architecture of quantum computing systems has
been developed theoretically and modeled with existing computing facilities, result-
ing in artificial neuron networks and cellular automata becoming available in mod-
ern software packages. The development of solid-state electronics has also been
stimulated by alternative research in molecular systems. Eventually, molecular elec-
tronics moved towards sensors and biosystems, while solid-state electronics pre-
vailed with several brilliant ideas of quantum electron devices. It worth mentioning
here three major breakthrough developments: (1) resonance tunneling devices, (2)
single-electron devices, and (3) quantum dots.

RTDs are based upon the phenomenon of an electron tunneling through a com-
plex barrier having intermediate electron states. As shown in Figure 1.2, when the
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Figure 1.2 The scheme of resonance tunneling through the barrier having intermediate electron
states in (a) resonance conditions and (b) energy mismatching conditions.



energy level of electrons in the source matches one of the intermediate levels, the
probability of tunneling increases dramatically (theoretically up to one), even if the
total barrier thickness is larger than the tunneling distance. When the energies do
not match, the probability of electron tunneling is practically equal to zero. The
realization of this idea was achieved with GaAs/AlGaAs layered structures pro-
duced by molecular beam epitaxy (MBE) [9]. It allowed the scaling down in size of
RTD devices to 50 nm. Currently, these devices are on the market, and the next gen-
eration of super VLSI will be most likely built on RTDs.

The idea of single-electron devices derived from the discovery of the phenome-
non of Coulomb blockade in early 1990s by K. Licharev [10, 11] and H. Grabert
and M. Devoret [12]. The operational principle of SEDs is very simple, and is illus-
trated in Figure 1.3. The transfer of a single electron between two particles, sepa-

rated by the tunneling distance, will create a potential barrier ∆E
e
C

=
2

2
(see Figure

1.3), where C = εr is the capacitance of the particles proportional to their radius. If
particles are relatively large, this potential barrier is much less than kT even at very
low temperatures, so that the other electrons are able to move practically unhin-
dered between these particles, ignoring the potential barrier. However, the reduc-
tion in the particle size may lead to a different situation, when the potential barrier is
comparable to or even higher than kT at a certain temperature. In this case, the
potential barrier caused by the transfer of a single electron will prevent further elec-
tron transfer, and this effect is called Coulomb blockade. The first observation of
the Coulomb blockade was achieved on 300-nm indium particles at 4.20K [10]. Fur-
thermore, the Coulomb blockade can be observed at room temperature in much
smaller particles, with the size in the range from 3 to 5 nm. Such observation on
3-nm CdS nanoparticles, formed within Langmuir-Blodgett films, was reported
recently in [13, 14].

Under Coulomb blockade conditions, the electron transfer between two elec-
trodes via asymmetrically sandwiched nanoparticles (the separations d1 and d2 must
be different) displays the staircase-like I-V characteristic, as shown in Figure 1.3.
The transfer of one electron from the source to the nanoparticle will create a poten-

tial barrier of
e
C2

. There would be no current until the external bias voltage exceeds

this value. The consecutive electron transitions will occur at bias voltages of
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Figure 1.3 (a) The effect of Coulomb blockade, and (b) the single-electron transistor having a
staircase I-V characteristic.



2
2

3
2

e
C

e
C

, , and so forth. Thus, a staircase-like I-V characteristic is typical for single-

electron devices. Such behavior has been demonstrated at room temperatures on
nanostructures by different research groups [15–17]. At the same time, an extensive
theoretical work has resulted in a variety of single-electron logic gates [11], and they
may constitute the elementary base of super VLSI in near future.

Another very attractive idea for future quantum computing systems involves
quantum dots (QD) [18, 19]. These are regularly arranged nano-objects (e.g., nano-
clusters, nanoislands, nanoparticles, macromolecules), separated by nanometer dis-
tances in order to provide the relay mechanism of charge transport. QDs will be a
subject of more detailed discussion in following chapters. The most important idea
to mention here is that new types of computing systems can be built on QDs (i.e.,
neurone networks or cellular automata [20]), operating on the principles of parallel
computing. The future of nanoelectronics is believed to be in QD systems, which
combine elements in nanometer dimensions with low power consumption, high
operating frequency, and high reliability.

Great progress also can be expected in molecular electronics, although it is not a
subject of this review. The idea to have molecules as active elements in computing
systems is still very much attractive, and molecular QDs seem to be the most promis-
ing direction in molecular computers. The cellular automata architecture [7] might
be able to solve the key problem of molecular electronics—addressing of individual
molecules. Instead of the “wiring” of every molecular active element, it is better to
organize them in networks with fast connections between nearest neighbors, and to
provide only the input and output to the molecular web.

1.4 Revolutionary Nanotechnologies

Tremendous progress in solid-state electronics is based on several revolutionary
technologies: (1) molecular beam epitaxy (MBE) and relative methods; (2) scanning
nanoprobe microscopy; and (3) electron beam lithography. There might be many
more, but these three greatly enhance the scaling down of electron devices to a
nanometer range.

MBE, a method of precise high vacuum deposition of different compounds auto-
matically controlled by several analytical techniques, allows the formation of lay-
ered systems, consisting of metals, insulators, and semiconductors, with the
thickness resolution in fractions of nanometers. The realization of RDTs and semi-
conductor lasers on GaAs/AlGaAs superlattices is an industrial routine nowadays
[8]. Regular arrays of QDs can be also formed by self-aggregation of thin InAs layers
deposited onto the surface of GaAs using MBE [21].

Perhaps, the most impressive achievement in nanotechnology was the invention
of scanning tunneling microscopy (STM) in 1986 [22], followed by the explosive
development of relative techniques, such as atomic force microscopy (AFM) [23],
and a dozen different scanning nanoprobe techniques in the subsequent 10 to 15
years. The fact that the Nobel prize for the invention of STM was given to Gerd Bin-
ning and Heinrich Rohrer in 1986, only 4 years after the first publication, highlights
the extreme importance of this method. For the first time in history (not taking into
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account quite complicated methods of point-projection field-emission and ion-
emission microscopy [24]), scientists obtained the instrument enabling them to
observe features in atomic and molecular scale, with relative ease. I would say that
nanotechnology was launched from there.

Genius and simplicity go together. Nothing can be simpler than STM, which is
based on the exponential dependence of tunneling current on the distance. A sharp
tungsten tip fixed on the XYZ piezoceramic transducer is the main part of the STM
instrument, shown schematically in Figure 1.4. The scanning of the tip in the X-Y
plane is organized by respective sweep voltages applied to the transducer, while the
tunneling current measured between the tip and the studied conductive substrate
provides a feedback voltage to the Z terminal of the ceramic transducer. By keeping
the tunneling current constant during the scanning of the sample in XY plane, the
recording of the voltage on the Z terminal would reproduce the surface profile in
atomic scale. One of the classical STM images of the surface of highly oriented pyro-
litic graphite (HOPG) is shown in Figure 1.5 [25].

The idea of STM is really simple. That is why it was reproduced many times,
and developed further by different research groups, companies, and even individu-
als. In early 1990s, a colleague and friend of mine from the Institute of Physics,
Academy of Science of the Ukraine, built his own STM on the transducer, consisting
of three piezoceramic tubes from an old fashioned LP head glued together. It was a
crude instrument sensitive to all sorts of external influences, but was able to produce
pseudo-3D images of the surfaces of mica, graphite, and other materials, using an
XY recorder.

The scanning nanoprobe method is not only an analytical tool, but also a nano-
technological tool. A simple nanolithography can be realized by scratching soft
organic coatings with a tungsten STM tip. Another way of nanopatterning is the
anode oxidation of thin metal films under the tip. However, an amazing application
of STM is the possibility of moving atoms around. Figure 1.6 shows schematically
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how atoms can be attracted to the STM tip by applying the appropriate voltage,
moved away, and then placed where required. A very impressive advertising of IBM
has been achieved by writing the company logo with Xe atoms on a (100) Ni surface
using the above technique [26] (see Figure 1.6). The verdict that STM manipulation
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Figure 1.5 Pseudo-3D STM image of the surface of HOPG. (From: [25].)

Ni (100)
surface

Xe

+V
STM tip

(b)

(a)

Figure 1.6 (a) The scheme of STM atomic manipulation, and (b) the IBM logo made on Ni(100)
surface with Xe atoms using STM manipulation. (From: [27].)



is too slow to build atom-by-atom nanoelectronic elements in large numbers may
not be right. It was reported recently on the development of a matrix of STM tips
operating simultaneously [28]. With such tools, the STM fabrication of nanocom-
puters does not appear to be too much of a fantasy.

Finally, there is electron beam lithography [29], which came as a logical devel-
opment of scanning electron microscopy (SEM). The λ/2 diffraction limit of the con-
ventional optical UV lithography could provide a theoretical resolution of 130 nm
when a mercury light source (λ = 360 nm) was used. However, a practical resolution
of about 1 µm can only be achieved due to the difficulties in focusing the light beam.
The use of X-ray light sources can obviously improve the resolution, but X-ray sys-
tems are quite complex, and not safe in everyday exploitation. The diffraction limit
also can be overcome with the help of near-field optical lithography [30]. However,
this method still relies on the use of conventional metal/glass masks with nanofea-
tures, which have to be produced by some other means. Yet the application of such
masks suffers from dust particles and other defects.

Electron beam lithography gives a much better solution. First, there is practically
no diffraction limit, since the wavelength of high energetic electrons is incredibly
small (e.g., electrons of typical energy of 10 keV have λ = 0.12 nm). In practice, tak-
ing into account the problems of electron beam focusing, a resolution of few
nanometers is now achievable. Second, electron beam lithography performs in a vac-
uum, thus making this method free of dust and other contamination. Finally, elec-
tron beam lithography may not require intermediate masks, since the pattern can be
simply formed by the programmed scanning of the wafer with the electron beam.

1.5 Solid State Against Soft Matter in Nanotechnologies

Decades of extensive research in molecular electronics have resulted in remarkable
progress in chemical methods of nanotechnology. The technology of thin organic
films has improved to perfection. In addition to the traditional Langmuir-Blodgett
technique, new methods of chemical and electrostatic self-assembly appeared. The
progress in organic colloid and polymer chemistry was enormous. Thousands and
thousands of new organic compounds of high purity were synthesized. The com-
pounds have very interesting optical and electrical properties, enabling them to
form complexes with other molecules, thus making them suitable for self-assembly
and sensing, for example. The same can be said about polymer chemistry, which
currently produces both conducting and light emitting polymers [31], and polyionic
compounds capable of building electrostatically self-assembled composite multilay-
ers [32]. Colloid chemistry achieved commercial production of various inorganic
colloid particles of different natures [33], such as metals (Au, Pt, Ag, and Co), semi-
conductors (II-VI, III-V, and IV materials), insulators (TiO2, SiO2, mica, and poly-
mers), and magnetic materials (Fe2O3). These colloid particles are pure, stable,
uniform, and precise in their size, down to nanometer range.

Biochemistry is a special issue (beyond the scope of this book), because of the
tremendous progress in the synthesis of biocomponents, experimental methodol-
ogy, modeling, and the understanding of bioprocesses. The twenty-first century
would be a century of biotechnology, rather than nanotechnolgy, if we would be
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able to distinguish between them. Future nanoelectronics also can be bioelectronics,
an industrial reproduction of the most powerful (though moody) data processing
and decision-making machine—the human brain.

In many aspects, it is much more convenient to use nanosized elements produced
by chemical methods, rather than by very complicated and expensive physical meth-
ods such as MBE. For example, resonance tunneling devices or semiconductor lasers
can be produced by electrostatic self-assembly, the technique providing precision
similar to MBE, but at a much lower cost. The parameters of these multilayered
materials may not be as good as those produced with MBA, but perhaps it would be
sufficient for some applications.

The same applies to QDs. The use of MBE for QD formation is not convincing.
Nano-islands of InAs formed as a result of self-aggregation of a thin MBE layer of
InAs on the surface of GaAs are not perfect, with the size dispersion in the nanome-
ter range and irregularities in the planar arrangement [22]. At the same time, the size
dispersion of colloid nanoparticles is one order of magnitude less, and colloid parti-
cles can be arranged in an exceptionally regular manner using the method of chemi-
cal self-assembly [34]. A monolayer of chemically (via thiol route) self-assembled
gold nanoparticles, having formed a nearly perfect two-dimensional lattice follow-
ing a close packing order, demonstrates the advantage of a chemical approach. Fur-
ther patterning of such self-assembled layers is possible either with the e-beam or
STM lithography.

The first experimental observation of the Coulomb blockade and staircase-like
I-V characteristics at room temperature has been done with STM on CdS nanoparti-
cles formed in fatty acid LB films [13, 14]. More practical single electron devices can
be realized by a simple trapping of metal or semiconductor nanoparticles in the pla-
nar tunneling junctions, as shown in Figure 1.7.

It would be wrong to suggest that organic film technologies will take over the
solid-state technology. They would instead complement each other, bringing
together the advantages of each. In all of the applications mentioned above, nano-
structures produced by chemical routes were integrated with traditional elements
(e.g., metal contacts, tunneling junctions) produced by conventional solid-state tech-
nologies, such as metal deposition and e-beam lithography. This demonstrates a
general trend of chemical and physical methods to complement each other, so future
nanoelectronic systems will be manufactured using complex methods.
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1.6 The Book Structure

This book is dedicated to inorganic nanostructures formed by chemical routes. The
technology of the formation of such structures will be described in Chapter 2. Chap-
ters 3, 4, and 5 will review the structure, the optical properties, and the electrical
properties of nanostructures, respectively. The effect of size quantization on optical
properties of nanostructured materials and quantum phenomena in conductivity
will be described in detail there. Chapters 6 and 7 describe different applications of
organic/inorganic nanostructures in quantum electron devices, light emitters and
other optoelectronic devices, and chemical and biosensors.
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C H A P T E R 2

Wet Technologies for the Formation of
Organic Nanostructures

2.1 Traditional Chemical Routes for Nanostructure Processing

Chemical methods of material processing were known for years, existing in parallel
with physical methods of film deposition. Recent advances in electron microscopy
and scanning nanoprobe microscopy (STM, AFM) have revealed that some of the
materials produced by the chemical methods have distinctive nanocrystalline struc-
ture. Furthermore, due to the achievements of colloid chemistry in the last 20 years,
a large variety of colloid nanoparticles have become available for film deposition.
This has stimulated great interest in further development of chemical methods
as cost-effective alternatives to such physical methods as: thermal evaporation;
magnetron sputtering; chemical and physical vapor deposition (CVD, PVD); and
molecular beam epitaxy (MBE). This chapter will review chemical methods of film
deposition, with the emphasis on novel techniques for nanostructured materials
processing.

2.1.1 Formation of Colloid Nanoparticles

The most advanced chemical method for nanostructured materials processing is the
deposition of colloid inorganic particles. Recent achievements in colloid chemistry
have made a large variety of colloid compounds commercially available. The list of
colloid nanoparticles with uniform (low-dispersed) dimensions in the range from 3
to 50 nm includes the noble metals (e.g., Au, Ag, Pt, Pd, and Cu), semiconductors
(e.g., Si, Ge, III-V and II-VI, and metal oxides), insulators (e.g., mica, silica, different
ceramic materials, polymers), and magnetic materials (e.g, Fe2O3, Ni, Co, and Fe).
The growth of colloid particles is usually stabilized during synthesis by adding sur-
factants to the reagents [1]. Therefore, the stable nanoparticles produced are coated
with a thin shell of functionalized hydrocarbons, or some other compounds. Typical
examples of the chemistry of formation of colloid nanoparticles are shown below.

Gold stable colloids can be prepared by the reduction of AuCl4 with sodium
borohydride in the presence of alkanethiols [2]. Other colloids, such as Ag, CdS,
CdSe, and ZnS, can be prepared in a similar way.

InP nanocrystals can be synthesized by the following reaction, with tempera-
tures ranging from 150°C to 280°C

( )[ ] ( )InCl CH Si P InP CH SiCl3 3 3 3 3 3
3+ = +
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in the presence of either primary amines, tri-n-octylphosphine (TOP), or
tri-n-octylphosphine oxide (TOPO) as stabilizing agents, preventing further InP
aggregation [3]. The particles appear to be monodispersed, with a mean cluster size
varying from 2.2 to 6 nm depending on the stabilizer used. The particles show strong
resonance luminescence after etching in HF.

Cobalt monodispersed nanocrystals can be produced by rapid pyrolysis of the
organic precursor Co(CO)8 in an inert Ar-atmosphere, and in the presence of
organic surfactants, such as oleic acid and trioctylphosphonic acid at high tempera-
tures [4]. The particles appear to have ideal spherical, cubical, or rod-like shapes,
with sizes in the range from 3 to 17 nm depending on surfactant concentration. The
Co particles demonstrate superparamagnetic-ferromagnetic transition.

CdTe nanoparticle colloids can be prepared by the reaction of Na2Te with CdI2

in methanol at –78°C. The diameter of CdTe colloid particles is in the range from
2.2 to 2.5 nm [5].

An alternative method for the formation of stabilized colloid particles is to util-
ize self-assembled membranes, such as micelles, microemulsions, liposomes, and
vesicles [1]. Typical dimensions are from 3 to 6 nm for reverse micelles in aqueous
solutions, from 5 to 100 nm for emulsions, and from 100 to 800 nm for vesicles.
Liposomes are similar to vesicles, but they have bilayer membranes made of phos-
pholipids. Such membranes may act as the reaction cage during the formation of
nanoparticles, and may prevent their further aggregation. The idea of the formation
of nanoparticles inside micelles is to trap respective cations there. This can be done
by sonification of the mixture of required salts and surfactants. Since the permeabil-
ity of the membrane for anions is about 100 times higher than for cations, the forma-
tion of nanoparticles takes place within micelles, with a constant supply of anions
from outside. The process of the formation of CdSe clusters within a reverse micelle
is shown schematically in Figure 2.1. A number of different colloids, such as CdSe
[6], silver oxide [7], iron oxide [8], aluminum oxide [9], and cobalt ferrite [10, 11],
were prepared using the above methods.
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2.1.2 Self-Assembly of Colloid Nanoparticles

The deposition of colloid nanoparticles onto solid substrates can be accomplished
by different methods, such as simple casting, electrostatic deposition, Langmuir-
Blodgett, or spin coating techniques, which will be discussed in detail later in this
chapter. However, the simplest method of nanoparticles deposition, which gives
some remarkable results, is the so-called self-assembly or chemical self-assembly
method. This method, which was first introduced by Netzer and Sagiv [12], is based
upon strong covalent bonding of the adsorbed objects (i.e., monomer or polymer
molecules and nanoparticles) to the substrate via special functional groups. It is
known, for example, that the compounds containing thiol (SH) or amine (NH2)
groups have strong affinity to gold. The silane group (SiH3) with silicon is another
pair having very strong affinity. Such features can be exploited for the film deposi-
tion of nanoparticles (modified, for example, with SH groups) onto the surface of
bare gold, or vice versa, gold clusters onto the surface modified with thiol groups, as
shown schematically in Figure 2.2.

The first work on the self-assembly of gold colloid particles capped with
alkanethiols was done by Brust and coworkers [2]. This routine has been adopted
by other scientists for the deposition of self-assembled monolayers of different col-
loid nanoparticles (e.g., Ag [13] , CdS [14], CdSe [15], and ZnS [16]), which were
prepared using mercapto-alcohols, mercaptocarboxylic acids, and thiophenols as
capping agents. Self-assembled nanoparticles usually show well-ordered lateral
structures, proved by numerous observations with SEM, STM, and AFM. Two-
dimensional ordering in self-assembled nanoparticle monolayers can be substan-
tially improved by thermal annealing at temperatures ranging from 100°C to
200°C, depending on the material used.

The use of bifunctional HS-(CH2)10-COOH bridging molecules, which com-
bines both the affinity of thiol groups to gold and carboxylic group to titania, can
provide more flexibility in the self-assembly. Both self-assembly routes were
exploited for deposition of TiO2 nanoparticles onto the gold surface [17]. In the
first one, unmodified TiO2 nanoparticles were self-assembled onto the gold surface,
coated with a monolayer of HS-(CH2)10-COOH; while in the second one, TiO2
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nanoparticles stabilized with HS-(CH2)10-COOH were self-assembled onto the bare
gold surface.

For some time, chemical self-assembly was limited to the formation of organized
monolayers. The use of bifunctional bridge molecules overcomes this relative disad-
vantage. For example, multilayers of Au colloid particles can be deposited using di-
thiol spacing layers. A similar routine was applied for the fabrication of Au/CdS
superlattices [18, 19].

2.1.3 Electrodeposition of Nanostructured Materials

Electrodeposition is one of the first chemical (or rather electrochemical) methods for
the formation of inorganic coatings on solid surfaces. The formation of metal coat-
ings on the anode by means of electrolysis of respective metal salts has been known
since the nineteenth century. During the last few decades, this method has spread to
other materials, such as II-VI and II-V semiconductor materials, with the main appli-
cation in photovoltaic devices and solar cells.

Two types of electrodeposition can be distinguished from a large number of
publications on this topic: (1) combination of the formation of stabilized colloid
particles with their electrodeposition, and (2) electrodeposition (i.e., electrophore-
sis) of preformed colloid nanoparticles.

The first route is more traditional, and is based on the well-developed technique
of electroplating. In order to form nanostructured materials, some kind of surfac-
tants should be added to the electrolyte solution. The surfactants act as a stabilizing
agent to coat nanocrystals and to prevent them from further aggregation, and there-
fore the formation of large grains of material. The review papers [20, 21] present a
variety of materials, including metals, semiconductors, ceramics, and polymers,
deposited in this way. A classical example of gold nanoparticles deposition is given
in [22]. Monodispersed gold nanoparticles of a few nanometers were fabricated and
deposited simultaneously on the silicon surface by the galvanostatic reduction of
HAuCl4 in the presence of dodecanethiol.

The traditional, purely electrochemical way for the limitation of the growth of
bulk materials is the use of pulse electrochemistry. The deposition of silver clusters
from a cyanide-containing electrolyte onto indium-tin oxide electrodes using poten-
tiostatic double-pulse method was reported in [23]. Clusters with particle diameters
ranging from 100 to 300 nm can be prepared within minutes.

Ensembles of sulfur-capped, cadmium sulfide nanocrystals (CdS/S) have been
synthesized using a new variant of the electrochemical/chemical method [24]. Cad-
mium clusters were first electrodeposited from an aqueous Cd2+ plating solution
using a train of 8- to 10-ms pulses, separated by approximately 1-second “mixing”
segments at the open circuit potential. These Cd nanoparticles then were oxidized to
Cd(OH)2, and CdS/S nanoclusters were obtained by exposure of Cd(OH)2 nanopar-
ticles to H2S at 300°C. The CdS/S nanocrystals obtained exhibit a very narrow (15 to
35 meV) photoluminescence (PL) emission line at 20°K.

The role of the substrate is a very important factor for electrodeposition. In
some cases, highly ordered substrate surfaces can stimulate growth of monodis-
persed nanoclusters. For example, the electrochemical deposition and reoxidation of
Au on the basal plane of highly oriented pyrolytic graphite (HOPG) immersed in a
5-mM AuCl4/6-M LiCl solution results in the formation of Au nanoparticles, with a
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height of 3.3 nm and a diameter of 10 nm, as confirmed by SEM and AFM study
[25]. The effect of low energy surfaces like graphite or H-terminated silicon on elec-
trodeposition of metals was reviewed in [26].

Electrodeposition of different materials onto organic templates stimulates the
formation of nanostructures. Nanoparticles of Ni, Ru, and Ni-Ru oxides have been
prepared by electrodeposition of these metals coordinated into the dendrimer
molecules, and their electrochemical and catalytic activities have been evaluated.
The dendrimer molecules used were amine- and hydroxyl-terminated poly(ami-
doamine) dendrimers [27]. Self-assembled nanostructures of copper were grown by
electrodeposition on a thin conducting polymer(polypyrrole) film electropolymer-
ized on a gold electrode. The shapes, sizes, and densities of the nanostructures were
found to depend on the thickness of the polypyrrole thin film, which provides an
easy means of control of the morphology of these nanostructures [28]. Cadmium
selenide nanoparticles were prepared at gold electrodes modified with molecular
templates. The molecular templates were obtained by properly arranging thiolated
beta-cyclodextrin self-assembled monolayers (SAMs) on gold electrodes. Selenium
was first deposited on a SAM-modified gold electrode at an appropriate potential,
followed by reduction to HSe– in a solution containing Cd2+, leading to the deposi-
tion of CdSe. CdSe particles as small as 1 to 2 nm have been observed with
electrochemical AFM [29].

An extremely promising approach to electroplating via arrested and templated
electrodeposition was recently discussed in [30]. This offers novel routes to the for-
mation of nanosized structures, such as nanowires, by using porous substrates. The
following examples demonstrate the potential of this approach. Rod-shaped gold
particles were obtained by electrodeposition of gold in the nanoporous anodized
alumina attached to a conductive support [31]. After dissolution of the alumina, the
rods were released from the support. Coagulation was prevented by adsorption of
poly(vinylpyrrolidone) on the gold surface. The length of the golden rods obtained
can be tuned between 40 and 730 nm, and the diameter is between 12 and 22 nm. In
[32], alumina membranes containing pores of 200 nm in diameter were replicated
electrochemically with metals (Au and Ag) to make free-standing nanowires sev-
eral microns in length. Wet layer-by-layer assembly of nanoparticles (TiO2 or
ZnO)/polymer thin films was carried out in the membrane between electrodeposi-
tion steps to give nanowires containing rectifying junctions. This method has shown
a great future for electroplated Pd, Cd, Mo, Au, Ag, and Cu nanowires, having
diameters of a few tens of nanometers and a length of millimeters, for different elec-
tronic applications, ranging from the interconnection of nanoparticles to the active
electronic devices and sensors, as discussed in [33].

Nanoporous alumina membranes are easily obtained by controlled anodization
of aluminum surfaces in aqueous acids. Their properties, such as optical transpar-
ency, temperature stability, and pores of variable widths and lengths, make them a
unique material to be filled by optically or magnetically interesting elements and
compounds on the nanoscale. Magnetic nanowires of Fe, Co, and Ni can be formed
by ac deposition from aqueous solutions. Gold colloids are generated inside the
pores by growing smaller particles, or by using prepared particles. Siloxanes, gal-
lium nitride, and cadmium sulphide have been made inside the pores from appropri-
ate precursors, resulting in photoluminescent alumina membranes [34].
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Nanometer-sized iron particles with diameters in the range from 5 to 11 nm can
be grown within a silica gel matrix by electrodeposition. Electron diffraction shows
the presence of an oxide (either Fe3O4 or Fe2O3) shell on these particles, which causes
ferrimagnetic behavior [35].

An interesting example of patterned electrodeposition is given in [36], where
submonolayer assembly of monodispersed Au (core)-Cu (shell) nanoparticles of 20
nm in diameter was prepared by electrodeposition of Cu on the monolayer of self-
assembled Au nanoparticles. Under suitable potential, Cu was found to be selec-
tively electrodeposited on the Au nanoparticles rather than on the surrounding
organic monolayer.

The effect of the substrate crystallography on the nanostructure of electrodepos-
ited material was demonstrated in [37]. In this work, CdSe nanoparticles were
electrodeposited on mechanically strained gold, the latter achieved by controlled
bending of gold films evaporated on mica. It was shown that both the size and
bandgap of the electrodeposited CdSe quantum dots can be varied by applying
mechanical strain to the Au substrate during deposition. This is attributed to
changes in the lattice spacing of the strained {111} Au, and consequently in the
lattice mismatch between the Au and the CdSe.

The successful exploitation of the electrophoretic approach in electrodeposition
was demonstrated in the following works, where preformed nanoparticles were
electrodeposited onto different substrates, including porous materials. A three-
dimensional array of gold nanoparticles was assembled on a nanostructured TiO2

template by subjecting the colloidal gold suspension to a dc electric field (50V to
500V) [38]. By varying both the concentration of gold colloids in toluene and the
applied voltage, it is possible to control the thickness of nanostructured gold film
without inducing aggregation effects. The electrophoretic deposition of ZnO nano-
powder (nano-ZnO) in aqueous media has been described in [39]. A cationic poly-
electrolyte (polyethylenimine, PEI) was used to disperse and modify the surfaces of
the ZnO nanoparticles. The electrophoretic deposition (EPD) was conducted via
cathodic electrodeposition from stable low viscosity suspensions. In [40], a detailed
study concerning the size-selective electrochemical preparation of R4N

+Br– stabilized
palladium colloids is presented. Such colloids were readily obtainable using a Pd
anode, with the surfactant serving as the electrolyte and stabilizer. It was shown that
parameters, such as solvent polarity, current density, charge flow, and distance
between electrodes and temperature, can be used to control the size of the Pd nano-
particles in the range from 1.2 to 5 nm. This strategy was also exploited for the
deposition of bimetallic Pt/Pd nanoparticles.

An interesting combination of electrophoresis and nanoscopic lateral patterning
was demonstrated in [41]. In this work, copper electrodeposition was carried out by
in situ electrochemical STM on Au(111) electrodes covered by complete decanethiol
monolayers. It was found that 2- to 5-nm Cu nanoparticles were formed at certain
electrical potentials on the surface of bare gold. Nanoparticle heights correspond to
one atomic layer of Cu.

2.1.4 Sol-Gel Deposition

Sol-gel is another purely chemical route for the formation of inorganic nanostruc-
tured materials. This method was known for many years, but was resurrected about
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20 years ago [42]. The revival and further development of this method was mostly
related to growing interest in ceramic materials. The sol-gel method offers a unique
opportunity for ceramic fabrication at relatively low temperatures, often at room
temperature. Later the sol-gel method was successfully adopted for the processing of
a wide variety of materials, from monolithic ceramic and glasses, to fine powders,
thin films, ceramic fibers, microporous inorganic membranes, and extremely porous
aerogel materials [43]. The classification of sol-gel technology and products was
given by Blinker and Scherrer [44], and well illustrated by the diagram in Figure 2.3.
The main idea of the sol-gel process is the spontaneous formation of a dual phase
material (gel), containing a solid skeleton filled with solvent, from the solution (sol),
containing either solid clusters or required chemical reagents (e.g., inorganic precur-
sors and stabilizing agents). Further transformation of the gel phase is driven by the
evaporation of the solvent, and the subsequent formation of the xerogel phase. The
sol-xerogel transformation may take place in the bulk of the solution, but it works
much more effectively when the solution is spread over the surface of solid substrate.
Thin xerogel films (in the range of 100 nm) can be formed on the solid substrates by
dip coating, spin coating, or spraying of the solution. Heating of the xerogel com-
pletely removes solvent molecules, and perhaps stabilizers, therefore leading to fur-
ther aggregation of inorganic clusters and the formation of solid materials, either
bulk or in the form of thin films. Subsequent repeating of the routine allows the for-
mation of thicker multilayered films.

A quick, supercritical drying carried out at high temperature leads to the forma-
tion of the aerogel, an extremely porous (greater than 75% porosity) material. On
the other extreme, a very slow evaporation of the solvent at ambient conditions

2.1 Traditional Chemical Routes for Nanostructure Processing 19

Sol-gel technologies and
their products

Sol

Spinning

Precipitating

Gelling

Coating

Coating

Metal
Alkoxide
Solution

Aerogel

Xerogel Dense
ceramics

Dense film
Heat

Heat

Xerogel film

Wet gel

Evaporation

Extraction
of solvent

Ceramic fibers

Furnace

Uniform particles

Hydrolysis
polymerization

Figure 2.3 Sol-gel technology and their products. (From: [44]. © 1990 Academic Press, Inc.
Reprinted with permission.)



causes the precipitation of solid phase, and eventually yields fine, uniform parti-
cles. As shown in Figure 2.3, the sol-gel was implemented in the industrial process-
ing of ceramic materials in the form of sheets, tubes, and fibers [45–47]. Despite the
presence of a large number of different forms and applications of sol-gel materials,
thin film deposition is the main focus of this chapter.

The chemistry of the sol-gel process is largely based on an alkoxide solution
route. Alkoxides are traditional organometallic precursors for silica, alumina, tita-
nia, zirconia, and other metal oxides [1]. The sol-gel reaction, ignited by a catalyst,
starts with the hydrolysis of alkoxides in the water-alcohol mixed solution, followed
by poly-condensation reactions, as shown in the scheme below [44]:

M − O − H + H2O → M − OH + R − OH (hydrolysis)

M − OH + HO − M → M − O − M + H2O (water condensation)

M − O − R + HO −M → M − O − M + R − OH (alcohol condensation)

The metals are M = Si, Ti, Al, Zr, . . . Typical alkoxides are: tetraethyl orthosili-
cate (Si(OC2H5)4 or TEOS), tetramethyl orthosilicate (Si(OCH3)4 or TMOS),
Zr(IV)-propoxide, and Ti(IV)-butoxide. The hydrolysis can be triggered by changes
in the solution pH. Acidic solutions are typically transparent, but become opaque at
alkaline pH. This critical pH value indicates a transition point, when the reaction of
hydrolysis becomes irreversible, and the sol-gel process begins.

A typical chain of reactions for the formation of alumina from aluminum-sec-
butoxide in a mixture of water and ethanol [1] is shown here:

Al(OC4H9)3 + H2O = Al(OC4H9)2OH + C4H9OH (I)

Al(OC4H9)2OH = 2(AlO(OH)) + yC4H9OH (II)

Al(OC4H9)2OH + 2H2O = 2Al(OH)3 + 2C4H9OH (III)

AlOOH or Al(OH3) = Al2O3 + zH2O (IV)

The reactions (I) and (III) correspond to hydrolysis, and the reactions (II) and
(IV) correspond to polycondensation.

The above scheme was exploited for the formation of multicomponent oxides.
Several alkoxides working together can result in the formation of composite
ceramic materials—for example, yttrium aluminum garnet [48] or a whole range of
zeolites [49].

An alternative route of sol-gel reaction lies in the usage of colloidal sols as pre-
cursors [1]. In this case, the reaction of the agglomeration of colloid nanoparticles
can be catalyzed by changes in either pH or colloid concentration.

The sol-gel reaction is very often performed in the dip-coating regime, in which
the solid substrate is slowly pulled out from the solution containing the required
chemicals. The reaction known as gelation (i.e., sol-gel transition of the solution in
contact with the atmosphere) takes place in a thin liquid layer wetting the substrate,
as shown schematically in Figure 2.4. The xerogel coating obtained requires addi-
tional annealing to remove the residual solvent. The thickness of the resulting
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inorganic layer depends on the viscosity of the solution, the withdrawal speed, and
the wetting conditions of the substrate (i.e., the contact wetting angle between the
solution and the substrate).

The final stage of the formation of thin solid films prepared by the sol-gel route
is annealing. As previously mentioned, two processes occur during annealing: (1)
final evaporation of solvent from the film matrix, and (2) further aggregation and
sintering of nanoclusters. The resulting films are typically polycrystalline, with the
grain size ranging from 10 to 20 nm.

Thin films of titania (TiO2), a very popular material for the application in pho-
tovoltaic devices and solar cells, are usually produced by hydrolysis and polycon-
densation of titanium alkoxides, according to a following scheme [50]:

Ti(OR)4 + H2O → Ti(OR)3OH + ROH
Ti(OR)4 + Ti(OR)3OH → TiO(OR)6+ ROH

The reaction stops at the stage of the formation of TiO2 with the inclusion of
two water molecules:

Ti(OR)4 + 2H2O → TiO2 + 4ROH

Further thermal treatment of titania colloid was studied with differential ther-
mal analysis (DTA) [50]. It was shown that pure colloidal solution undergoes endo-
thermic dehydration in the temperature range from 80°C to 150°C. An exothermic
peak between 250°C and 550°C showed the formation of TiO2 anatase phase in the
course of further oxidation of organic residuals and crystallization, while the peak
at about 800°C indicated the recrystallization to TiO2 rutile phase.

A typical example of thin films of titania produced by the dip-coating sol-gel
technique is given in [51, 52]. The solution was prepared from a mixture of 5 ml
glacial acetic acid (CH3COOH) and 6.3 ml titanium (IV) isopropoxide
(Ti[OCH(CH3)2]4 ) in 50 ml anhydrous ethanol. The films were transferred to the
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surface of ITO-coated glass during its withdrawal from the sol at a speed of 250
mm/min. After deposition, the samples were allowed to dry in air for 24 hours, and
then underwent thermal treatment at 550°C for 5 hours in air. In order to avoid
cracks in the film, the heating and cooling of the samples were ramped at a rate of
about 1°C/min. A typical thickness of the solid TiO2 films obtained was about 50
nm. Thicker films can be obtained by several consecutive sol-gel depositions. Struc-
ture and morphology study of the films, obtained with SEM, AFM, and X-ray
diffraction (XRD), revealed their nanocrystalline structure with a grain size of
approximately 10 nm. The results of XRD also showed that TiO2 clusters have an
anatase crystallographic structure. The titania films produced by sol-gel route have
found their application in photovoltaic devices and solar cells.

Another common method of performing sol-gel reaction is spin coating, in
which the solution is dispensed onto the substrate rotating at high speed. The
method of spin coating, as well as its combination with sol-gel, will be discussed
later in the chapter.

The sol-gel deposition of thin films of a large number of materials for various
applications was reported within the last decade. The following examples demon-
strate the versatility of the sol-gel method for thin film deposition.

As reported in [53], films of zinc oxide were deposited on the surface of polished
pyrex glass by sol-gel spin coating from a solution of zinc acetate in methanol. The
coating solution of 0.2 ml was dropped, and spun at 3,000 r/min for 20 seconds in
air. The sample was then dried at 80°C for 10 minutes, followed by annealing in air
at temperatures ranging from 500°C to 575°C for 20 minutes. ZnO films with a
thickness in the range from 160 to 250 nm were produced by repeating the above
cycle 10 times. The films obtained showed a resistivity of 28 (Ω⋅cm) at room tem-
perature, and the adsorption edge in near-UV range of 380 nm, which corresponds
to an energy bandgap of 3.2 eV.

Nanostructured tungsten oxide (WO3) thin films were prepared by the sol-gel
method following the inorganic route, in which alcohol solutions contained tung-
sten salts as precursors. The WO3 films were deposited by dip-coating on glass sub-
strates [54]. In [55], MoO3, WO3, and Mo/W binary compounds were deposited by
the sol-gel spin coating technique on Si/Si3N4 substrates provided with Pt interdigi-
tated electrodes, and annealed at 450°C for 1 hour. Electrical responses to different
gases, such as 30 ppm CO and 1 ppm NO2, were obtained. Thin films of other mixed
metal oxides (e.g, Mo, Ti, Sn, and W), prepared by sol-gel technique, found their
application for gas sensing [56].

Silica/titania composite films were prepared by the sol-gel method [57]. The sys-
tematic modifications of the silica matrix as a function of modified Ti-alkoxide
contents (Au nanocrystals doped TiO2/SiO2 mixed oxide thin films) have been inves-
tigated by the sol-gel process.

Ni and mixed Ni-Co oxide films were formed on Pt substrates by the sol-gel
technique, and studied electrochemically in 1 M NaOH solutions. All sol-gel films
under study were found to be amorphous [58].

Thin iron oxide films (70 to 1,500 nm) were deposited by the dip-coating method
from iron-ion-containing sols, which were made from a FeCl3.6H2O precursor pre-
cipitated with ammonium hydroxide [59]. Homogeneous sols were obtained after
peptization of precipitates with the addition of acetic acid (approxmately 60 mol.%),
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and no organics were added, in order to adjust the sol viscosity for depositing the
xerogel film. These films displayed electrochromism, which disappeared after heat
treatment at 500°C, when the α−Fe2O3 phase with a larger grain size of approxi-
mately 27 nm was formed.

The sol-gel method allows the introduction of organic molecules into inorganic
matrix. For example, conducting polyaniline thin films were prepared by entrap-
ping a water-suspended matrix by the sol-gel route [60]. The presence of metal
oxides, such as TiO2 and Al2O3, increases the film conductivity up to 17 (S.cm–1) after
heat treatment at 85°C.

The colloid-alkoxide mixture approach in the sol-gel method allows the forma-
tion of different semiconductor materials [61]. For example, SiO2/CdS-nanoparticle
composite films were prepared by the sol-gel route [62]. The films were character-
ized by studying microstructural [XRD and transmission electron microscopy
(TEM)] and optical (transmittance and photoluminescence) properties. The average
radii of the nanoparticles varied as the cube root of the annealing time. The prepara-
tion of concentrated sols and transparent stiff gels of II-VI semiconductor nanocrys-
tals is reported in [63]. A two-step process for the production of cadmium sulphide
is reported. Sol stabilization and gelation control are achieved through successive
passivation and depassivation of the surface of the nanocrystals, which are modified
with thiols. The general principles of the method are not restricted to chalcogenide
systems, and thus enlarge the range of applications of the inorganic sol-gel process.

Great interest in GaN, a very promising material for blue light emitting diodes
(LEDs) has stimulated the development of its new cost-effective processing technolo-
gies, such as sol-gel. A simple chemical reaction of gallium nitrate, incorporated into
a silica gel precursor to form gallium oxide and the nitride, leads to a composite
material with nanocrystals of the hexagonal phase of GaN, with an average diameter
of approximately 5 nm, embedded in a silica matrix [64]. Thin films of GaN have
been successfully deposited on Al2O3 (100) substrates by the sol-gel technique [65].

2.2 Electrostatic Self-Assembly

2.2.1 The Idea of Electrostatic Self-Assembly

The technique of electrostatic self-assembly (ESA), also known as polyelectrolyte
self-assembly or electrostatic layer-by-layer deposition, is based upon electrostatic
interaction between polymers containing cation and anion groups. The method was
developed at the beginning of the 1990s by G. Decher and colleagues [66–72],
although historically this idea was suggested earlier [73, 74]. The ESA method
became extremely popular, and within the following decade was adopted and fur-
ther developed in many research laboratories [75–119].

Multilayered polymer films can be deposited onto an electrically charged sub-
strate by its sequential dipping in solutions of polycations and polyanions. This
process is shown schematically in Figure 2.5. Starting from a negatively charged
substrate, the first layer of polycations can be deposited by simply dipping the sam-
ple into a polycation solution. At this stage, positively charged ionic groups of the
polymer interact electrostatically with the substrate, leaving a number of positive
ions available for further binding. The next layer of polyanions can be transferred
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onto the substrate by dipping the sample into a polyanion solution. This deposition
routine can be repeated many times, accompanied by the washing out of nonbound
polyion molecules after each layer deposited.

2.2.2 ESA Deposition in Detail

A number of polycations and polyanions are presently commercially available, and
the most common compounds are listed in Table 2.1. These compounds usually
exist in the form of salts, and dissociate in water or other polar solvents, splitting
into the polymer chain, containing ionic groups (either anionic or cationic) and the
counter-ions. Typically, polyions are deposited from their aqueous solutions, rang-
ing from 1 to 2 mg/mL, although polyelecytrolyte concentration is not a very impor-
tant parameter. The deposition can be carried out in solutions that are much more
diluted, but it may require longer deposition time. It has been reported that varia-
tions in polyion concentration in the range from 0.1 to 5 mg/mL do not dramatically
affect the layer thickness, although the use of smaller concentrations, down to 0.01
mg/mL, has resulted in thinner films [72].

The polyelectrolyte deposition process can be separated into two stages. The
first stage is the anchoring of polyion chains onto the surface, caused by the electro-
static attraction between a small number of ions and electrically charged adsorption
sites. This stage is relatively fast, lasting only a few seconds. During a much longer
second stage of polyion adsorption, the remaining adsorption sites must be filled.
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This requires the adjustment and penetration of the polycation chains between the
anchored ones, and thus takes a much longer time, usually up to 20 minutes. In
practice, 10 minutes is sufficient, since 97% of polyions are adsorbed within that
interval [72].

The thickness of the polyanion/polycation layer depends on the compounds
used. For example, the thickness of a PAA/PSS layer is about 1 nm. The combina-
tion of a relatively long deposition time, and a small thickness of the film repeating
unit, makes the whole ESA process quite elaborate. The thickness of a film repeating
unit can be increased by adding other salts to the polyion solutions. For example,
the addition of NaCl salt to both polyelectrolyte solutions causes the incorporation
of Cl– and Na+ ions into the polyanion and polycation layers, respectively, as shown
in Figure 2.6.

As a result, the bilayer thickness can be increased by a factor of three to five
times, depending on the salt concentration. This is the way to accelerate the ESA
deposition; however, the presence of ions in the film may cause electrical instabili-
ties of ESA films, and this may be crucial for many electronic applications.

Another important practical question is whether or not to dry the sample after
washing. The common point of view is that drying is important for successful ESA
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deposition, although many researchers do not use drying at all, since it reduces depo-
sition rate and may block deposition completely [95, 117]. Both opinions have their
points. The highly polar water molecules may interact with the excessive electric
charges of the top polyion layer, keeping neutrality and preserving ion groups from
unnecessary interaction, and possibly discharging. At the same time, drying the sam-
ple in a neutral gas, such as nitrogen or argon, should not do any harm to the poly-
mer layer [95, 117]. However, in practice, the presence of oxygen and other
impurities, as well as dust particles, may partially compensate the electric charge of
the top polyion layer, and thus reduce deposition efficiency or even completely block
it. The easiest recipe for successful ESA deposition is, therefore, to keep the sample
surface wet. If the sample drying option is used, it has to be done properly in inert
gases, in order to avoid contamination and discharging of the top polyion layer. Sub-
strate preparation is another very important issue to consider. For successful binding
of the first polyelectrolyte layer, the substrate surface must be electrically charged.
The first ESA films were produced on glass substrates positively charged by oxygen,
argon, methane, or polysiloxane plasma [68, 72, 79]. This kind of treatment pro-
vides a 2- to 50-nm-thick electrically charged layer on the surface of materials of any
kind [68]. Charging of the surface can be achieved much more easily by chemical
modification. For instance, the surfaces of glass or quartz slides, or of silicon (either
oxidized or only having native oxide on top), usually contain a certain concentration
of OH– groups. The list of compounds can be extended for all kinds of metal oxide
surfaces, such as Al-Al2O3, TiO2, ITO, and so on. Such natural surface charges may
be sufficient to begin ESA deposition, although the first few layers may suffer from
poor surface coverage. The charge of these oxide surfaces can be increased by treat-
ment in alkali solutions. In our work, we were using the following recipe [105]: soni-
fication in 1% KOH solution in 60% ethanol for 20 to 30 minutes at approximately
60°C (this temperature is reached automatically during ultrasonic treatment for the
above time). After such treatment, the surface became saturated with OH–, and thus
negatively charged. The surface of another important practical material, silicon
nitride (Si3N4), is normally positively charged due to the presence of NH2

+ groups.
This charge can be increased by refreshing the nitride surface in HF solution. The
surfaces of noble metals (e.g., Au, Ag, and Pt) are highly polarizable, and become
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slightly negatively charged in contact with polycations. The surfaces can be further
modified by self-assembled monolayers of short hydrocarbons with a thiol group on
one end, and either a sulphonic- or amino-group on the other one.

Advantages and Disadvantages of ESA Deposition The films produced by this
method have a number of obvious advantages over conventional LB, spin coating,
and casting techniques. First of all, the films are much more mechanically stable due
to much stronger Coulomb interaction, both between the polymer layers, and
between the first layer and substrate, as compared to weak Van der Waals forces in
LB films, for example. Another advantage of polyelectrolyte films lies in their
typical polymer structure without pinholes, characteristic defects for LB films. The
latter lead to better dielectric and masking properties of ESA films. Therefore,
industrial implementation of ESA films as very thin insulating and masking layers
has become a reality.

ESA films are less ordered, as compared to LB films, which is a relative disad-
vantage of ESA technique. This results in less periodicity in the film’s layer-by-layer
structure, but the precision of the overall film thickness is still very good, especially
in nanometer range. Another drawback of ESA technique is low deposition speed,
which restricts the use of this method to relatively thin film formation. However, the
greatest benefit of the ESA technique lies in the possibility of incorporating other
electrically charged objects, such as organic macromolecules, proteins, and inor-
ganic nanoparticles, into the polymer matrix by simple alternation with oppositely
charged polyions [67–72]. The extension of the ESA technique to deposition of
composite films was very logical, and a large number of publications on this topic
soon appeared.

2.2.3 ESA Deposition Equipment

Since ESA deposition is a time consuming process, the development of automatic
deposition setup is beneficial for large-scale research work in this field. Many
research groups, therefore, have developed their own deposition equipment. One of
the first ESA deposition machines in the United Kingdom was designed and made
in-house at Sheffield Hallam University in 1997 [118]. This construction, which is
schematically shown in Figure 2.7, comprises a plastic dish (1), rotated by a stepper
motor (2), with four beakers placed on it: two beakers contain polycation (3) and
polyanion (4) solutions, respectively, the other two (5,6) contain water. The sub-
strate is fixed in the holder (7) of the dipping mechanism (8). The stepper motor and
the dipper are interfaced to PC (10) via IO card (9).

The deposition routine consists of dipping electrically charged (e.g., positively
charged) substrate into the beaker containing a polyanion solution for a certain
time, typically 10 to 20 minutes; then withdrawing the sample, rotating the dish
90°, and washing the sample in Millipore water by dipping and withdrawing several
times; then turning the dish another 90°, and dipping into polycation solution for
another 10 to 20 minutes, and so on. The process is interrupted after completion of
the required number of cycles. We only need to change the washing water after each
10 to 20 cycles, in order not to cross-contaminate polyanion and polycation solu-
tions. The described instrument provides only basic functions for ESA deposition,
leaving room for further development. Similar equipment is now commercially
available from NIMA, in the United Kingdom.
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A much more advanced instrument was developed recently in Japan [120, 121].
As shown in Figure 2.8, it comprises several compartments filled with polyelectrolyte
solutions, or some other compounds to be deposited, and a washing compartment
with circulated water. The sample moves from one compartment to another by a
computer controlled dipping mechanism (robotic arm). The deposition rate is moni-
tored by a quartz crystal microbalance (QCM) sensor, placed on the holder next to
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the sample. The samples can be dried with a stream of nitrogen gas after each wash-
ing step. The whole system is placed in a clean, dust-free cabinet. For large-scale
industrial production, the deposition equipment can be further developed into a con-
veyor type machine, operating nonstop with a large number of samples.

2.2.4 Composite ESA Films

As was mentioned previously, many other electrically charged objects, such as
organic macromolecules, bioobjects (e.g., proteins, immune-components, DNA,
cells, and viruses), and inorganic and polymer particles, can be incorporated into
the polymer film matrix by simple alternation with layers of polyions of opposite
charge. In order to be suitable for ESA deposition, these objects must have the elec-
tric charge distributed over the whole surface. In this case, part of the electric charge
will be engaged in binding the polyion underlayer, while the remaining charge will
be available for binding the next polyion layer. This requirement can be easily
achieved for inorganic particles (metallic, semiconducting, or insulating), either
having native surface charge, or being chemically modified. Proteins are also electri-
cally charged depending on their isoelectric point and the pH of the buffer solution.
As regards to organic macromolecules, they must contain several ionic groups in a
three-dimensional arrangement. The following examples of composite ESA films
demonstrate the high versatility of this deposition technique.

ESA Films Containing Other Organic Macromolecules Many organic macro-
molecules (e.g., organic dyes) containing ionic groups can be deposited by ESA
technique. The most common ionic substituting groups are SO3

− Na+ and
NH3

+, although many others can be used. Additionally, the molecule must
contain more than one ionic group in a three-dimensional configuration.
It allows the binding of chromophore molecules on top of the polyion layer,
leaving some groups for electrostatic binding of the next polyion layer, as shown
schematically in Figure 2.9(a). Sometimes, two-dimensional molecules, or even
molecules containing a single ionic group, can be deposited by the ESA method.
This is possible due to the aggregation of organic molecules in solution. In this case,
molecular aggregates having ionic groups randomly oriented meet the above
criteria for ESA deposition, as illustrated in Figure 2.9(b).

In our earlier work, the molecules of cyclo-tetra-chromotropylene (CTCT) were
successfully deposited by the ESA method. As shown in Figure 2.10, CTCT mole-
cules having four SO3

– Na+ groups and a boat-like three-dimensional configuration
are ideally suitable for ESA deposition [122].

Two-dimensional molecules of Copper Phthalocyanine (CuPc) having four SO3

–

Na+ substituting groups represent a good example of deposition of molecular aggre-
gates, as was previously illustrated in Figure 2.9. CuPc molecules are known to form
so-called H-aggregates in the shape of three-dimensional molecular stacks and are
thus suitable for ESA deposition. Molecules containing only one ionic group, such
as Thymol Blue sulphonic sodium salt, can form similar molecular stacks with SO3

–

groups pointed in different directions (see Figure 2.9), and therefore can be depos-
ited by the ESA method.

Embedding of Biomolecules into ESA Films The ESA method is particularly
attractive for the immobilization of biomolecules, such as proteins, enzymes,
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immune components, DNA, and viruses [119]. A polyion matrix provides a natural
surrounding for protein molecules, so that they retain their activity for a long time
[119, 122–124]. Therefore, the most promising application of the ESA technique is
the incorporation of various chemical components into the membrane using the
same deposition routine, and the formation of composite membranes for various
chemical and biosensors [119, 122–124].

Immobilization of proteins onto the surface of solid states is the first and the
most important step for biosensor development. It is known that proteins immobi-
lized directly onto the surface of a solid state tend to change their secondary struc-
ture, and to lose their function as a result [125]. There are several methods of protein
immobilization, which can be used to prevent such undesirable transformations.
The most common method is covalent binding of proteins to the surface, using an
intermediate layer of glutaraldehyde [126]. Another approach is encapsulation of
proteins, either within alginate gel [127], or lipid LB films [128], which provide a
natural environment for proteins.

The immobilization of proteins by means of ESA [68, 85, 104, 119] combines
strong binding by electrostatic interaction with structural stability of proteins in
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Figure 2.9 Incorporation of organic macromolecules into PESA films: (a) monomer molecules
containing ionic groups in three-dimensional conformation; and (b) molecular aggregates.



polyelectrolyte membranes, and a high permeability of the latter. The ESA method
has proved to be the most successful for protein immobilization, since biomolecules
can keep their function for a considerably long time (up to several months).

Protein molecules are known to have both negatively charged carboxylic acid
groups and positively charged amino-groups in their structure. The electrostatic
balance of protein molecules depends on the pH of the buffer solution. At the isoe-
lectric point, the balance is achieved, and results in a net zero electric charge of pro-
tein molecules. Below this point (i.e., at acidic pH), proteins are positively charged;
above it (i.e., at alkaline pH), negatively charged. Because of the three-dimensional
globular structure of proteins, they automatically fulfill the main suitability crite-
rion for ESA deposition. A typical structure of ESA films containing proteins is
shown schematically in Figure 2.11.

Numerous experimental attempts of ESA deposition of different biomolecules,
such as albumins, enzymes, immunoglobulins, DNA, light-harvesting complexes,
and viruses. Biocompounds and specific conditions of their ESA deposition are sum-
marized in Table 2.2.

Embedding of Inorganic Particles into ESA Films As described earlier, inorganic
particles of different nature (metallic, semiconducting, or insulating), with their size
varying from several nanometers to several micrometers, can be incorporated into
ESA films by simple alternation with polyions. The only requirement is to have the
surface of these particles electrically charged.

Some of these particles have the surface electrically charged naturally. For
example, oxide materials, such as Si02, Al2O3, TiO2, and SnO2, under normal atmos-
pheric conditions, have their surfaces coated with adsorbed hydroxide groups
(OH–), and therefore are negatively charged. The same applies to most metals (i.e.,
Al, Cu, Ti, Ag, and Fe) which are usually covered with a thin native oxide layer.
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Such objects can be incorporated into the ESA film by alternation with polycation
layers. Noble metals, such as Au and Pt, do not have a native oxide layer. Because of
a large concentration of free electrons, these materials can be easily polarized by
polycations and can form electrostatic bonds.

On the other hand, the electrical charge of these particles can be formed,
enhanced, or even altered by their chemical modification. It is done during the initial
stage of colloid stabilization, when the growth of particles is terminated at some
stage by coating their surface with functional groups. A typical example of such
processes is stabilization of gold colloid with thiol-containing compounds. The
modification of gold nanoparticles with short hydrocarbons containing a
thiol-group on one end and SO3

–Na+ on the other end will result in negatively
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Table 2.2 Experimental Data for ESA Deposition of Biomolecules
Biomolecule Isoelectric

Point
pH for ESA
Deposition

Electric
Charge

Polyions to
Alternate With

Albumin 4.9 8 PDDA+

Cytochrome 10.1 4.5 + PSS−

Lysozyme 11 4.0 + PSS−

Myoglobin 7 4.0 + PSS−

Hemoglobin 6.8 4.5 + PSS−

Glucose oxidase 4.2 6.5 − PEI+, PDDA+

Catalase 5.5 6.5–8.0 − PEI+

Urease 8.2 − PAA+

Cholinesterase 8.0 − PAA+

Protein A 8.2 − PAA+

Immunoglobulin 6.8 7.5 − PDDA+

8.4 − PAA+
Bacteriorhodopsin 6.0 9.4 − PDDA+

Carnovirus 7.0 − PAH+



charged particles, while thiol-amine compounds will form positively charged gold
colloid particles.

Usually fine inorganic particles may exist in the form of colloid suspensions and
thus can be deposited in the same way as polyions—by sequential dipping of the
substrate in the respective solutions. The larger particles of submicron or micron
size can sediment very quickly, and thus require continuous stirring.

The technology of the deposition of large varieties of inorganic particles was
described in detail by Fendler and Kotov [91, 92]. Composite films containing lay-
ers of metal (e.g., gold), semiconductor, and insulating (e.g., mica, clay) particles
were produced by the ESA method [91, 92, 129, 130]. Such nanoparticle engineer-
ing allows formation of systems having unique electrical properties, such as
conducting or semiconducting two-dimensional layers separated by layers of
dielectrics [129, 130]. ESA films containing semiconductor nanoparticles have
found very promising applications in optoelectronics, particularly as tuneable pho-
toluminescent and electroluminescent devices [131–135]. Layers of TiO2 nanopar-
ticles can be deposited by the ESA technique with a view to application in
photovoltaic devices [136, 137].

Another way to modify inorganic particles is to coat them with a layer (or sev-
eral layers) of polyions [138]. Slightly negatively charged metal particles can be
coated with layers of polycation (e.g., by mixing the particles with a solution of
PAH). Then, the particles can be separated from the PAH solution in a high-speed
centrifuge. This process can be repeated several times by sequential dipping in PSS
and PAH solutions to form a multilayer ESA coating.

This idea was later exploited for the formation of hollow polyelectrolyte shell-
particles. Figure 2.12 illustrates this process, which starts from the polymer (poly-
styrene) core beads coated several times with PAH and PSS layers to form polymer
beads embedded into a polyelectrolyte multilayered shell. Finally, the polymer core
can be dissolved in a strong acid, leaving a hollow PAH/PSS shell. This elegant idea
has a great potential in nanobiotechnology (e.g., in the development of drug deliv-
ery systems). Different nanosized objects, such as proteins, antibodies, and various
drugs, can be encapsulated in polymer shells [138], delivered to a certain place, and
then released.

2.3 Langmuir-Blodgett Technique

2.3.1 LB Classics

The method of Langmuir-Blodgett films was established between 1920 and 1930.
The main idea of this technique lies in the formation of a monolayer of closely
packed amphiphilic molecules on the surface of the aqueous subphase, followed by
film transfer onto the solid substrate during its up-and-down movement through the
water surface. The study of the molecular layers on the water surface was derived
from nineteenth century work by Pockels [139] and Lord Rayleigh [140] on the
behavior of fatty acid molecules on the water surface. For the first time, the surface
pressure–area isotherms were measured, and it was proven that fatty acids form
true monolayers on the water surface. In 1920s, Langmuir continued the experi-
mental study of different amphiphilic molecules in more detail [141]. The precise
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instrumentation for this study (i.e., the Langmuir trough and Langmuir balance)
was developed, and the monolayers’ behavior was described theoretically. For this
work, Irving Langmuir received a Nobel Prize in 1932 “for discoveries and investi-
gations in surface chemistry.” Later in 1930s, his student and colleague Katharine
Blodgett developed the technique of multilayer film growth by sequential deposition
of preformed amhiphilic monolayers onto solid surfaces [142]. From this work, the
name Langmuir-Blodgett (LB) films was derived. Since then, for years, this subject
was regarded as exotic, having a very limited usage in the field of colloid chemistry,
with no foreseeable industrial implementation. The only application that appeared
in the 1970s was the use of highly periodic (in normal direction) LB films of heavy
metal salts of fatty acids as dispersion gratings for the X-ray spectral region. How-
ever, even at that time, the industry realized the difficulties of large-scale implemen-
tation of LB technology. The revival of this topic happened at the end of the 1960s
and at the beginning of the 1970s, when ideas of molecular systems and molecular
electronics appeared [143–145]. The number of publications on LB films peaked in
the 1980s and at the beginning of the 1990s. Those readers who are interested in a
detailed study of LB technique can refer to a number of review papers and books on
the technology, physical chemistry, and applications of LB films published at that
time [146–152].

The LB film method has developed dramatically since then. Several companies,
such as Joyce Loyble, Lauda, NIMA, and KSV, have been competing on the market,
offering their technological equipment for LB deposition. Later in the 1990s, the
number of publications started to drop, mainly because the high expectations of the
LB film method in molecular electronics were not fulfilled. Despite the unique prop-
erties of LB films regarding their high ordering and thickness precision, the indus-
trial implementation of this technique was limited by the poor mechanical and
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Figure 2.12 The sequence of the formation of hollow polyelectrolyte shells: initial negatively
charged polysterene core-particle; after coating with PAH layer; after coating with PSS layer; after
several PAH/PSS layers deposited; and after dissolving of the core-particle in acid.



thermal stability of LB films. LB films are poorly adhesive, too soft and fragile, and
therefore can be easily damaged during preparation and exploitation. Both advan-
tages and disadvantages of LB film methods will be discussed later.

Now, it is time to describe briefly the basics of the LB method. These films can
be produced from special kinds of molecules, called amphiphilic, which contain a
hydrophilic head group and a hydrophobic tail. Fatty acids are a typical example of
these types of molecules. These molecules, having the general chemical formula
(CH3-(CH2)n-COOH), contain a highly polar COOH head group and a nonpolar
(CH2)n-CH3 hydrocarbon chain. Such molecules in contact with water will occupy a
place on the water surface, with the polar head groups interacting with the dipole
moments of the water molecules and thus submerged in the water; and the hydro-
phobic chains repelled from the water (see Figure 2.13). An alternative possibility
for amphiphilic molecules is to form micelles in the water bulk. A small concentra-
tion of micelles in the order of 10–6 M is always present in the water/fatty acid mix-
tures; however, the majority of amphiphilic molecules exist on the water surface.
That is why they are sometimes called surface-active compounds or surfactants.

The molecular monolayer can be formed on the water surface by spreading a
solution of amphiphilic molecules in some volatile solvent. After evaporation of the
solvent molecules, a layer of amphiphiles is formed. Because every two adjacent
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Figure 2.13 The consecutive stages of the formation of Langmuir monolayer: (a)
two-dimensional gaseous state, (b) two-dimensional liquid state, (c) two-dimensional solid state,
and (d) collapse of the monolayer.



CH2 groups in the chain have three possible directions for the C-C bond, fatty acid
molecules are quite flexible, and may have different spatial configurations when
placed in low concentrations on the water surface, as shown in Figure 2.13(a). The
monolayer can be compressed by restricting the area occupied by the amphiphilic
molecules. This can be accomplished in different ways, and will be discussed in the
section on LB equipment. As a result of this monolayer compression, fatty acid
molecules start to interact with each other, and are stretched and reduced in their
flexibility, as shown in Figure 2.13(b). Soon, the monolayer may reach a stage when
all the molecules are stretched and closely packed, as shown in Figure 2.13(c). In this
two-dimensional solid-state phase, the monolayer can be transferred onto solid sub-
strates. Further compression may lead to so-called “monolayer collapse,” as shown
in Figure 2.13(d), when the closely packed order is broken, causing some molecules
to fall out of the monolayer and form a multilayered structure on the water surface.

The state of the monolayer can be characterized by the parameter of the surface
pressure (Π), defined as the difference between the surface tensions of pure water
(σ0) and of water covered by the monolayer (σ):

Π = −σ σ0

There are two practical methods for the experimental determination of the sur-
face pressure. The first and most common method, the Wilhelmy balance method, is
based upon the measurement of the weight of a hydrophilic plate partially sub-
merged in the water. As shown in Figure 2.14(a), an extra weight ∆W of the water
meniscus is proportional to the surface tension:

∆W P= σ θcos

where P is the perimeter of the plate and θ is the wetting angle. When a sheet of filter
paper having absolute wetting (θ = 0) is used as a plate

∆W l=2 σ

where l is the width of the paper (the paper thickness is simply neglected). In effect,
the Wilhelmy balance measures the surface tension, the readings of which can be
easily recalibrated to Π.

Another method called the Langmuir balance, which was used in the early LB
years, measures the value of the surface pressure. The main element of this construc-
tion is a floating barrier parting the water surface coated with the monolayer from
the pure water surface. The torsion of a rod connected at one end to that barrier is
proportional to the surface pressure [see Figure 2.14(b)]. This method yields abso-
lute values of the surface pressure, but it is quite difficult to use, due to problems of
separation of the two compartments, cleaning of the partition, and vibrations.

The behavior of the molecular monolayer on the water surface can be well-
described by the dependence of the monolayer surface pressure (Π) versus the area
occupied by a single molecule (A), often called as Π-A diagrams. Phase diagrams are
quite complicated even for the simplest fatty acid molecules, and they were
described in detail in many publications; see, for example, [153].

A schematic Π-A diagram is presented in Figure 2.15. At very low surface con-
centrations of molecules (high area per molecule), as shown in Figure 2.13(a), the
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monolayer behaves like two-dimensional ideal gas, and shows a very small (up to 1
mN/m) increase in Π, as shown in Figure 2.15(a). Further compression of the
monolayer leads to a quasi-liquid two-dimensional stage, with the characteristic
increase in the surface pressure followed by its saturation [see Figure 2.13(b) and
Figure 2.15(b)]. Finally, in the stage of closely packed molecules, the monolayer
can be described as a two-dimensional solid-state phase with a characteristic steep
linear increase in the surface pressure [see Figure 2.13(c) and Figure 2.15(c)]. The
extrapolation of the linear part of Π-A diagram to intercept the A axis yields a
characteristic value of the area per molecule in the condensed state (A0) (see
Figure 2.15). It is assumed that the monolayer, having been transferred onto the
solid substrate molecules, retains the same occupancy area of A0. Further compres-
sion of the monolayer leads to its collapse, which appears on the Π-A diagram as a
drop in the surface pressure, followed by its irregular changes or oscillations [see
Figures 2.13(d) and 2.15(d)].

It should be noted that only selected compounds from the fatty acids family,
having a number of carbon atoms between 14 and 24, are suitable for LB film depo-
sition [152]. The acids lighter than C14 are liquids at room temperature, and thus
cannot exist in the solid form, either on the water surface or on the solid substrate.
The compounds with the chain longer than C24 are too flexible, and thus tend to
form fragile and unstable layers on the water surface.

The next stage of the formation of LB films is the deposition of monolayers of
amphiphilic molecules compressed to the two-dimensional solid phase stage. In
classical LB technique, it is fulfilled by the sequential dipping and withdrawing of
the substrate into the water subphase. In the case of hydrophobic substrate, the
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deposition process starts from dipping. In this case, the contact angle at a triple con-
tact point substrate/air/water is much larger than 90° and usually lies in the range
from 120° to 130°, which turns amphiphilic molecules with their hydrophobic
chains towards the substrate. The first monolayer can be transferred onto the sub-
strate surface in the course of the substrate downstroke, as shown in Figure 2.16(a).
On withdrawing, the contact angle between the substrate surface, coated with one
amphiphilic layer with head groups on top, is less than 90°, so that the floating layer
is oriented with their head groups towards the substrate. Due to the interaction
between polar groups, the next layer can be transferred to the substrate, as shown in
Figure 2.16(b). This process can be repeated many times resulting in the formation
of a multilayered film on the solid substrate. This is the most common Y-type of LB
films, when molecules in the film are oriented head-to-head and tail-to-tail, and the
period of the obtained molecular structure (in the direction perpendicular to the film
surface) is equal to the double molecular length (see Figure 2.17). There are another
two types of LB film structure, X and Z, also shown in Figure 2.17, which have peri-
ods of a single molecular length.

Another type of LB film, called alternative LB layers (or ABAB… layers), as
shown in Figure 2.17, can be built using a double-compartment LB trough, by
dipping the substrate into the compartment containing monolayer A, and withdraw-
ing from the compartment containing monolayer B. More detailed discussion of dif-
ferent constructions of an LB trough will be given later. An important parameter of
LB film deposition is the transfer ratio:

T = AL/AS
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state; (c) solid state; and (d) monolayer collapse.



where AL is the reduction in the total area occupied by the monolayer, and AS is the
area of the substrate coated with the film. The value of T = 1 indicates an ideal film
transfer; however, in practice, its deviation from unity of about ±10% is accept-
able. The values of T sufficiently lower than unity indicate poor (patchy) coating,
while T>1 is an attribute of the formation of supermonolayer structure. Very often
LB were produced from fatty acid bivalent metal salts, which can be formed on the
water surface according to the following reaction:

( ) ( )M R COOH R COO M2
22+ + − → −

2.3 Langmuir-Blodgett Technique 39

2l

B

A

B

A

l + lA B

Y-type ABAB…

l l

X-type Z-type
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Figure 2.16 Langmuir-Blodgett deposition process: (a) dipping a hydrophobic substrate, and (b)
withdrawing the substrate.



To perform such reactions in the monolayer, respective salts of bivalent metals,
such as Cd2+, Pb2+, and Cu2+, typically with the concentration in the range of 10–4 M,
have to be added to the water subphase. Such monolayers are much more stable as
compared to those formed from pure fatty acid molecules, and thus yield much bet-
ter quality LB films. In fact, LB films of fatty acid metal salts were classical objects of
colloid chemistry for many decades, starting from works by Langmuir and Blodgett.

As was already mentioned, there exist a number of commercial instruments for
LB deposition based on different principles of monolayer compression and substrate
dipping. Typical examples of LB troughs are shown schematically in Figures 2.18
and 2.19. A very common technique of moving barriers, shown in Figure 2.18, was
implemented in NIMA and KSV troughs. In this case, the trough, usually made of
PTFE, is filled with water up to the brim, so that the convex meniscus is formed. One
or two PTFE barriers, which are rested on the trough brim, can slide right and left
driven by stepper-motors, and thus control the area occupied by the monolayer. In
order to reduce the through volume, they are usually made quite shallow (a few mil-
limeters deep) all around the well, where the substrate is to dip (see Figure 2.18).

All types of LB troughs have one thing in common: an automatic system to con-
trol the surface pressure during film deposition. It consists of a surface pressure sen-
sor (typically, the Wilhelmy balance described earlier). A differential amplifier
compares the signal from the pressure sensor with the reference signal, correspond-
ing to a target pressure, and provides a negative feedback to the stepper-motor
responsible for barriers movement.

Another principle of the monolayer compression, called “a constant perimeter
tape,” as shown in Figure 2.19, uses a PTFE-coated tape stretched between PTFE
bobbins; some of them were fixed, and the others mounted on a moving frame. Such
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constant perimeter tape, partially dipped into the water in the LB trough, provides
the control of the monolayer area. Joyce Loyble and Lauda troughs are equipped
with such monolayer compression system.

Most of the modern LB troughs are equipped with dipping mechanisms for
alternative LB layers deposition. Two of the most common constructions of such
dippers are the rotor, as shown in Figure 2.20(a), and the gate, as shown in Figure
2.20(b). In the first configuration, the substrate is fixed on a PTFE cylindrical rotor,
which separates compartments A and B of the trough. As shown in Figure 2.20(a),
during the rotation, the sample goes down through the monolayer A, then moves
underwater to the compartment B, and emerges through the monolayer B. NIMA
troughs are equipped with such rotor mechanism.

Another option, realized in KSV troughs, comprises the partition of the
trough surface with the gate made of two flat PTFE coated springs, as shown in
Figure 2.20(b). The sample holder fixed on the PTFE coated arm cam move verti-
cally and horizontally to perform the cycle, as illustrated by Figure 2.20(b). Both
constructions suffer the cross-contamination of the compartments A and B, which is
more essential for rotor systems. At the same time, the construction of a rotating
dipper is simpler, which makes NIMA equipment less expensive than KSV.

LB deposition seems to be quite an easy technique; however, there are many
external factors affecting the successful film transfer, and thus the quality of LB
films. These factors are named and discussed next.

1. Water contamination. As was discussed earlier, the presence of metal ions
may lead to the formation of fatty acid salts on the water surface. In contrast
to bivalent metals, which act as a beneficial factor for the monolayer
stabilization, other metal ions, for example Na+ and K+, even in low
concentrations in the range of 10–6 M, can adversely affect the monolayer.
Changes in the subphase pH may affect the dissociation of COOH head
groups and the salt formation. These impurities in water may adversely
effect the LB film deposition.
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2. Surface contamination. The contamination of the surface by other
amphiphilic molecules is another crucial factor affecting LB film deposition.
The contamination of the water surface by other amphiphilic compounds or
simply by any grease in the smallest amounts in the range of nanograms may
cause significant changes in the monolayer Π-A diagram and, therefore, may
hamper the LB film deposition. Therefore, the cleaning of the LB trough with
organic solvents (e.g., chloroform or isopropanol) is a very important part of
the successful LB deposition. An accidental touch of the water surface with a
finger usually causes irreversible contamination of the monolayer, and
requires thorough cleaning of the water surface using an air-suction pump,
or even requires complete replacement of the water subphase with additional
trough cleaning.

3. Dust contamination. The presence of dust particles of micron or submicron
dimensions on the water surface produces a huge impact on the formation of
the molecular monolayer having a thickness of at least two orders of
magnitude smaller. Such surface disturbances may trigger the so-called slow
collapse of the monolayer, which appeared as a spontaneous reduction of the
surface area under a constant surface pressure. The formation of two- and
three-folds of the monolayer is the most likely mechanism of the slow
collapse.

4. Vibration. Vibration is another factor causes monolayer collapse. That is
why LB trough should be placed on an antivibration table to reduce low-
frequency vibrations. High-frequency vibrations can be substantially
reduced by using a plate made of natural stone (e.g., granite or marble).

Apart from these items, there are many other factors affecting the successful film
deposition. These include: the subphase contents, the choice of solvent, the concen-
tration of spreading solution, the evaporation time, the value of the target surface
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dipper.



pressure, the monolayer compression speed, the dipping speed for both down- and
up-strokes, and the drying time. Taking into consideration all the above details, suc-
cessful LB deposition requires a great deal of experience and patience.

2.3.2 Special Types of LB Films—Composite LB Films

In the 1980s and 1990s, when the LB film method was considered as the main tech-
nology for molecular electronics, the range of amphiphilic compounds for LB film
formation synthesized at that time was vast. Apart from various types of long-chain
hydrocarbons (saturated and nonsaturated) with different head groups, the list
includes different organic functional molecules (i.e., dyes, cavitands, macrocom-
plexes, and polymers), modified with respective hydrocarbons and head groups
[152]. The main criterion for good amphiphilic compounds is to have a balance
between the hydrophobic interaction between hydrocarbon tails and the attraction
of head groups to the aqueous subphase. The domination of the hydrophobic part
may result in the instability of monolayers on the water surface (slow collapse), and
the formation of supermonolayer structures. In this case, the film transfer is not sta-
ble, with the transfer ratio deviating substantially from unity. Domination of the
hydrophilic interaction may result in the inclusion of water into LB film structure,
and thus cause a poor transfer ratio during the sample upstroke. In extreme cases,
the layer can be pealed off from the substrate in the course of the upstroke.

LB Films of Phthalocyanines Sometimes amphiphilic properties are not necessary
to form monolayers on the water surface. An interesting example of this type of
property is phthalocyanines (Pcs), which are a large group of organic dyes [154]
having a general chemical structure as shown in Figure 2.21. The main trend for
these compounds is to form molecular aggregates (stacks) [154]. This tendency can
be controlled by using different substituting groups and central atoms [155].
However, in all cases, the main building block of the monolayer is the molecular
stacks lying on the water surface (see, for example, [156]). Pc molecules having 18
π-electrons can be easily polarized within the molecular plane by the external
electric field; for example, originated from the oriented dipole moments on the
water surface. Such polarization, as shown schematically in Figure 2.21, makes
stacked Pc molecules behave like amphiphiles. The formation of the monolayer
and its transfer depend very much on hydrophilic-hydrophobic balance in Pc
molecular aggregates.

Calixarene LB Films Another relatively new object for LB film deposition are
calixarenes, a typical example of cavitand compounds, initially suggested as
selective receptors for molecular recognition [157]. Chemical structures of two of
the most common branches of these compounds, namely calix[4]resorcinarenes
(C[4]RA) and calix[n]arenes (C[n]A), where n = 4, 6, 8, are shown in Figures 2.22
and 2.23, respectively.

Both types of molecules consist of calixarene baskets modified on the upper rim
with hydrocarbons (or other hydrophobic groups), and with the OH polar head
groups on the lower rim. Such modifications make these molecules amphiphilic, and
thus suitable for LB film deposition. The first publication on calixarene LB films
appeared in 1995 [158], and this subject was developed further in subsequent years.
The distinctive features of amphiphilic calixarenes lie in the combination of
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relatively rigid calixarene basket with flexible hydrophobic chains, and results in a
strong hydrophobic interaction between LB layers well balanced by a large number
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Figure 2.22 Amphiphilic calix[4]resorcinarene: (a) chemical structure, and (b) pseudo-3D
quick-fill model.



of hydrophilic groups on the lower rim. The structure study of calixarene LB films
using different methods, such as Π-A isotherms, low angle X-ray diffraction,
ellipsometry and surface plasmon resonance (SPR), allowed us to propose a layer-
by-layer structure for these films, as shown in Figure 2.24. The interdigitation of
hydrocarbon chains explains a strong hydrophobic interaction between calixarene
molecules. Further study [159] has shown that some calixarenes behave not like tra-
ditional amphiphilic molecules, but form aggregates in the solution prior to LB
deposition. As a result, LB films of calixarenes appeared to be much less ordered in
the normal direction, as compared to the classical LB films of fatty acids.

Calixarene LB films represent a unique example of nanoporous film. Such
pores, which have typical dimensions in nanometer range, were formed by calix-
arene, cavities, empty spaces between calixarene baskets, and between hydrocarbon
chains. Absorption of various gases and vapors is therefore expected in such films.
Indeed, calixarene LB films have found their application as sensitive membranes in
sensors of organic solvent vapors, such as benzene, toluene, and hexane [160].
Moreover, a nanoporous matrix of calixarene LB films is quite flexible, and, there-
fore, can accommodate large foreign objects including macromolecules, polymers,
and inorganic nanoparticles. These properties of calixarene LB films are a subject of
the following paragraphs.

LB Deposition of Nonamphiphilic Objects The mechanism of polarization of
phthalocyanine molecules on the water surface can explain the pseudo-amphiphilic
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behavior of many other objects. It is known, for example, that nonamphiphilic
fullerenes C60 and C70 can form stable monolayers on the water surface. The reason
for this is a large number of π-electrons in fullerenes, which can be polarized on the
air-water interface. At the same time, the transfer of C60 and C70 onto the solid
substrates using LB technique is problematic, because of the lack of hydrophobic
interaction between fullerene molecules. The modification of fullerene molecules
with some functional groups (e.g., hydrocarbons) may improve film transfer [161],
but the unique symmetry of fullerenes will be lost. The idea of mixing of
nonamphiphilic fullerenes with some other amphiphilic compounds was suggested
in [162], and calixarenes were found to be the most suitable candidates to form such
mixtures. It was demonstrated that C60 molecules can be successfully mixed with
different calixarene derivatives, and then transferred onto solid substrates [162].
However, in most cases, C60 molecules do not form a homogeneous mixture with
calixarenes, but rather form aggregates. Optical absorption spectra of those
C60/calixarene mixed LB films shows the broadening and red shift of the absorption
band at 344 nm in respect to the spectral band of C60 monomers in solution at 335
nm, the fact attributed to the aggregation of C60 molecules (see Figure 2.25).

Only in the case of using tertbutyl-calix[8]arene, is the absorption band of C60

close to that in solution, as shown in Figure 2.25(c). The explanation of such behav-
ior lies in the known fact of the formation of C60/Calix[8]arene inclusion complex, as
shown in the inset to Figure 2.25, which is exploited in [163] for the separation of
the C60 fraction from higher mass fullerenes C70 and C86. The formation of inclusion
complexes between amphiphilic calix[4]resorcinarenes and octasubstituted metal
free phthalocyanines was reported in [164]. In this work, measurements of optical
absorption spectra of C[4]RA/H2Pc mixed monolayers on the water surface demon-
strated braking of Pcs aggregates and gradual spectra transformations towards the
characteristic spectrum of monomer H2Pc molecules, along with the increase of the
surface pressure.

The above approach was successfully adopted for LB deposition of nonamphi-
philic polymers, such as polyaniline (PAN) and polyphenylsulfide (PPS). Both poly-
mers are too hydrophilic, and thus not suitable for LB deposition. Mixtures of the
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above polymers with the amphiphilic C[4]RA of different molar weight ratio from
5:1 to 1:5 were formed and transferred onto solid substrates [165, 166]. The resul-
tant films found their application in gas sensing. Because of the high gas permeabil-
ity of calixarene matrix, composite LB films of PPS/C[4]RA showed much faster
response to ozone as compared to pure PPS spun films [166].

This method of LB was successfully exploited for the immobilization of globu-
lar protein molecules onto different solid substrates, which is an important part of
biosensor research and development. In fact, the incorporation of proteins into the
phospholipid LB film structure is the most effective way of protein immobilization,
very close to the natural environment for proteins embedded into lipid biomem-
branes. The majority of proteins are not amphiphilic, but soluble in water, so that
they cannot form stable monolayers on the water surface. On the other hand, a high
solubility of proteins is advantageous for their LB deposition. Proteins dissolved in
the aqueous subphase, and being electrically charged (depending on the solution
pH), can be electrostatically attached to the phospholipid monolayer on the air-
water interface. The transfer of such phospholipid/protein complexes onto the solid
substrate can be done by horizontal lifting, often called as Langmuir-Schaeffer (LS)
method [167]. A number of successful experimental attempts of the immobilization
of different biomolecules, such as valinomycine [168], enzymes [169], and biotin-
steptavidine systems [170], by means of LB technique have been done during last 10
to 15 years for biosensing applications [171, 172].

As previously mentioned, metal and semiconductor colloid particles were often
stabilized with hydrophobic radicals, such as alkyl-thiols, which makes them suit-
able for LB deposition. These nanoparticles, which high electron density, can be
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Figure 2.25 Optical absorption spectra of C60 incorporated into different matrices: (a) C[4]RA;
(b) phosphorilated C[4]RA; (c) C[8]A; and (d) liquid toluene. Inset shows the pseudo-3D model of
C60/C[8]A inclusion complex. (From: [162]. © 1997 Elsevier. Reprinted with permission.)



polarized on the water surface, while alkyl chain fur surrounding nanoparticles pro-
vides hydrophobic interaction. The mechanism of the nanoparticles’ polarization,
illustrated in Figure 2.26, is similar to that proposed for phthalocyanine molecules
and other nonamphiphilic compounds. As a result, colloid nanoparticles can form
stable monolayers on the water surface, and can be transferred onto solid substrates
with either the Langmuir-Shaeffer (see the scheme in Figure 2.26) or the Langmuir-
Blodgett methods.

2.3.3 Formation of II-VI Semiconductor Particles in LB Films

An elegant method of the formation II-VI semiconductor nanoparticles was
proposed by Barraud and colleagues [173]. The initial idea was to form two-
dimensional semiconducting layers by exposure of copper stearate LB films to H2S
gas:

CuSt H S HSt CuS2 2 2+ = +

However, instead of the expected conducting CuS planes within each stearic
acid bilayer, LB films appeared to be nonconductive, but containing small CuS
aggregates. The driving force of CuS aggregation is a general trend of conserving the
surface energy of metal sulphide nuclei and the formation of larger particles. The
process of the formation of metal sulphide particles is illustrated in Figure 2.27.

The formation of II-VI semiconductor nanoparticles, and the physical properties
of such objects, were studied intensively by Barraud and his colleagues, as well as by
many other scientists working in this area [174–179]. This approach was quickly
expanded to cover the whole range of II-VI compounds, with bivalent metals of Cu,
Cd, Pb, Hg, and S, and Se as counterparts from the VI group. Different fatty acids, as
well as other amphiphilic compounds, were tried for LB film matrix formation
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Figure 2.26 Formation of the nanoparticle monolayer on the water surface, and its LS transfer of
the onto the substrate. The inset illustrates the polariazation of colloid particles on the water
surface.



[178–181]. The size of metal-sulphide clusters, typically estimated from UV-vis
absorption spectra measurements, was in the range from 3 to 5 nm. The formation of
such particles was confirmed with different methods, including optical techniques of
SPR, ellipsometry and photoluminescence (PL) [182], X-ray photoelectron spectros-
copy (XPS) [178], TEM, electron diffraction [180], STM, and AFM [180, 183].

The use of LB films of cavitand amphiphilic compounds, particularly tert-
octyl-calix[4(or 8)]arene carboxylic Cd salt, has resulted in the formation of much
smaller CdS clusters with the size of 1.5 nm [178]. It was suggested that the presence
of calixarene cavities restricts the aggregation of CdS by capturing some CdS mole-
cules and small CdS clusters within calixarene cavities.

An attempt at modeling of the formation of II-VI semiconductor nanoparticles
within LB films has been done recently [184]. The situation is similar to the
formation of CdS/CdSe nanoclusters in halcogenide glass, which was theoretically
described by Lifschits and Slezov [185]. The formation of primary CdS/CdSe nuclei
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Figure 2.27 Consecutive stages of the formation of CdS nanoparticles in LB films of cadmium
stearate (CdSt2) (from top to bottom): initial bilayer of CdSt2; formation of CdS during exposure to
H2S gas; nucleation of CdS; and further aggregation and the formation of larger CdS clusters.



occurred in the course of cooling down the glass malt oversaturated with the above
impurities. Further aggregation was driven by the reduction in the surface energy of
CdS/CdSe, and by the material supply due to diffusion. The above processes have
resulted in the asymmetrical size dispersion of CdS/CdSe particles, called the Lif-
schits and Slezov distribution.

In our case of the formation of CdS nanoparticles in LB films, two-dimensional
diffusion of CdS should be considered. It was also assumed that CdS nuclei were
already formed, and further aggregation was driven by the reduction in the surface
energy (surface tension) of those primary clusters. For the sake of simplicity, spheri-
cal CdS clusters were considered. Assuming that CdS grains develop further due to a
slow, quasi-stationary diffusion, the distribution of CdS molecules in the LB film
obeys Laplace’s equation:

∆C x y( , )=0 (2.1)

where C(x, y) is the two-dimensional concentration of CdS. Unlike the three-
dimensional situation [185], where the solution of Laplace’s equation decays at
infinity as 1/r, in the two-dimensional case it grows logarithmically with the distance
from a single grain. Therefore, the quasi-stationary average concentration is deter-
mined self-consistently by the size distribution of the grains. The radial distribution
of CdS concentration near the grain is given by:

( )
( ) ( )

( )
C r

C C r d

a d
Ca av
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+0 0

0

ln

ln
(2.2)

where C0a is the equilibrium concentration near the grain of the radius a, Cav is the
average concentration in the film, and d0 is a parameter of the system of the grains
that we determine self-consistently. According to [185],

( )C C kTaa0 0 1 2= +∞ σ v (2.3)

where σ is the surface tension and v is the molar volume of solid CdS. The parameter
C0∞ is the equilibrium concentration of CdS molecules near the grain of an infinite-
size. The whole distribution of CdS concentration in the film is given by:
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where ( ) ( )r x x y y di i i− + − <
2 2

0 is the distance from the ith grain, and parame-

ter d0 is approximately three times less than the intergrain distance. To derive the
time-dependent equation for the variation of the grain size ai, we assume that the
grains remain spherical during coalescence. The total diffusion flux near the grain is
then
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∂

∂
(2.5)
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where D is the two-dimensional diffusion coefficient. As a result, we have a time-
dependent equation for ai:
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Note that the parameter Cav is also time dependent, to ensure the CdS conserva-
tion. Similar to the Lifshitz-Slezov model [185], we can define critical radius

( )
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kT C Cav

∗=
−

∞
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2 0

0

σ
(2.7)

Equation (2.6) shows that large grains with aI > a* grow slowly, whereas small
grains (aI < a*) disappear within the finite time of τ ~ a3/DCav v for Cav ~ C0∞ or τ~
a4kt/DC0∞σv2. Numerical simulation of the (2.6) is shown in Figure 2.28.

The initial condition was set for particles distributed randomly, with sizes less
than 1 nm, and with initial Cav corresponding to a∗ = 0.5 nm. The obtained evolution
function of the particles’ size f(a) in the two-dimensional case at large times is simi-
lar to that in the Lifshitz–Slezov model [185]. It also has a peak at a = a∗, and it is not
very sensitive to the initial conditions. However, f(a) is flatter at small a, and drops
more rapidly at large a than in the three-dimensional case. The average concentra-
tion in the two-dimensional case decreases slower than in the three-dimensional
case, and the critical radius depends on time as a∗(t) ~ a∗

0t
1/ 4.

The results of the above simulation are in good agreement with the experimen-
tal absorption spectroscopy study on the evolution of CdS particles. As shown in
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Figure 2.28 Size evolution of CdS grains (From: [184]. © 2002 Institute of Physics. Reprinted with
permission.)



Figure 2.29(a), the increase in the nanoparticle size was observed for both stearic
acid and calixarene LB films at room temperature in the course of a several meas-
urements during one month. The size increase of 12.5% for CdS clusters in SA LB
films is much larger than the values of 4.4% and 0.9% for two characteristic sizes
obtained, respectively, from the first and second absorption peaks in CA LB films.
This fact supports the idea of the suppressed aggregation in CA LB films. At ele-
vated temperatures, the particles’ growth in CA films is much more noticeable, as
illustrated by Figure 2.29(b). Two characteristic sizes of 1.42 and 1.08 nm for CdS
nanoparticles in calixarene LB films can be related, respectively, to the clusters
formed between the calixarene molecules and clusters within calixarene cavities
having size of approximately 1 nm.

The size dispersion function for CdS particles in stearic acid LB films, shown in
Figure 2.30 as black bars, closely resembles the Lifshitz–Slezov distribution for bulk
halcogenide glass samples. Restrictions on the value of diffusion coefficient (D),
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imposed during the simulation, resulted in a double peak distribution function,
shown as gray bars in Figure 2.30. This result gives an excellent qualitative agree-
ment with the experimentally obtained size distribution of CdS clusters in calix-
arene LB films. This confirms once again the mechanism of the restricted diffusion
of CdS in calixarene LB films, due to the capturing of some CdS molecules within
CA cavities. For SA films, the segregation, described by (2.6), remains longer until ai

becomes very small, which explains why the typical size of large grains in SA is
greater than in CA films.

The LB film approach has attracted the attention of many scientists and engi-
neers, due to its technological simplicity and exciting applications in single-electron
devices and semiconductor superlattices. Single-electron quantum processes will be
discussed later in the book. Pure II-VI semiconducting layers can be formed from the
LB film/metal sulphide composites described above, by washing out the LB film
matrix in some volatile organic solvents [186] (see Figure 2.31). This seemingly easy
procedure requires, however, a high level of thoroughness. The substrate has to be
placed into a shallow plastic beaker horizontally until the solvent evaporates com-
pletely, otherwise the flow of liquid solvent may carry away CdS material together
with the organic. This procedure has to be repeated several times until all organic
molecules removed. Yet the above procedure has to be performed in the super-clean
environment in order to prevent contamination of II-VI materials. This approach
was successfully implemented for the formation of thin films of different metal sul-
phide materials, namely, CdS, PbS, ZnS, and CuS [183, 186–188].

Furthermore, semiconductor superlattices can be produced from LB films
containing layers of different II-VI nanoparticles; for example, CdS/PbS, as shown
in Figure 2.31. Such superlattices, consisting of wide and narrow bandgap
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semiconductors, can be used for the development of resonance tunneling devices
[189] or light-emitting devices (lasers) [190]. From this point of view, the technology
for the formation of semiconductor superlattices can be considered as an extremely
attractive alternative to very expensive technologies, such as MBE.

2.4 Spin Coating

The method of spin coating was known for decades as a main technique for the
deposition of polymer layers onto flat solid surfaces, and particularly for photoresist
deposition in microelectronics fabrication. The idea is very simple, and consists of
spreading of a polymer solution onto the substrate fixed on a stage, rotating at a
speed in the order of thousands of revolutions per minute. Under the influence of the
central force, the polymer solution spreads evenly over the large area and dries out,
due to the solvent evaporation during the rotation. After additional baking at ele-
vated temperatures, a polymer layer is finally formed on the surface.

The process of spin coating can be formally split in four stages, as shown in
Figure 2.32: (1) dispersion of the solution onto the solid substrate, (2) acceleration
to its nominal rotation speed, (3) thinning of a liquid layer during rotation at a con-
stant nominal speed dominating by viscous force, and (4) hardening of the coating
dominating by solvent evaporation. In practice, especially when highly volatile sol-
vents used, the last two stages overlap.

The hydrodynamic theoretical model was developed for the two last stages of
spin coating (i.e., viscose and evaporation dominated stages) [191, 192]. In the vis-
cose domination stage, the equilibrium between centrifugal and viscous forces takes
place according to a following equation:

η
∂

∂
ρω

2

2
2v

z
r=− (2.8)
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where z and r correspond to the vertical and radial directions, respectively, in the
cylindrical coordinates; η and ρ are, respectively, the viscosity and density of the
fluid; v is the fluid velocity, and ϖ = 2πf is the rotation frequency. The film was con-
sidered to be uniform, that is, the film thickness h is invariant on the radius. The
solution of the (2.8) with the flow continuity condition

dh
dt

h=−
2

3

2
3ρω

η
(2.9)

and the appropriate boundary conditions yields a following expression for the film
thickness:
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In this formula, h0 is the initial film thickness at t = 0, which corresponds to the
beginning of stage 3 of a stable rotation. The evaporation of solvent from the spun
fluid was not considered at the above situation, so that both the fluid density and
viscosity remain constant. Therefore, the dependencies of h ~ ω–1 and h ~ t–1/2 are
characteristic for stage 3 of the spin coating.
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The evaporation of solvent, which is a crucial part of the formation of a solid
spun film, can be taken into account by adding the evaporation rate e in the continu-
ity condition:

dh
dt

h e=− −
2

3

2
3ρω

η
(2.11)

Both parameters in (2.11), ρ and η, are becoming time dependent because of the
condensing and hardening of the spun fluid during solvent evaporation. The exact
solution of (2.11) is difficult, and requires numerical calculations. That is why stage
4 of spin coating, entirely controlled by solvent evaporation, was introduced in
[192]. Respective critical values of ρ0, η0, and c0 for the fluid concentration can be
introduced as:
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From this point onwards, the evaporation has become dominating, and the vis-
cous term can be excluded from (2.11). The solution for the expected final thickness
of a spun film is given by the following formula:
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If the evaporation rate is constant during stage 4, which may take place for
highly volatile solvents, then hf ~ ω–2/3. However, the evaporation rate can be also
dependent on the spinning speed as e ~ ω1/2, considering the air flow above the sam-
ple. In this case, hf ~ ω–1/2, the dependence observed in many practical cases, espe-
cially when less volatile solvents were used [193, 194].

The theory was developed further by taking into account the dependencies of
ρ(z) and η(z), due to the surface evaporation and to the formation of a more con-
densed surface skin layer [195], as well as due to the consideration of the non-
Newtonian character of the spun fluid [196, 197]. The effect of an external gas flow
on the uniformity of spin coated films was studied in [198, 199]. The first two stages
of spin coating (i.e., fluid dispensing and acceleration) are very difficult to model,
although several successful attempts in this direction have been done [200, 201].
The conditions for these two stages, such as the means of fluid dispensing, the con-
centration and the amount of the dispensed fluid, and the duration and ramp of the
acceleration, were often found empirically from the experimental criterion of the
homogeneous final coating. For example, in the case of the use of extremely volatile
solvents, such as chloroform, the dispensing of the solution must take place in the
beginning of the acceleration, otherwise the fluid will start to dry out before reach-
ing steady rotation conditions [159].

The method of spin coating, unraveled from the photoresist deposition, has
found its place in many other applications. Different compounds, not necessarily
polymers, are suitable for spin coating, with the only criterion of its solubility in
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some relatively volatile organic solvents. Different organic dye molecules [159, 202,
203], or organic macromolecules and complexes [204–208], were deposited by spin
coating for various applications, mostly for the formation of sensing membranes in
chemical sensors. As a matter of fact, all amphiphilic compounds designed for LB
deposition can be deposited by spin coating technique. Of course, the films pro-
duced would not have the same high level of order in the normal direction as LB
films, but in many cases the order is not required. For example, uneven surfaces
made with materials of different wetting properties, such as the surface of quartz
crystals with evaporated golden electrodes and spring contacts, can be unified by
spin coating of amphiphilic calixerenes prior their LB deposition [200, 201]. In all
of the cases mentioned above [159, 202–209], the appropriate conditions for spin
coating, [e.g., the type of solvent, the solution concentration, the amount of solution
dispensed, and the parameters of spinning (time, ramp and spin speed)], were found
experimentally. In these cases, when highly volatile solvents, such as hexane, ben-
zene, toluene, and particularly chloroform, were used, the dependencies of hf ~ ω–2/3

and hf ~ c for the film thickness on the spin speed and solution concentration,
respectively, were found. This is in a good agreement with (2.6) for constant rate
evaporation. The use of less volatile solvents, such as alcohols (e.g., ethanol, metha-
nol, isopropanol, or THF), has resulted in the dependence of hf ~ ω–1/2.

The following examples demonstrate how the method of spin coating has been
exploited for the fabrication of thin films of stabilized colloid nanoparticles for a
wide range of industrial applications. Nanometer-size gold particles were
deposited onto the surface of fused silica modified with 3-aminopropyl-
trimethoxysilane by means of spin coating [210]. The combination of a fast spin
coating method with self-assembly conditions for gold nanoparticles and NH2

terminated silica surface has resulted in reproducible and homogeneous films of
gold nanoparticles. The AFM study shows a regular arrangement of Au-clusters in
these films. Method of spin coating has been recently deployed for the deposition
of Ni nanoparticles as a precursor for the formation of carbon nanotubes [211].
Thin ceramic films of Y2O2 doped CeO2 nanocrystalline powders with the particle
size from 10 to 15 nm have been formed with spin coating technique [212]. Con-
ductive antireflecting coatings for commercial computer displays have been pro-
duced recently by spin coating of antimony tin oxide, indium tin oxide, and noble
metal nanoparticles [213].

The method of spin coating has been applied in the formation of nanoparticles
and nanocrystalline materials. For example, thin films containing Ag nanoparticles
were prepared by spin coating of polymers (polyvinylalcohol and polyvinylpyrro-
lidone) mixed with silver nitrate, and followed by thermal annealing [214]. A
recently proposed combination of sol-gel reactions with the method of spin coating
[215, 216] has resulted in high quality nanostructured inorganic materials. In con-
trast to the conventional dip-coating sol-gel technique, the steady spinning state
produces a much faster sol-gel reaction over the whole surface of thin fluid film. As
a result, inorganic films produced by sol-gel spin coating are more homogeneous,
and contain fewer defects as compared to dip-coated sol-gel films. Several types of
nanostructured inorganic materials, such as titanium dioxide (TiO2) [217, 218] and
zinc sulphide (ZnS) [219], were recently produced with this method, for the applica-
tion in photovoltaic devices and solar cells.
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2.5 Résumé

The review of different chemical (wet) technologies for the formation of nano-
structured materials shows a growing interest in these methods by industry. Wet
technologies offer cost-effective alternatives, and become competitive with such
traditional solid-state methods as evaporation, sputtering, chemical and physical
vapor deposition, and molecular beam epitaxy. For many applications (e.g., ceramic
materials processing), chemical routes are already playing the major role in industry.

The properties of the nanostructured materials, produced by different chemical
methods, vary greatly. Table 2.3 is an attempt to classify these chemical technolo-
gies, and to compare the main features of the thin films produced.

This classification can be helpful in choosing the right deposition technique for a
certain material and for particular application. As one can see, the techniques of
electrodeposition and sol-gel have become very popular, due to a reasonable combi-
nation of good adhesion, and thermal and mechanical stability with the industrial
compatibility. However, these methods cannot achieve a high level of thickness pre-
cision, which is required for the fabrication of nanoelectronic devices.

On the other hand, the Langmuir-Blodgett technique, poorly rated by industry,
is irreplaceable when it comes to subnanometer thickness precision, and layer-by-
layer order. The application of the LB method for semiconductor nanoparticle for-
mation, followed by the removal of the organic film matrix, is a very promising tech-
nique, because of the improved thermal stability of the material and high thickness
precision in nanometer range. This technique may present a real alternative to MBE
for the fabrication of semiconductor superlattices.

A well-established industrial method of spin coating has an unfortunate combi-
nation of poor adhesion and mechanical properties, with low ordering and thickness
precision. However, this method, apart from polymers (photoresist) deposition, has
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Table 2.3 Comparison of Different Chemical Techniques for Nanostructured Materials Processing

Technology Adhesion Thermal
Stability

Mechanical
Properties

Thickness
Precision

Level of
Ordering

Industrial
Compatibility

Electro-
deposition

Good High (material
depending)

Reasonable Rather poor
(tens of
nanometers)

Polycrystalline Very good

Sol-gel Good High (material
depending)

Good Rather poor
(tens of
nanometers)

Amorph. or
polycrystalline

Very good

Chemical
self-assembly

Strong Rather poor
and depends
on organic
materials used

Reasonable Very high
(tenths of
nanometer
range)

High level 2D
order

Reasonable

Electrostatic
(or
Polyelectrolyte)
self-assembly

Strong Rather poor
and depends
on the
polyelectrolyte
used

Reasonable High
(nanometer
range)

Good
layer-by-layer
order

Reasonable

Langmuir-
Blodgett

Poor Poor Poor Very high
(tenths of
nanometers)

High level of
layer-by-layer
order

Poor
(practically
incompatible)

Spin coating Poor Poor Poor Rather poor
(tens of
nanometers)

Amorph. or
polycrystalline

Very good



found its application in the formation of sensing membranes in chemical and bio-
sensors fabrication. Yet, the combination of the spin coating and sol-gel techniques
is very popular for the processing of a variety of materials.

The technique of chemical self-assembly is unique, regarding the two-
dimensional order in the monolayers of self-assembled nanoparticles. Therefore,
this technique may have a great future in the formation quantum dots for
nanoelectronic devices. The technique of electrophoresis seems to be very promising
for the formation of thin two-dimensional ordered layers of nanoparticles, and can
compete in this aspect with the chemical self-assembly technique.

The combination of the above-mentioned chemical techniques is a very promis-
ing area, which may boost the advantages and reduce the drawbacks of individual
methods. A very successful combination of spin coating and sol-gel techniques was
already mentioned. Other examples are LB/self-assembly (either chemical or elec-
trostatic), and electrophoresis/self-assembly.

A more detailed analysis of structural features, and optical and electrical prop-
erties of different nanostructured materials produced by chemical routes, as well as
their applications, will be discussed later in the following chapters.
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C H A P T E R 3

Structural Study of Organic/Inorganic
Nanocomposites

This chapter is dedicated to the structural study of nanomaterials produced by
chemical routes (e.g., either electrodeposited or by use of sol-gel materials), nano-
particles deposited by both chemical and electrostatic self-assembly and formed
within LB films. Although the structural study is perhaps the most developed part of
the science of organic films, reflected in a number of review papers and monogra-
phies [1–19], it is worth repeating some key methods and problems in this field. The
control of the structure and particularly of the impurities is very important for
industrial applications. Very often, the optical and electrical properties of the mate-
rials made with chemical methods suffer from poor reproducibility, because of the
structural disorder and presence of uncontrolled impurities. This resembles the
situation with semiconductor materials between 1950 and 1960, when the proper-
ties of materials produced in different laboratories varied greatly. The chapter also
contains short descriptions of various experimental methods for morphology, crys-
tallography, and chemical composition study.

3.1 Morphology and Crystallography of Nanostructured Materials
Prepared by Chemical Routes

The structural study of materials was always of a high priority, because the physical
properties of materials depend very much on their structure. There are several levels
of structural study, which start with the investigation of the morphology of the
material surfaces, closely related to their in-plane ordering. Many nanostructured
materials prepared with the help of layer-by-layer deposition techniques, such as LB
or electrostatic self-assembly, have a distinctive periodicity in the direction normal
to the surface, which determines their main electrical and optical properties. This
is why the study of the layer-by-layer structure of such materials is of crucial
importance.

The materials consisting of colloid nanoparticles have a tendency to form
two-dimensional structures according to the close packing order. This trend can
stimulate the formation of multilayered quasi-3D structures of closely packed nano-
particles. The final stage of structural study is the crystallography of individual
nanoparticles, clusters, and grains of materials. This is a very interesting and impor-
tant subject, since the crystallography of nanoclusters, which consist of several

71



hundred to several thousand atoms, is very often different from that of their respec-
tive bulk materials.

The planar order of nanostructures deposited by chemical routes has become an
important issue, because of the competition with solid-state nanotechnology capa-
ble of the fabrication of fine two-dimensional structures. The main concern is with
the layers of nanoparticles produced by chemical self-assembly, because methods of
electrostatic self-assembly and LB are not capable of producing two-dimensional
ordered arrays of nanoparticles. The features of the lateral arrangement of particles,
which are buried under layers of either closely packed amphiphilic compounds or
polymers, are usually smeared and difficult to observe. In the case of relatively thick
(quasi-3D) films, produced by electrodeposition and sol-gel techniques, the mor-
phology study usually reveals polycrystallites. Therefore, the quality of these materi-
als can be assessed by the size of the crystallites and by the presence of preferential
orientation, which may cause anisotropy of the electrical and optical properties of
materials.

3.1.1 Methods of Morphology Study

Electron microscopy is one of the traditional and well-established methods in surface
science. SEM operates in a vacuum, with a high energy electron beam (typically from
5 to 20 keV) focused into a spot of several tens of nanometers in diameter (or frac-
tions of nanometers in modern high-resolution instruments) [20]. Because of the very
short wavelength of the electrons used (e.g., electrons with an energy of 104 eV have a
wavelength λe = equal to 0.12 nm), the resolution of SEM is limited by the beam
diameter and image distortions, (e.g., astigmatism) introduced by the focusing sys-
tem. A complex electromagnetic system provides both the formation of the electron
beam and its scanning over the sample surface (see Figure 3.1). The electrons that are
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reflected (backscattered) from the surface, or the emitted secondary electrons, are
collected with a sensitive detector to provide imaging of the studied surfaces [20].

SEM can be used to study samples of different nature and shape, practically
without any limitations. Ideally, the samples for SEM study should be conductive to
avoid electrical charging the sample with an electron beam, which is a side effect
causing image distortion. Therefore, the samples of insulating materials for SEM
study are recommended to coat (decorate) with thin metal film. This reproduces the
surface profile. Another possible characteristic of SEM lies in the film damage
caused by high energy electrons, which is particularly important for organic film
study. The interpretation of SEM images of composite samples may not always be
straightforward. This is especially true for secondary electron images, which repre-
sent a combination of both the surface and the work function profiles [20].

TEM produces images by a high energy focused electron beam penetrating
through the material, so that materials for TEM study are meant to be thin films.
Sample preparation for TEM study is therefore a very important experimental stage,
and usually requires deposition of a studied material onto fine metal meshes or hol-
low carbon substrates. Resolution of TEM is higher than of SEM, and reaches ang-
strom level in the best instruments. Since the electrons’ energy in TEM is normally
higher than in SEM, this increases the danger of samples being damaged by high
energy electrons, which is particularly important in studying thin organic films [21].

We cannot imagine the morphology study of materials without scanning nano-
probe techniques, such as STM, AFM, and many other techniques derived from
them. Examples include magnetic force microscopy (MFM), electrochemical force
microscopy (ECFM), linear force microscopy (LFM), surface potential microscopy
(SPM), and scanning near-field optical microscopy (SNOM).

STM, the first nanoprobe technique, briefly described in Chapter 1, was suit-
able for studying conducting materials. The AFM method, developed soon after
STM, was more universal and applicable to all kinds of surfaces. The basic idea of
AFM is slightly different from STM, and is illustrated in Figure 3.2(a). Although the
main unit is the same [X,Y,Z piezo-ceramic positioner (1)], the principle of registra-
tion of vertical movement of the tip (3), which is usually made by CVD of Si3N4 on a
flexible cantilever (2), is optical. The laser beam reflected from the cantilever is reg-
istered with the position sensitive photodetector (5). This construction is universal,
and is adopted by the majority of scanning nanoprobe instruments [18, 19].

Many nanoprobe scanning techniques (e.g., MFM, ECFM, and LFM) derived
from AFM deploy modified tips to measure magnetic, electrostatic, or specific bio-
interaction forces. The measurements of the ac current between the vibrating con-
ducting (metallized) AFM tip and the surface allow the measurement of the surface
potential (ϕ), according to the following formula:

I
dQ

dt
dC
dt

= = ϕ (3.1)

where C is the tip capacitance. This is a realization of a Kelvin probe, with a lateral
resolution in nanometer range called surface potential microscopy (SPM).

SNOM is a unique method that allows the overcoming of the diffraction limit in
optical microscopy. It stands apart from the rest of the nanoprobe techniques,
because it exploits the registration of the light scattered in the gap between the
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nanotip and the studied surface on the distances much smaller than the wavelength
of the light under study [22]. The lateral resolution of SNOM is usually on an order
of 10 less than that of AFM.

AFM can operate in three different modes—contact mode, noncontact mode,
and tapping mode [18, 19]. Figure 3.2(b) shows the dependence of the interaction
force on the distance between the tip and the sample surface. At larger distances
from the surface, the attraction force is dominating, while the repulsion force starts
to dominate at smaller distances (in the range of a few angstroms).

In the contact mode, the tip is brought into close contact with the sample sur-
face, so that the force between the tip and the sample becomes repulsive. The deflec-
tion of the cantilever caused by this force is registered with a photodetector. The
signal is compared to the predefined value of deflection (force), and the dc feedback
system generates a certain voltage applied to the Z-part of the piezo-ceramic to keep
the value of deflection (force) constant. This dc voltage measures the surface rough-
ness. The vertical resolution of the AFM contact mode is in the range of 10–2 nm,
while the lateral resolution could reach the values less than 1 nm, depending mostly
on the tip radius [18, 19]. The disadvantage of the contact mode is that it could dam-
age both the sample and the tip. The tip could leave scratches in the surface of soft
materials, and the tip could be broken on hard rough surfaces. Consequently, the
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scan speed should be kept very low (usually less than 1 Hz), depending on the
studied surface.

If the set-point is chosen in a range from 5 to 10 nm away from the surface, the
tip will be attracted to the surface, and thus cause the cantilever to bend towards it.
The surface profile can be recorded by maintaining the same value of the cantilever
deflection, by using a feedback system. This is called the noncontact mode. Since the
attraction force is much weaker than the repulsion force, the cantilever is vibrated in
order to deploy more sensitive ac registration techniques. The resolution of the non-
contact AFM is much lower in comparison to the registration of the contact mode;
however, the scanning is much faster, making this method suitable for studying
large and rough surfaces of various natures.

The tapping mode combines the advantages of both previous approaches. The
cantilever is set to oscillate at frequencies in the range from 100 to 500 kHz, with an
amplitude of approximately 20 nm, so that the tip is just touching (i.e., tapping) the
surface [18, 19]. The amplitude of these oscillations depends on the distance from
the surface, and thus provides a measure of the surface roughness. At the same time,
recording the phase of oscillations may give the information on the visco-elastic
properties of the material [18, 19]. For example, inclusion of materials with differ-
ent mechanical properties will cause a contrast in phase images. The resolution of
tapping mode AFM is almost the same as that of contact mode, but it is faster and
much less damaging than noncontact AFM.

The majority of scanning nanoprobe techniques can be deployed in ultrahigh
vacuum as well as in air and liquids, which make these methods universal for study-
ing a large range of objects—atomically clean surfaces, various nanostructure sur-
faces, and real surfaces of materials—using both chemical and biological processes.

3.1.2 Methods of Crystallography Study

Diffraction is one of the most powerful methods of the structural study of materials,
which may involve either X-ray, electrons, or neutrons. Disregarding the type of
irradiation used, the same Bragg diffraction conditions can be applied to find posi-
tions of minimum and maximum intensity in the pattern. A zero phase shift between
two or more waves, reflected from the regular pattern of the studied sample, gives
the maximal intensity, while the waves in opposite phase will cancel each other and
yield minimal intensity. For example, in the case of light reflection from a layered
structure with a spacing (d) between the reflecting planes, the Bragg conditions for
diffraction maxima can be obtained by subtracting the pathlengths abc and ad, as
shown in Figure 3.3 [23]:

3.1 Morphology and Crystallography of Nanostructured Materials Prepared by Chemical Routes 75

d

θ

a

b

c

d

Figure 3.3 The calculation of a pass-length difference in diffraction experiments.



2 1 2 3d n nsin , , , , ...θ λ= = (3.2)

where λ is the wavelength and θ is the angle of incidence.
Generally speaking, the diffraction pattern reflects the distribution in reciprocal

space of either the electron density in electron diffraction or atomic density in
neutron diffraction. Therefore, the profile of electron or atomic density can be
extracted from the respective diffraction patterns.

Diffraction pattern can be registered as a whole two-dimensional image on the
luminescent screen (in case of electron diffraction), or by scanning the angle of inci-
dence of the beam and recording its intensity on reflection (in X-ray and neutron dif-
fraction). In the latter method, often referred to as θ−2θ configuration, the rotation
of the sample on an angle θ is linked with the rotation of the detector on 2θ, and very
often the experimental data was presented in the intensity versus 2θ.

The interpretation of diffraction patterns obtained from two-dimensional and
quasi-3D systems includes calculating the characteristic distances in different crys-
tallographic directions using Bragg’s formula (3.2), and comparing the obtained val-
ues to the database of the parameters of known crystallographic lattices. The
parameters of elementary unit cells for particular crystallographic lattices can be
also found.

3.1.3 The Layer-by-Layer Structure of Thin Films

We now discuss films produced by LB or layer-by-layer electrostatic deposition
techniques. These are usually studied using the method of small angle X-ray diffrac-
tion (SAXD), with the X-ray beam hitting the sample at grazing angles ranging
from 1° to 5° [4–9]. LB films, having a highly periodical layer-by-layer structure,
are exemplary objects for such study. A typical SAXD pattern registered for multi-
layered LB films of fatty acids (i.e., stearic acid Cd salt) is shown in Figure 3.4(a)
[24]. The seven diffraction fringes observed (only five of which are shown) demon-
strate the high periodicity of the film in normal direction. This is not a unique
occurrence, since observations of 10 to 12 diffraction fringes were reported in
similar systems.

The interplane distance (d) can be easily evaluated from the position of each dif-
fraction maximum. For the above system, the value of 5.03 nm was evaluated,
which corresponds closely to a double chain-length of stearic acid. It is interesting to
observe dramatic changes in the diffraction pattern of the same film after exposure
to H2S gas. All Bragg peaks disappear, indicating a randomized structure caused by
the formation of CdS clusters within LB film. The LB films of some other com-
pounds may not have such a high level of periodicity. For example, LB films of calix-
arene Cd salt show only one broad Bragg diffraction maximum [see Figure 3.4(b)]
[24], which yields a value of d = 2.47 nm as an interlayer distance. At the same time,
there are several small maxima observed at the angles below the first Bragg peak.
They are called interference fringes (or Kiessig fringes), and represent the interfer-
ence of electromagnetic waves reflected both from the top film surface and from the
bottom film/substrate interface. A total film thickness (D) can therefore be calcu-
lated from the position of the Kiessig fringes [13, 25]:

n D nnλ θ= =2 1 2 3sin , , , , ... (3.3)
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For this particular object [see Figure 3.4(b)], calculations yield D = 13.2 nm,
which is very close to the thickness of 10 layers or 5 bilayers (5d = 5 × 2.47 = 12.35
nm) of calix[8]arene LB film [24]. The formation of CdS clusters within LB film of
calixarene Cd salt has little effect on SAXD pattern [see Figure 3.4(b)], because the
film is not well-ordered in the first place.

Electrostatically self-assembled films produced by consecutive deposition of
polycations and polyanions onto electrically charged substrates (see Chapter 2) are
supposed to have periodic structure in the normal direction. However, this sugges-
tion is not confirmed by X-ray and neutron diffraction. The SAXD pattern of one of
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the classical example of polyelectrolyte films (i.e., PVSA/PAH film) shows no Bragg
peaks, but only Kiessig interference fringes [see Figure 3.5(a)] [25]. It is somehow
expected, considering the quite flexible polymer structure and interpenetration of
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polycation and polyanion chains. As a matter of fact, the absence of Bragg diffrac-
tion may not be only attributed to a poor layer-by-layer ordering, but also to the
lack of contrast in either electron or atomic density. Both polymers (PAA and PAH)
consist mostly of carbon, and thus do not show significant difference in electron
density (in X-ray diffraction experiments), nor in atomic nuclear density (in neutron
scattering experiments) [13, 25].

As one can see from Figure 3.5(a), the number of Kiessig fringes increases with
the increase of in number of PVS/PAH layers deposited. From the slope of the
dependence of the film thickness compared to the number of PVS/PAH layers
deposited [see Figure 3.5(b)], the thickness of the PVS/PAH repeating unit was
found to be 1.34 ± 0.03 nm [25].

3.1.4 Morphology of LB Films Containing Nanoparticles

As described in Chapter 2, nanoparticles can be formed within LB films, or can be
deposited by electrostatic self-assembly. In both cases, particles appeared to be cov-
ered with the “blanket” of thin organic films, which obviously causes broadening
and smearing of the features on STM/AFM images. AFM images of CdS nanoparti-
cles formed within LB films of stearic acid are shown in Figure 3.6 [26].

CdS particles are randomly distributed but have a trend for further aggregation.
Yet CdS clusters show a hint of hexagonal facets, which most likely is the conse-
quence of their hexagonal (wurzite) crystallographic lattice. The appearance of
wurzite structure instead of cubic zinc blend, typical for bulk CdS, is an interesting
fact predicted theoretically for nanoclusters of some II-VI semiconductor materials
[27]. Our experiments on similar objects with the AFM contact mode, having gener-
ally higher resolution than the tapping mode, were less successful. AFM images in
Figure 3.7 show the transformation from a regular two-dimensional pattern of
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bilayer of stearic acid LB film.



closely packed cadmium stearate molecules in LB film [see Figure 3.6(a)], to a rough
and irregular surface after the formation of CdS clusters within LB film, caused by
exposure to H2S gas [28].

Comparison of AFM tapping and contact modes shows clearly the advantage of
the former for this particular application. Perhaps the presence of rigid CdS clusters
under a relatively soft layer of stearic acid may contribute to the formation of the
AFM tapping mode image and produce better contrast as a result.

CdS nanoparticles formed within LB films are too small to be seen with SEM,
but they were observed with TEM, as shown in Figures 3.8 [29].

This experiment demonstrates the effect of a high-energy (200-keV) electron
beam of a Philips CM20 TEM instrument on the CdS particle growth. Two TEM
images in Figure 3.8, taken with a time interval of 5 minutes, clearly show an increase
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in the cluster size. This was further confirmed with electron diffraction measured
with the same instrument, but with an unfocused (0.5-µm spot) electron beam. Three
diffraction patterns measured subsequently in 5-minute time intervals show gradual
changes from diffused rings of the fresh sample [Figure 3.9(a)] to the spotted rings
[Figure 3.9(b, c)]. This is in line with the transformation from the amorphous back-
ground structure of the hollow carbon substrate to a more pronounced crystalline
structure, due to the growth of CdS clusters. The pattern in Figure 3.9(c) yields the
spacing values of 0.226, 0.16, and 0.133 nm. The last two values correspond closely
to the same parameter of a cubic (zinc blend) lattice a0 = 0.567 ± 0.012 nm [29],
which is less than a value of 0.583 nm for bulk CdS, and is in line with predictions of
Ramakrishna’s theory [27]. The spacing value of 0.16 nm does not fit into zinc blend
structure, but corresponds to a hexagonal (wurzite) lattice, or a mixture of the two.

3.1.5 Morphology and Crystallography of Chemically Self-Assembled
Nanoparticles

In contrast to the previous deposition techniques (i.e., LB and electrostatic self-
assembly), nanoparticles, which are chemically self-assembled onto the solid sub-
strates, tend to form regular two-dimensional structures, especially after annealing
at moderate temperatures. The type of two-dimensional structure, which usually
follows the trend of close packing arrangement, depends on the particles’ shapes.
For example, a simple hexagonal pattern is formed by spherical nanoparticles. A
classical example of such structures is gold colloid particles chemically self-
assembled onto the surface of gold via thiol groups. The observation of such struc-
tures is possible with scanning nanoprobe microscopy, such as STM and AFM, as
well as with TEM and high resolution SEM.
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Figure 3.8 (a) TEM images of calix[8]arene LB films (10 layers) containing CdS clusters, with a
magnification of 115,000. (b) Same images, taken 5 minutes later. (From: [28]. © 2000 American
Institute of Physics. Reprinted with permission.)



As an example, Figure 3.10 shows high resolution TEM images of 5-nm thiol
stabilized Au colloid particles, deposited on a carbon-coated copper grid from their
solution in chloroform, demonstrating a well-ordered structure of two layers of gold
nanoparticles [30]. The observed hexagonal in-plane structure of Au particles, as
well as the position of the second layer with respect to the first layer, corresponds to
the close packing principle.
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Figure 3.9 Electron diffraction pattern registered on calix[8]arene LB film containing CdS clus-
ters. Photos (a), (b), and (c) correspond to subsequent 5-minute irradiation with a focused 200-
keV electron beam. (From: [28]. © 2000 American Institute of Physics. Reprinted with permission.)
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Figure 3.10 TEM images of gold nanoparticle film deposited onto the carbon-coated copper grid
from a 1-mg/mL solution in chloroform. The schematic structure of two close packed layers of
spherical particles is shown on the right. (From: [29]. © 2002 Elsevier. Reprinted with permission.)



Two levels of crystallography must be considered here: first, the arrangement of
nanoparticles in two- or three-dimensional structures, and second, the crystallogra-
phy of the nanoparticles themselves.

The following example of Au colloid nanoparticles prepared in the presence of
low generation poly(amidoamine) dendrimer [31] shows a combination of two lev-
els of crystallography. TEM images of gold colloid deposited onto a carbon-coated
copper grid revealed randomly scattered Au-colloid particles, ranging in size from 2
to 3 nm. An electron diffraction pattern of the same object in Figure 3.11 shows
well-resolved rings, corresponding to (111), (200), (220), (311), and (232) planes of
a face-centered cubic (f.c.c.) lattice of Au clusters.

A unique case of five-fold symmetry of 10-nm gold nanoparticles, dispersed
from their solution in toluene on hollow carbon film, was observed with high-
resolution electron microscopy (HREM) [32] (see Figure 3.12). An ARM-1250
instrument operating at 1,250 keV and with a resolution of 0.13 nm was deployed
for this study. Five-fold symmetry is allowed only in small particles, and it is in line
with previously reported cases of five-fold symmetry appearing on early stages of
the formation of f.c.c. structures. Five-fold <111> symmetry is observed for both
nanoparticles; however, the structure of a smaller particle [Figure 3.12(b)] is less
distorted than that of the larger one [Figure 3.12(a)].

The films of II-VI, III-V, and metal oxide semiconductor nanoparticles are very
popular objects for a structural study. One example of CdS nanoparticles formed
within LB films was already discussed earlier in Section 3.1.4. In that case, the sys-
tem represented a combination of randomly distributed CdS clusters, which con-
tributed to a diffuse halo on the electron diffraction pattern and a zinc blend/wurzite
mixed structure of CdS, giving rise to diffraction rings and spots. ZnS nanoparticles
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prepared by the sol-gel route and confined in amorphous silica thin film are another
typical example of a combination of random distribution of ZnS clusters in the
matrix and fine crystallographic lattice of ZnS clusters, as can be judged from
TEM/ED experimental results [33]. Much better crystallography of PbS nanoparti-
cles incorporated into zeolite was observed in [34]; however, their in-plane distribu-
tion is still random. Well-pronounced electron diffraction spots imply some kind of
preferential orientation of PbS clusters.

3.1.6 The Morphology and Structure of Sol-Gel and Electrodeposited
Materials

The materials produced by sol-gel or electrodeposition techniques are polycrystal-
line, with the size of crystallites (i.e., grains or domains) varying from micrometers
down to nanometers. In the latter case, materials can be called nanocrystalline, or
even amorphous, in which case, crystallites become very small and comparable to
atomic distances, thus losing their long-range crystalline order. Thermal annealing
of electrodeposited or sol-gel materials leads to increasing grain size. Typical exam-
ples of the structure of sol-gel materials are shown in the Figure 3.13. Both SEM and
AFM images of TiO2 films, prepared by the sol-gel route combined with spin coating
deposition technique from titanium isopropoxide catalyzed by acetic acid [35],
show similar domain structure. However, AFM offers better resolution and contrast
of images, and allows the estimation of mean grain size to be from 20 to 25 nm.

A typical XRD pattern of the above TiO2 sol-gel material [35] gives two diffrac-
tion peaks at 2θ = 25.41° and 48.12°, corresponding, respectively, to (101) and
(200) crystallographic directions in the TiO2 anatase-type structure. The size of crys-
tallites can be estimated from the half-width (β) of the diffraction peaks using the
semi-empirical Scherrer formula [36]:

l101

089
=

.
cos

λ

β θ
(3.4)

Such calculations yield a value of 18 nm, which corresponds closely to the
direct observation of TiO2 grains with AFM [see Figure 3.13(b)]. AFM and XRD
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ba

Figure 3.12 HREM images of a gold nanoparticles on the hollow carbon surface: (a) 5-nm
particle, and (b) 3.8-nm particle. Twin planes are indicated as arrows. (From: [31]. © 2000
Elsevier. Reprinted with permission.)



both show a correlation between the grain size of sol-gel TiO2 material and a spin
speed during deposition—slower spinning produces larger grains [35]. Electro-
deposition is another simple and cost-effective technique for the formation of
nanostructured materials. The number of publications on this subject has increased
dramatically within the last few years, because of the growing application of these
materials in photovoltaic devices, solar cells, light emitters, and other semiconduc-
tor devices [37–39].
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It is interesting to compare the structure and morphology of electrodeposited
TiO2 films with the sol-gel material. The observation of much larger crystallites of
TiO2 film (in the range from 100 to 400 nm), electrodeposited from an aqueous
mixed solution of TiOSO4, H2O2, and HNO3, at –1.1V potential onto ITO, and sub-
sequently annealed at 400°C in air for 1 hour, was reported in [40]. Large crystal-
lites in electrodeposited TiO2 films have resulted in more pronounced XRD peaks,
as compared to those of sol-gel TiO2 films having a grain size of tens of nanometers.

Electrodeposition is widely used for the fabrication of thin films of II-VI semi-
conductor materials. XRD data of CdTe [41] and SnSe [42] films shows a polycrys-
talline structure for both types of films with large grain size in the submicron range.
A distinctive orthorhombic structure was observed for SnSe, while CdTe films had a
(111) cubic structure. The structural improvement of CdTe films was observed after
annealing at 350°C to 400°C. InSb films with a thickness up to 1 µm were electrode-
posited onto Cu and Si substrates from an aqueous solution of InCl3, citric acid, and
sodium citrate [43]. XRD patterns of the films show a well-defined zinc blend crys-
tallographic structure. It was also found that the structure of InSb films deposited on
crystalline Si was much better than those deposited onto amorphous Cu substrates.
The most exciting result recently reported was the formation of InAs and InSb thin
films, as well as InAs/InSb superlattices by electrodeposition [44]. Figure 3.14 shows
an XRD pattern of the InAs/InSb 41 period superlattice.

The central peak at 2θ = 27.869°, and two satellites at 26.913° and 28.779°,
separated from the central peak by –0.956° and +0.910°, respectively,correspond to
a superlattice with the period of 5.5 nm. Such III-V semiconductor superlattices with
the period of a few nanometers and an accuracy of each layer in the order of 0.1 nm
can be really comparable (especially considering the cost) with similar superlattices
produced by MBE.
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A regular two-dimensional pattern of Ni nuclei was obtained by electrodeposi-
tion on an Au (111) surface (see Figure 3.15) [45]. The electrodeposition was car-
ried out from a 5-mM solution of Ni(II) in the ionic electrolyte AlCl3-[BMIm]+Cl− at
potentiostatic control. It was assumed that deposition of Ni and other metals (e.g.,
Co), follows the structural features of Au (111) surface.

3.2 Elemental and Chemical Composition of Organic/Inorganic
Nanostructures

3.2.1 Experimental Methods of Composition Study

All traditional methods of elemental and chemical composition study, such as XPS,
Auger spectroscopy, Raman spectroscopy, and Furrier Transformed Infrared Spec-
troscopy (FTIR), were adopted for nanostructural materials [11, 17, 46]. Electron
spectroscopy is based upon two schemes of interaction of either high-energy elec-
trons or X-rays with electrons on core atomic levels (see Figure 3.16).

In the first case [Figure 3.16(a)], an incident high energy electron beam may
cause secondary electron emission from one of the core levels. The vacancy is imme-
diately filled with an electron from the higher level, and results in either the emission
of an electromagnetic wave in the X-ray spectral region (1), or the energy transfer to
another electron and its subsequent emission (2). The second event is called the
Auger process. Both processes are exploited for the elemental analysis of the
material [47].

The spectrum of emitted X-rays provides a crude elemental analysis called
energy dispersion X-ray (EDX) analysis. This technique goes along with standard
SEM, and requires an additional X-ray detector. The accuracy of this method is not
great, but it is sufficient to get a general idea of the material’s elemental composition
and stoicheometry. Another advantage of this technique, combined with electron
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Figure 3.15 STM image of two-dimensional nucleation of Ni electrodeposited on the surface of
Au (111). (From: [44]. © 2003 Elsevier. Reprinted with permission.)



beam scanning, is the possibility of mapping the material by plotting two-
dimensional images formed by different elements. Similar information can be
obtained with Auger electron spectroscopy (AES).

The method of XPS, which is based on the registration of electron spectra emit-
ted from core atomic levels as a result of X-ray irradiation [Figure 3.16(b)], gives a
more accurate information on the material’s composition. The resolution of the
spectra of secondary electrons emitted from the atomic levels is in the range of frac-
tions of electron volts, which is enough to distinguish between different chemical
forms of the same elements.

Another excellent technique for chemical analysis is infrared spectroscopy (IR),
which is based upon the registration of characteristic spectra of molecular
vibrations in the materials. Such spectra can be measured with either conventional
IR, FTIR spectroscopy, or Raman spectroscopy. The latter is based on the registra-
tion of vibration spectra excited by a powerful laser in the visible spectral range.
Raman spectral shift between the main excitation line and coupled vibration
frequencies is the characteristic parameter for the recognition of molecular
vibrations. An extensive database exists for vibration frequencies of different
elements in different materials, which allows researchers to find chemical composi-
tion fairy easily [48].

3.2.2 Examples of Composition Study of Materials Prepared by Chemical
Routes

Typical EDS graphs of sol-gel TiO2 films, as shown in Figure 3.17(a), demonstrate
the presence of titanium and oxygen; however, it is difficult to establish the stoichio-
metry due to the interference of SiO2 and other oxides existing in the sol-gel film, as
well as in the glass substrates [35]. Glass is a complex compound, containing a
number of different elements (Si, Na, K, Mg, and Ca), as can be judged from EDS
data. TiO2 films deposited by sputtering on silicon wafers yield much more defined
spectra [see Figure 3.17(b)], practically without impurities, other than from silicon
coming from the substrate.

XPS confirmed the formation of the PbS phase in thin films of lead phthalocya-
nine (PbPc) after exposure to H2S gas [49]. The XPS peaks of both Pb-4f and S-2p in
Figure 3.18(a) show a complex chemical composition of the material.
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The position of Pb-4f peak at 138.0 eV is very close to 137.8 eV, corresponding
to the PbS phase [50], while the peak at 139.1 eV corresponds, most likely, to Pb in
organic ligands [e.g., Pc moiety (139 eV)] [50]. The S-2p band in Figure 3.18(b) con-
sists of several peaks of 168.0, 163.9, and 161.1 eV, due to the contribution of sev-
eral phases: SO2 (168 eV), atomic S (164 eV), and PbS (161 eV), respectively. The
peak at 162.3 eV most likely corresponds to S surrounded by organic ligands (162.2
eV [50])—for example, Pc moieties, due to the presence of chemical shift for both
Cd and S characteristic spectral lines (see Figure 3.18). The method of XPS has also
been successfully applied to confirm the formation of the stoicheometric CdS phase
in both stearic acid and calixarene LB films [50].

The Raman spectra study of PbS nanoparticles in phthalocyanine (Pc) spun
films [20], shown in Figure 3.19, prove the presence of Pb-S stretches at 200 and
300 cm1 in the film among a large number of other vibrations from 625 to 640 cm−1

and from 970 to 990 cm−1 typically attributed to Pc moiety. Characteristic spectral
lines of Pb-S appeared as a result of exposure of PbPc spun films to H2S gas, while
test samples of metal free phthalocyanine (H2Pc) spun films do not show any spec-
tral changes in the course of H2S treatment [see Figure 3.19(c, d)].
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3.2.3 Control of Impurities in Chemically Deposited Nanostructures

The problem of the registration and control of low concentrations of impurities (on
the level of parts per million, or parts per billion) in organic materials is of high
importance. Since organic materials have become increasingly popular in nanoelec-
tronic device applications, their purity must be comparable to that in inorganic
materials. Unfortunately, this is not always the case. Even the use of high purity
grade (99.99 or 10−4) chemicals during the formation of nanostructures (e.g., nano-
particles, layered structures, or thin films) does not match the grade of semiconduc-
tor materials in microelectronics, which is typically of 10−6 and higher. That explains
why materials produced by chemical routes vary in their properties so much. It
recalls, to a large extent, the situation in semiconductor material technology in
1950s and 1960s, when the same types of materials produced in different laborato-
ries showed absolutely different electrical properties. Organic materials technology
is, however, progressing much faster because of great experience in materials
science, advanced analytical techniques, and technologies of materials processing
now available.

The importance of purity control of nanostructured materials has been recog-
nized, and the research in this direction is constantly growing. It includes a number
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of chemical and physical methods, such as dialysis [51], gel filtration [52], cross-
flow microfiltration [53], evaporation under reduced pressure [54], ultracentrifuga-
tion [55] to reduce the presence of organic solvents, surfactants, residual monomers,
and polymerization initiators. Photoluminescence measurements provide a reasona-
bly sensitive tool (down to 0.1% in concentration) for the registration of Ni2+, Mn2+,
and other bivalent metal impurities in II-VI semiconductor nanoclusters [56]; or for
neon, oxygen, nitrogen, and chlorine impurities trapped in sol-gel derived MgO:Cr
material [57]. XPS and Auger spectroscopy provide similar sensitivity, as shown for
example in [58] for Ni and Ti impurities in porous silicon.

The situation with electrically active impurities in semiconductor nanoparticles
could be much more drastic, taking into account a limited number of atoms in the
semiconductor clusters. Nanometer-sized clusters typically contain from 103 to 104

atoms (molecules) of the main material. The presence of just one atom of donor or
acceptor impurity in the cluster, which is equivalent to a range from 1019 to 1020 cm−3

of a bulk impurity concentration, will make the material heavily doped, and thus
highly conductive, almost metallic. However, such impurity concentration is beyond
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the resolution limit of Auger and X-photoelectron spectroscopy, and of optical (lumi-
nescence) methods [46, 47]. An obvious conclusion is to deploy electrical methods
for impurity control in nanostructured materials, particularly in nanoparticles. Elec-
trical methods may also be useful in monitoring the density of surface states, which
play a significant role in the electrical properties of semiconductor nanoparticles.
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C H A P T E R 4

Optical Properties of Organic/Inorganic
Nanostructures

Optical properties of materials are very sensitive to the transition from
three-dimensional (3D) bulk materials to low-dimensional systems. These low-
dimensional systems include: two-dimensional (2D) surfaces, slabs and platelets;
single-dimensional (1D) wires and chains; and zero-dimensional (0D) nanoparticles
and nanoclusters, which are very often referred to as quantum dots. Strictly speak-
ing, it is better to call them quasi- or pseudo- 2D, 1D, or 0D systems, since they have
all three physical dimensions, although some of the dimensions are small and com-
parable with the wavelength of electrons, so that the electrons experience quantum
confinement. Thus, the exact definition of low-dimensional systems lies in the
reduction of one, two, or all three dimensions down to that quantization limit.

Physical properties of such low-dimensional systems differ from those in respec-
tive bulk materials due to the quantum confinement of electrons, and thus to the
quantization of their energy. Historically, quantum effects in low-dimensional sys-
tems have been first found through the study of their optical properties, particu-
larly, optical adsorption and luminescence spectra. In this chapter, the theoretical
aspects of size quantization and its effect on optical properties will be outlined.

4.1 Optical Constants of Organic/Inorganic Nanostructures

4.1.1 Method of Ellipsometry

Optical adsorption and luminescence spectroscopy are traditional methods of
material study, well described in both theoretical and experimental aspects. At the
same time, methods of ellipsometry and SPR are not straightforward, either in
experimental realization or in data analysis, and therefore require more detailed
explanation.

Ellipsometry is an optical method based upon the registration of changes in the
polarization of light after its reflection from the investigated sample. The state of
polarization of the reflected electromagnetic wave can be described in terms of a
ratio of complex Fresnel reflection coefficients for s- and p-components of polarized
light [1]:
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where indices s and p denote the direction perpendicular and parallel to the plane of
incidence, respectively (see Figure 4.1).

Ellipsometric angles Ψ and ∆ were introduced in (4.1) as a ratio of Fresnel
amplitudes of s- and p-components of polarized light and the difference in their
phases (δs and δp), respectively [1]:
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In the simple case of light reflection/refraction on the interface between two
media (e.g., air and the reflective substrate), with respective refractive indices N0 and
N1, the Fresnel reflection and refraction coefficients can be written as:

r
N N

N N
r

N N
p s=

−

+
=

−1 0 0 1

1 0 0 1

0 0 1cos cos

cos cos
,

cos cosθ θ

θ θ

θ θ

θ θ
1

0 0 1 1N Ncos cos+
(4.3)

t
N

N N
t

N

N Np s=
+

=
+

2 20 0

1 0 0 1

0 0

0 0 1

cos

cos cos
,

cos

cos co

θ

θ θ

θ

θ s θ1

(4.4)

Generally, refractive indices are complex parameters N = n – jk, so Fresnel coef-
ficients are. Substituting for rs and rp in (4.2) their values from (4.3), and making use
of Snell’s law N0 sin θ0 = N1 sin θ1, one can obtain a solution for N1 [1]:
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In the case of a three-layer system, consisting of a substrate (2), a film (1) on top,
and an ambient (0), the solution is more complicated because of a multiple light
reflection, as shown in Figure 4.2.

The total reflectance can be calculated as:
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Here r01, r12, t01, and t10, are Fresnel reflection and transmission coefficients at the
0/1(1/0) and 1/2 interfaces, respectively, and β is the phase thickness of the film.
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The summation of (4.6) for the p- and s-reflection components separately
yields:

R
r r e

r r e

r r e
p

p p
i

p p
i

s s
i

=
+

+
=

+
−

−

−
01 12

2

01 12
2

01 12

1

β

β
and R s

2

01 12
21

β

β+ −r r es s
i

(4.8)

Now the main ellipsometric equation depends on a number of parameters of the
system through Fresnel formula:

( )tn e N N N diΨ ∆ = ρ θ λ0 1 2 1 0, , , , , (4.9)

There are two ways of solving (4.9) and (4.5). First, values of Ψ and ∆ can be
found from known parameters N0, N1, N2, d1, θ0, λ and by solving analytically
respective Fresnel equations. This relatively easy task is frequently called forward
ellipsometric problem. Second, the parameters of the reflective system, for example
the refractive index (N1) and thickness (d1) of the film, can be obtained from the
experimental values ofΨexp and∆exp, a typical practical task frequently called reverse
ellipsometric problem. The latter problem cannot be solved analytically, but only
numerically, using least square techniques, which includes solving a forward prob-
lem [(4.9) or (4.5)] many times, and finding theoretical values of Ψthe and ∆the, and
subsequent minimization of the error function, for example:

( ) ( )E= − + −Ψ Ψ ∆ ∆exp the exp the

2 2
(4.10)

The set of parameters (N1 and d1) corresponding to Ψexp and ∆exp at the mini-
mum of E gives the solution of the reverse ellipsometric problem. A number of
approaches based on different representations of error functions, as well as algo-
rithms of their minimization, have been developed [2–5]. However, the main
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question, whether the obtained solution is true and unique, always remains. It is a
difficult problem, the discussion of which is perhaps beyond the scope of this book.
The choice of the initial set of parameters for calculations is of great importance. It
is always helpful to know roughly (or to make an intelligent guess) the values of
parameters you want to obtain. To make sure that the obtained solution is unique,
it is worth repeating calculations several times, starting from different sets of
parameters. Success in ellipsometry fitting has always required a great deal of
experience.

There are a large number of ellipsometry instruments starting from a simple
fixed angle, single wavelength null-ellipsometer, and finishing with modern variable
angle, spectroscopic instruments operating on the rotating analyzer principle, such
as the M2000, made by J.A. Woollam Co., Inc.

A basic PCSA manual-operating null-ellipsometer, such as the LEF-3M (made in
the Ukraine), is schematically shown in Figure 4.1. In the above scheme, the light
beam from a HeNe laser (λ = 632.8 nm) follows this path: first it goes through the
polarizer (P); then it goes through the compensator (C), which is a λ/4 plate, rotating
the phase of polarization by 90°; then it reflects from the investigated sample (S);
and after passing the analyzer (A), the light beam targets a photodetector. The com-
pensator is usually fixed at either +π/4 or−π/4 positions. The linear polarization of
light reflected from the sample can be achieved by rotating the polarizer, so that the
outgoing light intensity can be minimized (i.e., set almost to null) by rotating the
analyzer. In fact, the minimum of light intensity can be obtained at four different sets
of positions of P and A (four zones) for C = ±π/4. Since the A, C, and P elements are
not ideal, their readings must be averaged over four zones, in order to obtain correct
values of Ψ and ∆. Very often, two sets of readings of P1,2 and A1,2 (in two zones) at a
fixed position of C (either +π/4 or −π/4) are sufficient. In this case, the values of Ψ
and ∆ can be obtained as:
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+ −
= −

A A
P P1 2

2 12

π
, (4.11)

The accuracy of null-ellipsometry is usually fairly high, depending on the quality
of the elements (polarizers, compensator, angle measurement units, and photodetec-
tor) used. Typical drawbacks are manual (i.e., slow) registration, difficulties in the
automation, and the performance of spectral measurements.

A set of cyclic Ψ, ∆(n, d) diagrams, as shown in Figure 4.3, is an example of a
typical solution of the ellipsometric problem for an insulating (transparent) film on
silicon substrate, with the following characteristics: n2= 3.867, k2= 0.02 in air (n0=
1) at a fixed wavelength (λ = 632.8 nm), and the angle of incidence equal to 70°.
Values ofΨ and ∆ lie in the range from 0° to 90°, and 0° to 360°, respectively. Every
curve corresponds to a different refractive index (n1) of the film, while the distance
along the curve (starting from the cross-point at∆= 180°) yields the thickness (d1).

It should be noted that the film thickness d1 can be found within a period of D0,
which depends on the parameters N1, N0, λ, and θ0, so that a total thickness d1

∗ is:
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It is assumed that media 1 and 2 are both transparent, so that N1 and N2 are real
numbers. The above formula demonstrates that preliminary knowledge of the film
thickness is very important.

The resolution of n and d is rather poor near the cross-point at ∆= 180°, where
all curves come together (see Figure 4.3). This makes null-ellipsometry unsuitable
for simultaneous evaluation of n and d for the films thinner than 10 nm. A knowl-
edge (or intelligent guess) of one of the parameters (either n or d) helps to overcom-
ing the difficulty. An alternative solution is to perform measurements in two media
having different refractive indices, for example, air (n0 = 1) and water (n0 = 1.33),
and presenting the results in ∆1, ∆2 coordinates, which gives much better resolution
for the film thickness and refractive index [6].

The spectroscopic ellipsometer exploits the principle of the rotating analyzer,
and typically consists of a light source, which may cover a wide spectral range (UV,
visible, and IR); polarizer; rotating analyzer; and a sensitive photodetector (CCD or
photoelectron multiplier). The absence of the chromatic element retarder (or
compensator) makes the above scheme very suitable for spectral measurements.
Spectroscopic ellipsometry has practically no restrictions on the measured film
thickness; however, the sensitivity of the measurements is poor at ∆ near 0° and
180°. The signal-to-noise ratio can be significantly improved by performing a
number of revolutions of the analyzer, with subsequent averaging of the Ψ,∆ (λ)
spectra. The spectroscopic ellipsometry method is very powerful, and allows the
investigation of very complex structures, including multilayered reflective systems,
composite and anisotropic materials of different nature, and rough surfaces causing
light scattering and depolarization. Modern fitting software for spectroscopic
ellipsometry, such as the WVASE32 supplied by J. A. Woollam Co., Inc. [7],
includes a vast library of optical constants for different materials (i.e., insulators,
semiconductors, and metals), as well as a number of approaches and algorithms for
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data fitting of the complex systems mentioned above. However, the fitting remains a
challenge, which requires a great deal of effort and experience, to find physically
adequate models and to obtain mathematically unique solutions.

4.1.2 Method of SPR

The SPR method is somewhat similar to ellipsometry, since it is based on the same
Fresnel equations, and it has the same goal of the evaluation of parameters of thin
films. The idea of SPR lies in the registration of the coupling of the incident electro-
magnetic wave into the surface plasmons (i.e., vibrations of free electrons in thin
metal films near the metal-dielectric interface). This can be easily achieved in the
Kretchmann configuration [8], as shown in the inset of Figure 4.4.

A p-polarized light beam (usually from a low-power HeNe laser) hits the prism,
which has its bottom surface coated with a thin film (in the range from 40 to 50 nm)
of highly conductive metal (e.g., gold, silver, or copper). Alternatively, the metal film
can be deposited onto a glass slide, which is then brought into optical contact with
the prism via the index matching fluid. If the internal incidence angle is larger than
the angle of total internal reflection, then the beam reflects from the bottom of the
prism, and the reflected light intensity registered with photodetector reaches its maxi-
mum. However, if the k-vector (or frequency) of the evanescent field penetrated into
the metal film matches the frequency of plasmon oscillations, the energy will be
transferred to plasmons, and the reflected light intensity will be reduced. Such condi-
tions are often referred to as surface plasmon resonance (SPR). SPR can be registered
by measuring the intensity of reflected light during the scanning of the beam over the
range of angles of incidence, and thus changing the x-component (in the plane of the
sample) of k-vector. A typical SPR curve, shown schematically in Figure 4.4, clearly
demonstrates the resonance minimum, as well as the point of total internal reflection.

The shape of SPR curve (i.e., position, minimal reflectance, and half-width of
SPR peak), depends upon the optical characteristics of the metal film (i.e., thickness,
refractive index, and extinction coefficient). These parameters can be obtained by
fitting the SPR curve to Fresnel’s theory, using one of the least-square minimization
techniques. Since the evanescent wave can penetrate through the thin metal film, the
presence of the coating on top of the metal film will cause further changes (i.e., shift
and broadening) in the SPR curve, as shown in Figure 4.4. The optical parameters of
the coating can therefore be obtained by fitting.

The theory of SPR has been well described in a number of publications, particu-
larly [9–15]. The reflection coefficient for a p-polarized light beam in the glass
prism/metal film/ambient (air) three-layer system (see the inset in Figure 4.4), hav-
ing respective dielectric permittivities ε1, ε2, and ε3 (ε1>ε3 are both real numbers,
while ε2 = εr2 + iεi2 is a complex number), can be described with the well-known Fres-
nel formula [13]:
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where rij = aij /bij = Re(rij) + iIm(rij) is the reflection coefficient at the interface between
layers i and j. kx is the x-component (in the plane of the film) of the k-vector of the
light incident at an angle θ:
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Both the reflectivity spectrum R(kx) and its angular dependence R(θ) can be rela-
tively easily calculated from the parameters of the reflective system using Fresnel’s
formulas. The reverse problem of finding optical parameters of metal film from
experimentally measured SPR curves has no analytical solution. It can be solved
only numerically by fitting the experimental SPR curve to the Fresnel theory using
the least square technique.

Using some approximations, however, the analytical relations between the opti-
cal parameters of metal film (ε2 = ε2r + iε2i and d2) and the parameters of the SPR
curve, which include the position of the resonance (rmin), minimal reflectivity (Rmin)
and a half-width (∆k), can be established in the following form:
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It is clear from (4.16) and (4.17) that the position of SPR minimum depends
entirely on the real part of the dielectric constant (ε2r), while both Rmin and ∆k
depend on a linear combination of the imaginary part of the dielectric constant (ε2i)
and the film thickness (d). The above approach has been used by Kretchmann [8] in
the 1970s, when calculating facilities were limited, to evaluate parameters of metal
films. The SPR data fitting now can be done fairly easily with modern PCs and fit-
ting software.

A four-layer system, consisting of the prism (ε1), the metal film (ε2, d2), the coat-
ing (ε3, d3), and the ambient (ε4), is very important for a number of practical applica-
tions. This situation is more complex as compared to a three-layer system, especially
considering that ε3 could be a complex value. The reflection coefficient for such a
system can be written as [16]:
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and kiz = (εik0

2 kx

2).
The expression for Z1234 is similar to (4.19), but with r12

1− instead of r12.
Similar to the three-layer system, the spectrum or angular dependence of the

reflectance R r= 1234

2
has a minimum at certain values of θ0 or λ0. Optical parame-

ters of the coating (e.g., ε3 = εr3 −iεi3 or N3 = n3−ik3 and d3) can be obtained by fitting
R(θ) or R(kx) SPR curves to the Fresnel formulas, assuming that the parameters for
the metal film ε2 = εr2 − iεi2 and d2 were obtained earlier by fitting the SPR curve for a
three layer system.

However, simple analytical relations between ε3 = εr3 − iεi3, d3, and the experi-
mental SPR curves, such as the shift between the SPR curves minima ∆θ = θ−θ0,
measured on the samples with the coating (medium 3) on the metal film (medium 2),
and without it, and for the half-width of the SPR curve θ1/2 measured in the four-
layer system, were obtained in [10, 15]:
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The scaling factor S2 in the above equations depends on the imaginary part of the
dielectric permittivity of the metal film (εi2):
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As one can see, the SPR shift ∆θ, caused by the presence of the transparent (εi3=
0) film on top of the metal, depends on the linear combination of εr3 and d3, so that
the simultaneous evaluation of the thickness and refractive index n r3 3= ε is

impossible. In the case of light-absorbing materials, where the imaginary part of the
dielectric constant is nonzero, the above problem can be resolved, because of the
broadening of the SPR curves.

Similar to ellipsometry, the analysis and fitting of SPR data requires some expe-
rience in choosing initial parameters, limiting the range or even fixing some parame-
ters during fitting. It is always useful to know roughly the values of thickness,
refractive index, and extinction coefficient for the system studied. Two methods of
ellipsometry and SPR can complement each other. For instance, both n and d values
of relatively thick films (from 20 to 100 nm) can be found simultaneously with ellip-
sometry [see the Ψ, ∆ (n, d) diagram in Figure 4.3]. Then the obtained value for n
can be used in SPR fitting as a first-guess parameter, or can be even fixed.

The SPR method has found numerous applications as a film characterization
technique capable of measuring n and k with an accuracy ranging from 10−4 to 10−5,
and the thickness with an accuracy of 10−2 nm. The range of measured film thick-
nesses, which depends on a number of parameters and can be found from (4.20) and
(4.21), stretches from 20 to 50 nm, so that SPR is more suitable for characterization
of thin films. Because of a high sensitivity towards n, k, and d, as well as convenient
geometry of measurements, which does not involve light propagation through the
ambient, SPR has become very popular in chemical and biosensing applications.
This is, however, a subject of Chapter 7.

There are several practical realizations of SPR methods, which can be split into
two principally different groups, namely, spectral SPR and angular SPR. The latter
approach is simpler. That is why it was adopted in a number of commercial SPR
instruments, such as Biocore. A typical example of such an SPR setup is shown in
Figure 4.5 [15].

The light beam from the HeNe laser (1) goes through the aperture (2), is modu-
lated with the mechanical chopper (3), and becomes p-polarized after passing the
polarizer (4). Part of the beam, reflected from the beam splitter (5) and captured
with the photodetector (10), serves as a reference signal channel. Another part of the
beam is focused with the lens (6) on the semicylindrical prism (8), with the gold-
coated glass slide (9) attached to the back via index matching fluid. The prism is
maintained on the θ–2θ rotating stage (7). The reflected light is collected with the
photodetector (11), and forms the main signal channel. The signals of the main and
reference channels are fed into the lock-in amplifier (12), which is interfaced to the
PC (15) via the control unit (14). The dedicated software also controls the stepper
motor (13), which turns the θ–2θ stage. The angular dependence of the reflected
light intensity R(θ) is therefore recorded with the PC.

There exist many other modifications of angular SPR techniques having differ-
ent principles of light coupling, using, for example, a grating instead of a prism [17],
and different methods of the registration of R(θ) dependence. For example, the use
of a fan-beam allows the registration of the R(θ) curve instantly with the photodiode
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array [18]. The spectroscopic principle of SPR registration was adopted by several
companies in their miniaturized integrated-optics SPR unit [19].

An interesting combination of SPR and ellipsometry called plasmon enhanced
ellipsometry was recently reported in [20, 21]. In this method, the spectra of ellipso-
metric parameters Ψ and ∆ were recorded after reflection of the beam from the
prism coated with thin gold film. The Ψ(λ) spectrum, related to the amplitude of the
p-polarised component, naturally resembles the SPR curve with the characteristic
dip in reflection. At the same time, the registration of the ∆(λ) spectrum, represent-
ing a phase shift between p- and s- components, proved to be much more sensitive
to the variations of the optical parameters of thin films in comparison with
conventional SPR.

4.1.3 Optical Constants of Thin Organic Films

Ellipsometry and SPR have become routine methods for the characterization of thin
film, particularly of thin organic films. This subject is described in a number of pub-
lications and reviews [22–24]. This chapter, however, presents some typical results
and general observations of the optical properties of thin organic films.

The film periodicity in the direction perpendicular to the surface, a distinguished
feature of Langmuir-Blodgett and polyelectrolyte self-assembled films, simplifies the
process of simultaneous evaluation of the film thickness and refractive index. In the
case of LB films of classical amphiphilic compounds, such as fatty acids, the task is
even simpler, since the monolayer thickness of these compounds is known, and can
be used as a first-guess value, or even as a fixed parameter.

LB films of cyanoacrylic acid were studied ellipsometrically [25], and the
obtained thickness of the LB bilayer, the main structure unit for Y-type LB films,
corresponds well to the double length of cyanoacrylic acid (3.2 nm). The refractive
index is, however, constant throughout the film, except for the first few layers close
to the silicon substrate, which have slightly larger values of n. The latter can be
explained by the polarization of cyanoacrylic acid molecules near the interface with
silicon [25]. Such behavior is very typical for LB films deposited on silicon.
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A very similar situation was observed for LB films of amphiphilic calix[4]resor-
cinarene derivatives: a linear dependence of the film thickness on the number of lay-
ers (see Figure 4.6), with the refractive index in the first few layers slightly larger
than the value of 1.46 in the film bulk [26]. The thickness of 2.36 nm per LB bilayer,
found from the slope in Figure 4.6, corresponds well to the estimated bilayer thick-
ness of C[4]RA molecules having four substituting alkyl chains C7H15 [26]. The
schematic model of the C[4]RA bilayer, shown as the inset in Figure 4.6, implies
both the tilt and interdigitation of alkyl chains.

These results were later proved with independent SPR measurements [27, 28].
Figure 4.7 demonstrates a set of SPR curves shifted towards larger angles of inci-
dence as the number of layers increased. The value of the C[4]RA monolayer thick-
ness of 1.17 nm is found from these measurements, which is in excellent agreement
with the previous ellipsometry results [26], as well as with the results of XRD [29].
It has become obvious that both LB and spun films of amphiphilic calixarene deriva-
tives are not well ordered (perhaps spun films are less ordered than LB films), but
they have the same structure unit of bowl-to-bowl oriented C[4]RA molecules with
interdigitated alkyl chains. This allows us to assume the same value of refractive
index for both spun and LB films, and therefore allows us to calculate the thickness
of spun films [28].

Both methods of ellipsomertry and SPR were deployed to study the optical
parameters of electrostatically self-assembled films of PAH/PSS (see the chemical
definitions in Chapter 2), and the results are shown in Figures 4.8 and 4.9,
respectively.

A nonlinear increase of the film thickness with an increase in the number of
deposited layers was observed with both ellipsometry and SPR methods. The first
few layers of PAH/PSS are thinner than subsequent layers, which is most likely due
to a noncomplete surface coverage during deposition of the first few layers [30]. The
refractive index of the first few PAH/PSS layers was found to be higher than that in
the film bulk. The latter effect is much more pronounced than it is in LB films,
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indicating higher polarization of the substrate caused by Coulomb interaction with
polyelectrolyte layers, as compared to much weaker Van der Waals interaction with
LB layers. Similar results were obtained using spectroscopic ellipsometry [31].

Increasing in the refractive index of organic films near the interface with the
conductive substrate (silicon in ellipsometry, and gold in SPR) seems to be a com-
mon feature of all organic thin films studied. The only reasonable explanation of the
observed behavior lies in the increase of the electron density, and thus the polariza-
tion of the organic layers near the interface. Such polarization of organic films
should be accompanied by the polarization of the surface of the substrate, which is
particularly important in SPR experiments with thin metal films, as shown sche-
matically in Figure 4.10. The effect of polarization of the metal film in SPR experi-
ments was indeed observed regularly, but often treated as an artefact. The presence
of organic film coating causes an increase in the refractive index and a decrease in
the thickness of gold film, up to 5% from their values obtained prior to organic film
deposition. Of course, the thickness of gold film is not changing physically. The
thickness values, obtained by SPR fitting, are parameters of the model, which reflect
the number of electrons involved in the plasmon oscillations. The electrons on the
upper surface of gold film, belonging to a double layer on the organic film/gold
interface, may not take part in plasmon oscillations. As a result, the effective thick-
ness of gold film (d*metal) in SPR experiments decreases, as illustrated in Figure 4.10.
Obviously, this effect must be stronger in the case of electrostatically-bound
PAH/PSS films, as compared to the less polar Van der Waals binding between metal
and LB films. It becomes even stronger for highly polarizable gold colloid particles,
deposited on evaporated gold film, which will be discussed later in the chapter.
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So far, we have discussed the experimental evaluation of optical characteristics
on nonabsorbing organic films. The effect of the imaginary part of the refractive
index (N = n − ik), called the extinction coefficient, on the optical properties can be
investigated on thin films of amphiphilic phthalocyanine derivatives. Phthalocya-
nines, an excellent example of light absorbing materials, having a very high absorp-
tion coefficient of about 106 m−1, were studied extensively (see, for example, [32]),
and found to have some good applications in optical devices. Phthalocyanine LB
films were studied with SPR [15, 33], and typical results for this type of material are
shown in Figure 4.11(a).
In addition to the shift with the increase of the number of LB layers, SPR curves
experience broadening and dumping of the resonance. As mentioned in Section
4.1.2, the presence of the imaginary part of film dielectric constant (or refractive
index) allows us to resolve the problem, and simultaneously to obtain the values of n
and d. However, the presence of the third parameter k requires additional experi-
mental data, in order to find a mathematically unique solution for d, n, and k. This
can be accomplished by different means. For example, the value of k can be obtained
from the independent UV-vis absorption spectra measurements [e.g., from the value
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of absorbance (Abs) measured at a certain wavelength (λ)], assuming the film
thickness is known:

k
Abs d

=
⋅

⋅
2303

4
.

π λ
(4.23)

and used as a first-guess parameter for SPR fitting. If the thickness is not known,
then the calculation of k using (4.23) and SPR fitting for n and d can be performed in
several iterations.

SPR measurements in two media having different refractive indices, for example
air and water, offer an alternative simple solution of the above problem. Using a
simplified version of (4.20) for the SPR shift∆θa,w in both air (a) and water (w) ambi-
ences:
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where np is the refractive index of the prism. A simple relation for the real part of the
film dielectric constant can be found [34]:
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In addition to the SPR measurements in air [see Figure 4.11(a)], another set of
SPR curves were obtained by using water as the environment [see Figure 4.11(b)]. In
both cases, SPR measurements were performed in the cell. Instead of solving (4.25),
a simple graphical method of finding n and d was exploited. The SPR fitting was
performed for the data obtained in both air and water. The values of n were
obtained by SPR fitting for both media at different fixed values of d, and the
dependencies of n(d) obtained were plotted in Figure 4.11. A true set of parameters
n and d can be found from the intercept of the two n(d) graphs. This procedure was
repeated for LB films of ytterbium bis-phthalocyanine (YbPc2) having different
numbers of layers (1, 2, and 3) (see Figure 4.12) [33], and the obtained parameters
are given in Table 4.1.

The obtained parameters are quite reasonable. The value of n = 1.70 ± 0.02 is
typical for phthalocyanines; the thickness of the monolayer for this Z-type LB film is
close to the diameter of YbPc molecule, which means that the YbPc2 molecules are
staying vertically on the edge with respect to the surface; and the value of k= 0.66 is
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Table 4.1 Optical Parameters of YbPc2 LB Films Obtained from SPR Measurements in Two Media:
Air and Water
Number of
LB Layers

d (nm) n (at 633 nm) k (at 633 nm)

1 1.9 1.70 0.65
2 4.1 1.72 0.69
3 6.4 1.67 0.64
Average 2.03 ± 0.08 per layer 1.70 ± 0.02 0.66 ± 0.02



very close to that of 0.63 (at 633 nm), obtained from UV-vis absorption spectral
measurements.

4.1.4 Optical Parameters of Organic Films Containing Nanoparticles

The formation of II-VI semiconductor nanoparticles within LB films of respective
bivalent metal salts of amphiphilic compounds, described in detail in Chapter 2, was
studied with both ellipsometry and SPR. An increase in both the LB film thickness
and refractive index after exposure to H2S gas was registered first with ellipsometry
[35]. It was found that the thickness of calix[8]arene LB films rises up to 1.86 nm per
layer, from its initial value of 1.77 nm per layer after exposure to H2S. The refractive
index was also found to increase from 1.46 to 1.50, which was a good indication of
the inclusion of the CdS phase having a larger refractive index than that of the
organic film matrix.

Later, this phenomenon was studied in more detail using SPR [36]. Figure 4.13
shows the transformation of SPR curves of LB films of CdS in the course of exposure
to H2S gas, which was performed in the gas cell sealed to the sample. The results dis-
play both the shift and broadening of SPR curves, due to the formation of light-
absorbing CdS clusters. In situ kinetic measurements of the reflected light intensity
were performed at a fixed angle of incidence of 47°, chosen on the left-hand side of
the SPR dip, near the minimum, to ensure a large linear range of measurements. The
inset in Figure 4.13 shows the kinetics of the formation of CdS clusters, which is a
reasonably fast process, reaching near-saturation in 30 to 40 minutes.

The SPR method alone does not allow the simultaneous evaluation of the thick-
ness (d), refractive index (n), and extinction coefficient (k) of LB films. The problem
was solved by undertaking independent measurements of UV-vis absorption and
ellipsometry in conjunction with the SPR studies [36]. The following routine was
applied for data analysis: (1) values of the extinction coefficient at 633 nm were esti-
mated from UV-vis absorption spectra measurements; (2) values of k were then used
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two media. (From: [33]. © 1999 Taylor and Francis, Inc. Reprinted with permission.)



as fixed parameters for fitting ellipsometry data, obtained for relatively thick films
ranging from 10 to 40 layers; and (3) values of n, obtained from ellipsometry, were
used as fixed parameters for the SPR curve fitting. The results of these calculations
were presented in Table 4.2, and show the increase in all three parameters d, n, and
k of LB films after exposure to H2S gas.

The increase in LB thickness may be attributed to film swelling, caused by the
formation of CdS nanoparticles within the film. Increases in both k and n are also
indicative of the formation of a light-absorbing material having a refractive index
higher than that of the film matrix. The effective value of refractive index, n*, for LB
film containing CdS nanoparticles can be estimated using linear superposition of
values of n1 and n2 for the film matrix and CdS inclusion, respectively [36]:

( )n n v n v∗= − +1 2 2 21 (4.26)

where v2 is the volume fraction of CdS in the films. A value of n* = 1.71 was found,
taking n2 = 2.3 for the bulk CdS, and estimating v2 = 0.2. The latter comes from the
ratio of the concentration of Cd atoms in cadmium stearate LB films of 1027m−3 to
the concentration of atoms in the “zinc blend” cubic crystal of CdS of 5×1027m−3.
Similar calculations for calixarene (CA) LB films, having a concentration of Cd
atoms of 8×1026 m−3, yield a value of n* = 1.61. The estimated values of n* are in
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Table 4.2 Optical Parameters of LB Films Obtained from the Absorbance, Ellipsometry, and SPR
Measurements
Compound Absorbance Ellipsometry SPR

k (at 633 nm) N d (nm/layer) k d (nm/layer)
SA initial 0.0045 1.563 ± 0.019 2.42 ± 0.090 0.0299 ± 0.0060 2.54 ± 0.034

after H2S 0.0358 1.616 ± 0.026 2.54 ± 0.092 0.0768 ± 0.0183 2.56 ± 0.045
CA initial 0.0223 1.514 ± 0.008 1.37 ± 0.007 0.0186 ± 0.0055 1.33 ± 0.058

after H2S 0.0268 1.535 ± 0.006 1.39 ± 0.005 0.0325 ± 0.0066 1.42 ± 0.056



reasonable agreement, but slightly higher than the experimental values shown in
Table 4.2. The effective medium approximation is anticipated to provide improved
agreement between the measured and predicted values. The discrepancy also can be
explained in terms of the deviation both of the refractive index, and of the concen-
tration of Cd atoms in CdS nanoclusters from respective values for bulk CdS.

It is interesting to observe changes in SPR during the transition from pseudo-2D
structures, such as thin metal film, to metal nanoclusters of pseudo-0D dimension.
As found from the spectroscopic ellipsometry study in [37], the optical parameters
of thin films made of nanoparticles of different metals (Cu, Co, Mo, Ta. Ni, Fe, Cr,
Al, Sn, Pt, and Au) are different from those of respective bulk materials. SPR meas-
urements were performed on thin (45-nm) gold film evaporated onto a glass slide (a
classic object for SPR study), and thin films of gold colloid deposited on top by the
LS method (see Chapter 2). The results, presented in Figure 4.14, show the deviation
from the narrow SRP minimum for evaporated gold film (curve 1) to the much
broader SPR curves of samples with deposited gold colloid (curves 2–5) [38].
Increasing the number of colloid LS layers causes further shift and substantial
broadening of SPR curves. The parameters of both the evaporated gold substrate
and colloid gold films obtained by fitting of SPR data are given in Table 4.3.
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Figure 4.14 SPR curves of bare gold evaporated onto a glass slide (1) and LS film of gold colloid
deposited on top: (2) 1 layer, (3) 2 layers, (4) 5 layers, and (5) 10 layers.

Table 4.3 The Optical Parameters of Au Colloid LS Films Obtained from SPR
Evaporated Au Film Colloid Au Film Fitting Error, E
N K d (nm) Number of Layers n k d (nm)
0.184 3.319 44.73 0 5.06 101

0.190 3.326 44.68 1 0.690 2.187 9.66 1.02 101

0.306 3.439 42.97 2 0.549 1.528 12.19 1.83 101

0.621 3.993 30.70 5 0.564 1.357 24.39 7.68 102



The decrease in both the refractive index and adsorption coefficient for gold
colloid films is observed, while n and k values for evaporated gold substrate
increases. The thickness of gold colloid films increases with the number of deposited
LS layers (with a mean thickness per layer of 7.2±1.9 nm), which is close to what
was expected for 5-nm colloid particles. The thickness of evaporated Au substrates
decreases with the increase in the number of LS colloid layers deposited. Attempts to
fix the optical parameters of gold substrate did not give good fitting results. The
observed behavior might be caused by the redistribution of the electron density
between the evaporated gold film and the colloid one. As was discussed in the previ-
ous paragraph, the increase in the refractive index in both gold substrate and colloid
gold coating is believed to be caused by the polarization of both components near
the interface. The number of free electrons taking part in the plasmon oscillations is
therefore substantially reduced, thus reducing the effective thickness of the gold
substrate.

The results in Figure 4.15 of SPR measurements on gold colloid LS films, depos-
ited straight onto the glass slides, show a very large shift and broadening of SPR
curves. The results are very similar to those obtained in [39], and present a notice-
able blue shift of the absorption spectra of Au-colloid films with respect to the
spectrum of bulk material. Angular positions of SPR minima, transformed into
respective wavelength and energy values using (4.14), are summarized in Table 4.4.

The data shows much larger values of resonance energy for gold colloid films
with respect to evaporated gold film, which is a clear indication of size quantization.
The phenomenon of size quantization is the subject of following paragraphs; how-
ever, without going into details, the size of Au clusters can be roughly estimated
from the values of the energy shift (∆E) using a following formula:
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a
m E

=
hπ

2∆
(4.27)

The values obtained, given in Table 4.4, are one-half the real size (5 nm) of the
Au clusters used, which means that not all electrons in the gold colloid particles con-
tribute to plasmon oscillations, and the effective particle size decreases.

4.2 The Effect of Quantum Confinement on Optical Properties of
Low-Dimensional Systems

As was mentioned in the beginning of Chapter 4, the phenomenon of quantum con-
finement (i.e, size quantization) can be observed in low-dimensional systems, where
the motion of electrons or other particles (i.e., holes or excitons), is restricted, at
least in one dimension, by the potential energy profile. In terms of energy or wave-
vector space, these particles are confined in a potential well. The energy spectra and
waveforms of confined particles differ dramatically from those of free particles. The
confined particles are not free anymore, since they are allowed to have only certain
energies and waveforms. The energy spectra and waveforms of nanostructured
materials depend on the type of restrictions in one, two, or all three dimensions in
2D, 1D, or 0D systems, respectively, as well as on the characteristic sizes of the
nanostructures. These quantum phenomena become noticeable when the size of the
energy well is comparable with the respective particle wavelength.

4.2.1 Electron in a Quantum Box

The simplest example of quantum confinement is an electron enclosed in a one-
dimensional quantum box, having size a and infinitely high walls, as shown in
Figure 4.16. In order to find the energy spectrum and waveforms of the confined
electron, the Schrödinger equation has to be solved (see [40]):
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h
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,
,

, ,
(4.28)

For this second-order linear differential equation, the solution can be found in
the form:

( )Ψ x Ae Beikx ikx= + − (4.29)

At a boundary condition ofΨ= 0 at x= 0, which gives B=−A, one can obtain

[ ]Ψ= − =−A e e iA kxikx ikx 2 sin (4.30)
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Table 4.4 SPR Resonance Energy Evaluation for Gold Colloid
Material θSPR (degrees) λSPR (nm) ESPR (eV) ∆E (eV) a (nm)
Evaporated Au 44.07 600.7 2.07
Ccolloid Au, 5 layers 57.4 495.9 2.50 0.43 2.8
Colloid Au, 15 layers 76.8 429.2 2.89 0.82 2.1
Colloid Au, 20 layers 77.1 428.6 2.90 0.83 2.1



Substituting (4.30) for Ψ in the Schrödinger equation, the expression for elec-
tron energy can be obtained:

E
k
m

=
h 2 2

2
(4.31)

The second boundary conditionΨ= 0 at x= a sets a restriction on the values of
k vector:

( )Ψ a iA ka ka n n= = = =2 0 1 2 3sin , , , , , ...so that π (4.32)

It is obvious now that the k-vector, and thus the electron wavelength and
energy, can only have certain values (e.g., quantized):

E
k

m ma
n nn

n= = =
h h2 2 2 2

22 2
1 2 3

π
, , , , ... (4.33)

This formula means that the energy of size quantization should be added to the
initial energy of free electron E = E0 + En forming an energy ladder in the quantum
box (see Figure 4.16). The effect of quantum confinement becomes noticeable when
the quantum box is in the range of a few nanometers. As an example, a 1% energy
increase above the ground energy level E0 = 1eV can be found in the quantum box
with the size a = 6 nm.

The quantization condition for the wavelength a= (λ/2)n leads to a very simple
mechanical analogy, which allows us to visualize the phenomenon of size quantiza-
tion. As shown in Figure 4.16, the quantum box must contain the integer number
(1, 2, 3, …) of halfwaves, a condition similar to the mechanical standing waves of a
string fixed at both ends. The corresponding wavefunction is given:

( )Ψn x iA
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(4.34)
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Figure 4.16 Electron in a quantum box: (a) the energy spectrum, and (b) wavefunctions.



The coefficient A
a

=










1
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2

can be found by the normalization of the wavefunc-

tion over the quantum box ( )Ψn

a

x dx
2

0

1=∫ .

The above simple problem can be useful for understanding the phenomenon of
size quantization and some simple simulations, similar to that done earlier for gold
colloid films.

4.2.2 Quantum Confinement and the Main Optical Properties of
Low-Dimensional Semiconductor Structures

The theory of quantum confinement has been particularly well developed in semi-
conductors. This is quite understandable, because quantum confinement historically
was found first in semiconductor materials. In 1981, Ekimov and Onuschenko [41]
reported on a blue shift of optical absorption spectra of halcogenide glass containing
nanocrystallites of CuCl, and in 1982, the effect was explained theoretically by
Efros and Efros [42]. The novelty in this is arguable, since in ancient and medieval
times, artists knew that the color of mineral paints could be altered by fine milling of
minerals, although they did not know about quantum mechanics. Later, halcogen-
ide glass containing different semiconductor nanoclusters, such as sulphides, selen-
ides, or tellurides of bivalent metals (e.g., Cd, Pb, Zn, or Cu), has become a classical
object for the study of quantum phenomena [43]. The first observation of size quan-
tization in CdS nanoparticles in LB films was reported in 1988 [44], and repeated by
many other scientists for different organic and inorganic nanocomposite materials.
The theory of size quantization in semiconductor nanocrystals was further devel-
oped in a number of publications [42, 43], and summarized in excellent review
papers by Yoffe [45–47].

The classification of different types of low dimensional systems was given in
[47], and presented in Figure 4.17, with the respective changes in the density of
states in semiconductors.
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The N(E) function transforms from the standard N(E) ~ E1/2 for three-
dimensional bulk semiconductor materials, first to the staircase dependence framed
into the E1/2 function for two-dimensional systems (e.g., thin films, slabs, and plate-
lets), then to the series of E1/2 nearly-separated subbands for one-dimensional
nanowires, and, finally, to the discreet energy spectrum for zero-dimensional nano-
particles.

Before going into a detailed discussion of quantum confinement, we have to
remember that in II-VI and III-V semiconductors, having a direct bandgap structure,
electrons and holes can be coupled together by Coulomb interaction to form exci-
tons. Such quasi-particles, which are often called Wannier-Mott excitons or large
radius excitons, can be described by the following energy dispersion in a simple
hydrogen-like model for bulk semiconductors, having parabolic (E ~ k2) Brillouin
zones, centered at k = 0, and separated by the gap Eg:

E E
E

ng
b= − 2

(4.35)

Here n = 1, 2, 3, is the exciton quantum number, and Eb is the exciton binding
energy
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h
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in which ε is the semiconductor dielectric constant, µ is the reduced exciton mass
1 1 1
µ
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Usually, Wannier-Mott excitons have a large radius of a few nanometers, and
low binding energy in the range from 10−3 to 10−4 eV, so that they exist only at low
temperatures.

The importance of excitons for quantum confinement in semiconductor materi-
als lies in the fact that the confinement conditions vary, depending on the relation
between the size of the quantum well and the exciton radius. In the case of zero-
dimensional semiconductor objects, such as nanoclusters, three situations should be
considered [47].

First, weak confinement, when a >> aB. In such conditions, the exciton is
quantized as a whole, and the energy of the main absorption band is approximately
equal to:

E E E E E E
Ma

ng b g b= − + = − +∆
h 2 2

2
2

2

π
(4.37)

where M = me + mh is the exciton mass.
This approach was implemented by Efros and Efros [42] as an explanation of

the experimental spectra of CuCl2 nanoclusters formed in the silica glass [41], where
the first electron transition corresponding to the main adsorption band edge was
presented in a form of:

4.2 The Effect of Quantum Confinement on Optical Properties of Low-Dimensional Systems 117



h
h

ω
π

01

2 2

2

067

2
= − +E E

Mag b

.
(4.38)

The coefficient 0.67 appeared in (4.38) from the nonsymmetrical size distribu-
tion of nanoclusters in halcogenide glass, derived by Lifshitz and Slesov [48].

Second, strong confinement, when a << aB. In this case, exciton does not exist,
and both the electron and hole are quantized separately, forming a ladder of energy
levels in conduction and valence bands, respectively. The exciton binding energy (Eb)
can be therefore neglected in the energy dispersion [42]:
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where Jl,n is the nth root of the spherical Bessels function of lth order (J0,1=π= 3.14,
J1,1 = 4.49, J2,1 = 5.76, …). In other words, n = 1, 2, 3, … and l = 0, 1, 2, … are
somehow similar to the principle and orbital quantum numbers, respectively. The
absorption spectra therefore consist of several bands, corresponding to electron
transitions between levels of size quantization for electrons in conduction band and
holes in the valence band, with the selection rules of ∆n, ∆l = 0 [35], as shown in
Figure 4.18.

Third, an intermediate confinement, when a and aB are comparable. This is the
most difficult situation. However, it can be simplified in many practical situations,
since holes are usually much heavier than electrons, so that a >> ae but a << ah,
where ae and ah are formally introduced as Bohr radii for electron and holes, respec-
tively, as has been done for excitons in (4.36). In this case, only electrons are quan-
tized in the conduction band, but the Coulomb interaction between electron and
holes must be taken into account in the energy calculation:

E E E
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e

= − +
h 2 2

22
,

(4.40)
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Figure 4.18 Formation of the energy spectrum in the semiconductor quantum dots much
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The absorption spectra in this case will be formed by electron transition from
the exciton level near the valence band to the levels of size quantization in the con-
duction band.

The effect of the polarization of the matrix, where II-VI particles were incorpo-
rated, was taken into account by Brus [49], by introducing a Coulomb interaction
term, so that the absorption band edge is equal:

E E
a

e
ag= + −

h 2 2

2

2

2

18π

µ ε

.
(4.41)

The Coulomb term varying as 1/a is a more important than the size quantization
(1/a2) term for large crystallites, while for the small crystallites, the situation is the
opposite. The nonparabolic shape of E(k) dispersion, the finite height of potential
walls, and the effect of the different shape of quantum dots also have been
accounted for [47]; however, they are rather minor as compared to the kinetic
energy quantization and Coulomb terms in (4.41).

All the above terms have been calculated using an effective mass approxima-
tion. Direct calculations of the energy spectra of nanoclusters of different semicon-
ductor materials, including II-V, III-V, and Si, were performed numerically using a
pseudo-potential method [50, 51]. The results of the calculations were found to be
closer to the experiment than to the effective mass approximation approach (4.41),
as was illustrated by the dependencies of the absorption edge energy on the crystal-
lite radius in Figure 4.19.

One of the most important practical applications of nanostructured semicon-
ductor materials is the luminescence having the following features (as compared to
the luminescence from respective bulk materials) [45, 46]: (1) blue spectral shift due
to the size quantization; (2) larger oscillator strength, and thus larger intensity and
more narrow luminescent spectral lines; (3) large and size-dependent Stokes spectral
shift; and (4) nonlinear effects at a large intensity of excitation.
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The blue spectral shift of the main adsorption and luminescence spectral lines
has been already discussed in detail. The oscillator strength of excitons can be
described by the following formula [47]:

f
m

EM Ue=
∗2

2

2
0

2

h
∆ (4.42)

where ∆E and M are the transition energy and dipole moment, respectively, and U0

is the factor representing the overlapping the densities of electrons and holes. In the
case of weak confinement, when a>>aB, U0 is independent of the cluster size. Under
conditions of strong confinement (a<aB), U0 increases with the decrease in the clus-
ter size as (aB/a)3, and thus the oscillator strength. This means that the intensity of
luminescence must be much higher in small semiconductor clusters than in respec-
tive bulk materials.

The scheme of luminescence in configuration coordinates E(Q), as shown in
Figure 4.20, explains the main feature of luminescence—the red shift of the lumines-
cent spectral line with respect to the absorption band, often referred to as the Stokes
shift.

According to the Frank-Condon principle, the excitation occurs as a vertical
transfer of the electron from A to B, followed by the adjustment of nuclei positions
and the formation of the excited state. The time of the electron transition (10−13 sec-
onds) is much smaller than the time of photoluminescence (10−8 seconds), so that
the electron can relax to the excitation state minimum (point C) by generating a
number of phonons. The vertical transition of the electron from C to D, and the
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subsequent light emission (luminescence) occur, followed by the relaxation to the
ground state minimum (point D). The resultant energy of the emitted light is, there-
fore, smaller than the initial excitation energy, and the energy difference defines the
Stokes shift [46]:

h h hω ω ωads em phS− =2 (4.43)

The coupling constant S is a mean number of phonons generated during the
electron relaxation.

The value of Stokes shift is proportional to (aB/a)3, and thus increases sharply
with the decrease in the size of semiconductor clusters. The electron transitions in
luminescence are strongly effected by a multiple degeneration of both conduction
and valence bands, due to the presence of light and heavy holes, as well as by the
spin orbital interaction. The selection rules for the total angular momentum projec-
tion F = M + sz are F = ±1. However, in the nonspherical Q-dots, such as prolates
and platellets, having noncompensated dipole moments in the z-direction, the “for-
bidden” transitions with F = ±2 may become possible. This gives rise to narrow
emission lines that are much more red shifted, referred to as “dark excitons” [52].

Nonlinear effects in luminescence are related to the two-photon process of the
formation of biexcitons under high intensity of excitation. Biexcitons are formed as
a result of the attraction of two Wannier-Mott excitons, and have a double exciton
mass 2M. They experimentally appeared in luminescence as a spectral line with the
emission energy of [46]:
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ω δ= − = − −E E E E
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M2 1 1 2

2 2

4
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where E1 and E2 are energies of ground states of the exciton and biexciton, respec-
tively, and δE2 = 2E1 E2 is a binding energy of the biexciton. The scheme of the bi-
exciton formation is shown in Figure 4.21. In effect, the formation of biexcitons is
the two-phonon process appeared at the excitation energy of E1−δE2/2 [53]. With
the intensity of the excitation increased, high-order multiphoton processes, such as
inelastic collisions of biexcitons, may appear, and give a new sharp luminescence
line at hω = 2E2−3E1 = E1−δ2E2.

Third harmonic generation is another typical characteristic observed in semi-
conductor Q-dots at a large level of illumination. The polarization of the medium
(P) induced by the external electric field (E) can be written as:

( ) ( ) ( )( )P E E E= + + +ε χ χ χ0
1 2 2 3 3 K , (4.45)

where ( )χ 1 , ( )χ 2 , and ( )χ 3 are dielectric susceptibilities, of the first, second, and third

orders, respectively. Normally, ( ) ( ) ( )χ >> χ >> χ1 2 3 , and the susceptibilities of
higher order are not considered at all. Linear susceptibility is related to the relative
dielectric permittivity (ε) and refractive index (n) as ε = n2 = 1 + ( )χ 1 , and thus is

responsible for all linear phenomena in electrostatics and optics, while ( )χ 2 and ( )χ 3

have become noticeable at large intensities of electric field and some other special
conditions. When dealing with an electromagnetic field E = E0 cos(ωt), the presence
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of ( )χ 2 and ( )χ 3 leads to the generation of the second (2ω) and third (3ω) harmonics,
respectively. The second harmonic appeared only in noncentrosymmetric structures,
while the third harmonic is common for all types of materials, and particularly for
nanostructures [47].

The third harmonic generation affects both the refractive index and absorption
coefficient of the materials [47]:

n n n I I= + = +0 2 0 2and α α α (4.46)

where
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n
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2

16
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π χRe
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2

2 3

0
2

16
=

Im

cn
, and I is the light intensity.

The increase in the absorption coefficient causes the bleaching of the material at
large intensities of laser illumination at resonance conditions, when the combined
energy (3hω) of three photons (hω, hω, hω) matches one of the absorption bands in
the material [54]. This phenomenon becomes quite substantial in low dimensional
systems, such as 4-nm CdS Q-dots dispersed in the polymer Naflon, where the
decrease in the absorbance of approximately 0.1 was observed during 40 to 500 ns
of the laser illumination at 450 nm [54].

4.3 Optical Spectra Semiconductor Nanoparticles in Organic Films

4.3.1 Semiconductor Nanoparticles in LB and Spun Films

As described in Chapter 2, II-VI semiconductor nanoparticles can be formed within
LB or spun films of bivalent metal salts of amphiphilic molecules in the course of the
reaction with H2S or H2Se gas. The formation of nanoparticles was confirmed by
different methods, including TEM, AFM, XPS, ellipsometry, and SPR. However, the
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first experimental evidence of the formation of II-VI nanoparticles has been found
using UV-vis absorption spectroscopy. These measurements in LB films of cadmium
arachidate, which were initially transparent, showed the absorption band after
exposure to H2S gas [44], which was an indication of the formation of CdS nanopar-
ticles in the film. The adsorption band appeared to be shifted towards shorter wave-
length in comparison with the adsorption band of bulk CdS. A simple calculation,
using (4.37) for exciton quantum confinement, allowed the estimating of particles
ranging in size from 3 to 5 nm, depending on the conditions of growth. Such experi-
ments with metal sulphide nanoparticles in LB films were repeated in many other
research groups [35, 36, 55–63], using different amphiphilic compounds and differ-
ent metal salts.

Typical results of this work can be illustrated by UV-vis absorption spectra (see
Figure 4.22) of cadmium stearate LB films measured before and after exposure to
H2S gas.

The application of (4.39) to the spectral data analysis yields the size of CdS
nanoclusters from 2 to 3 nm, depending on the technological conditions (i.e., the
concentration of CdCl2 and the pH of the subphase) [58]. It is important to mention
that the absorption intensity is proportional to the number of deposited LB layers,
which is a clear indication that the formation of CdS nanoparticles occurs in every
LB bilayer, as shown in Figure 2.27. Since the AFM study in [36] revealed the plate-
let shape of CdS clusters in stearic acid LB films (see Figure 3.6), with the planar
dimensions of 20 to 30 nm, the use of (4.39) for strong confinement in spherical
II-VI semiconductor nanoparticles [42] has to be justified. In fact, the quantization
should be treated separately in (x, y) and z directions in CdS platelets, and this
results in the following expression for the energy:

( ) ( )
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L L
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h h2 2

2

2 2
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2 2

π

µ

π

µ
,

(4.47)

where LX,Y and LZ are the dimensions of the CdS cluster in lateral and normal direc-
tions, respectively. Because of the approximately one order of magnitude difference
between the LX,Y of 20 to 30 nm and the LZ of 3 nm, a contribution of the first term
to the quantization energy in (4.46) is negligibly small in comparison with the sec-
ond term. One can conclude that the size quantization in z-direction is predominant
in the above CdS platelets.

Much more interesting results were observed in the case of using amphiphilic
calix[4]arene and calix[8]arene carboxylic acid molecules for the LB film deposi-
tion, and the subsequent formation of CdS nanoclusters after exposure to H2S gas
[35, 36, 59]. First, the registration of spectral changes is much more difficult, since
calixarene molecules have strong absorption in the UV spectral range. Quartz slides
that are transparent for UV light have to be used as substrates for deposition of
calixarene LB films. Absorption spectra measured before and after exposure to H2S
gas look approximately the same, as shown in Figure 4.23(a), and the changes can
be seen only after subtraction of the spectra.

The resulting spectra of CdS nanoparticles in the calixarene film matrix, as
shown in Figure 4.23(b), appears to be much more blue shifted, as compared to
CdS/stearic acid films, which obviously indicates the smaller particle size. This
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proves the main idea of using cavitand compounds in order to reduce the two-
dimensional diffusion of CdS molecules within LB bilayers, and to form smaller par-
ticles, presumably captured inside calixarene cavities. This process is discussed in
Chapter 2, and is illustrated in Figure 2.27. A strong evidence of the model of CdS
particles captured within calixarene cavities is given by X-ray diffraction measure-
ments, which show no significant changes in the calixarene film structure after the
formation of CdS within [36]. The presence of calixarene cavities is found to be a
crucial factor for the formation of small CdS clusters. An attempt to form CdS clus-
ters in the LB films of the compound chemically identical to calixarenes, but
not-cyclic (e.g., formaldehyde/2,6-dihydroxy-benzoic acid copolymer), ended with
much larger CdS clusters, almost identical to those formed in stearic acid [62].

Moreover, three well-resolved spectral bands are observed in the spectra in
Figure 4.23(b), which leads to an obvious suggestion that they represent the first
three electron transitions (E01, E11, and E21) between levels of size quantization (see
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Figure 4.18). Calculations of the CdS clusters size using (4.39) for all three absorp-
tion peaks yield the values of 1.43±0.28 nm and 1.47±0.28 nm for calix[4]arene
and calix[8]arene films, respectively [36]. It is interesting that the difference in size
of CdS clusters in calix[4]arene and calix[8]arene films is not as large as expected,
considering the difference in cavity sizes of the two molecules. A possible explana-
tion lies in the more complex, distorted conformation of quite flexible calix[8]arene
rings effectively having a much smaller cavity [64].

Photoluminescence measurements were undertaken to gather conclusive infor-
mation regarding the formation of CdS particles. Photoluminescence excitation
(PLE) spectra of CdS nanoparticles in stearic acid LB films, as shown in Figure 4.24,
closely resemble their respective absorption spectra (see Figure 4.22), as well as the
spectral data reported earlier [35, 36, 59]. Stearic acid LB films have the first

4.3 Optical Spectra Semiconductor Nanoparticles in Organic Films 125

0

0.2

0.4

0.6

0.8

1

150 200 250 300 350 400 450

λ (nm)

30

20

10

(a)

A
bs

.

0

0.02

0.04

0.06

0.08

0.1

0.12

A
bs

.

150 200 250 300 350 400 450

λ (nm)

10

20

30

(b)

E10

E11

E21

Figure 4.23 (a) Absorption spectra of LB films of C5H11-calix[8]arene Cd salt: initial spectra of
freshly-made films (solid lines), and spectra after exposure to H2S gas (dotted lines). The number
of LB layers is shown near the respective curves. (b) The subtracted spectra, corresponding to CdS
phase.



absorption peak at 390 nm, as shown in Figure 4.24(a), while two absorption peaks
occur at 280 and 340 nm for calix[8]arene LB films, as shown in Figure 4.24(b).

PL spectra of stearic acid LB films exhibit broad emission bands at approxi-
mately 570 nm, as shown in Figure 4.24(a), sandwiched between two smaller bands
at 430 and 660 nm appearing as shoulders; while calixarene LB films show two
luminescent peaks at 455 and 610 nm, as shown in Figure 4.24(b). Values of the
emission energy, together with corresponding absorption energies, are summarized
in the Table 4.5. It should be noted from Figure 4.24 that only one luminescent band
appeared at 2.18 eV when the excitation at 3.63 eV was used, while a higher energy
excitation at 4.51 eV yielded both luminescent bands.

The observed shift of the luminescence bands with respect to the corresponding
absorption bands is large. Most likely, only the first luminescence band at 2.88 eV,
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with the Stokes shift of 0.22 eV, represents the real resonance luminescence from the
excited levels of CdS. The other two bands may be associated with impurities.
Similarly, in calixarene LB films, the first band at 2.82 eV, with the energy shift of
0.81 eV, is probably due to resonance, while the second band at 2.03 eV is most
likely due to the energy transfer to the impurity level.

Values of the Stokes shift are found to be 0.22 and 0.81eV for CdS nanoparti-
cles in stearic acid and calixarene LB films, respectively. This very large Stokes shift
of the luminescence of CdS nanoparticles is one of the most surprising results
obtained. Typical values of the resonance Stokes shift are approximately 10 meV
[46]. The formation of “dark excitons” was recently reported [46, 52], and the
process is shown in the inset of Figure 4.24(a). These electron transitions that have
an angular momentum projection of F = ±2, which are usually forbidden, can
occur under special conditions, such as when II-VI semiconductor particles of pro-
late shape have noncompensated (Cd+−S−) dipole moments on their surface. The
formation of “dark excitons” leads to a larger Stokes shift of approximately 100
meV [46, 52]. The large Stokes shift observed in the present study can be explained
by assuming a platelet shape of CdS nanoparticles in LB films. The energy shift for
CdS clusters in calixarene LB films is larger than that in stearic acid LB films. This
difference may be explained by the fact that the effect of surface dipole moments is
more pronounced in smaller CdS clusters in calixarene LB films than those embed-
ded in stearic acid films.

The formation of semiconductor nanoparticles in LB films is one of the easiest
methods, which allows the formation of various nanostructures, including unique
nanoclusters consisting of several atoms, for the fundamental study of optical and
electrical properties.

4.3.2 Semiconductor Nanoparticles in Electrostatically Self-Assembled Films

The method of electrostatic self-assembly is very promising for the formation of
composite organic/inorganic nanostructures, such as superlattices formed by the
alternation of layers of inorganic (e.g., metal or semiconductor) nanoparticles with
layers of polycations. This technique was developed within the last decade by a
number of research groups. The list of publications on this topic is given in Chapter
2.

Composite polyelectrolyte/ semiconductor nanoparticles films found some very
promising applications in optoelectronics, particularly as tuneable photolumines-
cent and electroluminescent devices [65–70]. In these publications, different colloid
particles, such as CdS, CdSe, CdTe, and CdTe/CdS core-shell particles, were depos-
ited by the alternation with different polycations, such as poly(ethyleneimine) (PEI),
poly(allylamine hydrochloride) (PAH), and poly(diallyl-dimethylammonium chlo-
ride) (PDDA), as shown in Figure 4.25.
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Table 4.5 Characteristic Energies for the Luminescence of CdS Nanoparticles in LB Films
Material Absorption Energy (eV) Emission

Energy (eV)
Stokes Shift (eV)

Stearic acid 3.10 2.88
2.18
1.88

0.22

Calix[8]arene 3.63 (first peak) 2.82
2.03

0.81



The intensity and spectra of photoluminescence of such composite films
depends on three factors: (1) the particle’s composition, (2) the particle’s size, and
(3) the interaction between colloid particles and polyelectrolytes. For example,
CdTe/CdS core/shell nanoparticles, as shown in the inset of Figure 4.25, alternated
with different polycations PEI, PAH and PDDA, yield different intensities of lumi-
nescence, as shown in Figure 4.25 [67]. Obviously, the luminescence is much
stronger in PDDA film as compared with both PEI and PAH matrices. The presence
of amine groups, known as effective fluorescent quenchers, in PEI and PAH inhibits
the luminescence dramatically [67]. The pH of the solution, from which colloid par-
ticles were deposited, has a dramatic effect on the luminescence intensity because of
different surface charge density. An increase in pH from 6 to 10 causes a drop in the
luminescence intensity of almost 10 times [67]. A pH of 6 seems to be optimal,
because a further decrease in the pH leads to poor electrostatic binding. These
results show the importance of the choice of colloid particles/polyelectrolyte pairs
on the luminescence efficiency.

The industrial application of II-VI semiconductor/polyelectrolyte composite
films as light emitting devices is based on the effect of electroluminescence. For this
purpose, films were deposited on ITO-coated glass slides, and the top metal elec-
trode was formed by evaporation of gold. The electroluminescence can be excited
in these structures by applying a voltage between the bottom and top electrodes.
Physical mechanisms of photo luminescence and electroluminescence are similar
regarding the light emission; however, materials must have reasonably high con-
ductivity to provide charge carrier supply to nanoparticles. Composite polyelectro-
lyte/II-VI semiconductor nanoparticles have relatively high conductivity, because
the thickness of polycation layers ranging in size from 0.5 to 1 nm is much smaller
than the characteristic tunneling distance. Polyelectrolyte monolayers do not pro-
vide complete coverage, which leaves a number of defects and possible routes for
current percolation.
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Since the wavelength of the emitted light depends on both the material and the
size of the nanoparticles, it is possible to vary the spectral range of light emitters.
Luminescent devices of all colors for organic color displays, as well as white light
emitters, are produced with this technique [65–70]. The position of the lumines-
cence peak depends on the size of CdTe colloid particles obtained by refluxing the
initial colloid solution of CdTe [70]. Extraction of colloid particles at different
stages of refluxing results in different particle sizes. The smaller CdTe clusters give
luminescence peaks at shorter wavelengths. The combination of all types of CdTe
nanoparticles in the same film allows the coverage of nearly the entire visible
spectral range of luminescence, so that such devices can be used as white light
LEDs.

Because of the high efficiency of luminescence, and its wide and variable spec-
tral range, low cost organic/inorganic LEDs are considered to be a very competitive
alternative to existing solid-state devices.
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C H A P T E R 5

Electron Transport in Organic/Inorganic
Nanostructures

5.1 Conductivity of Thin Films

The electrical conductivity of thin films made of either organic or inorganic materi-
als was a subject of extensive study for decades, and the knowledge was summarized
in a number of review papers and books [1–25]. The key points of both theoretical
and experimental aspects of electrical conductivity of thin films are reviewed here,
with the focus on quantum phenomena in conductivity, such as electron tunneling
and single-electron processes, having great potential in the development of nano-
electronic devices.

5.1.1 Definitions and Experimental Methods

Electrical conductivity of thin films can be studied (both theoretically and experi-
mentally) in two possible configurations: (1) conductivity in the film plane (i.e., lat-
eral or planar conductivity), and (2) conductivity in the direction perpendicular to
the film surface (i.e., normal conductivity). Experimentally, these two types of con-
ductivity can be tested in the planar and sandwich structures, respectively, as shown
in Figure 5.1.

In both cases, the conductivity can be defined as:

σ =
I
V

l
A

(5.1)

where V is the voltage applied between two electrodes, separated by the distance l,
which drives the current I through the cross-section A. The units for conductivity
are [Ω−1m−1] or [Sm−1]. In the planar structures, L is the minimal distance between
the electrodes, and A = d×w is a product of a film thickness d and the electrode
width w; while in sandwich structures, l = d, and A is the area of overlapping of bot-
tom and top electrodes (see Figure 5.1). Usually, in planar structures, L is much
larger and A is much smaller than the respective values in sandwich structures.
These yield a much smaller measured current in planar structures, and a much larger
electric field in sandwich structures. Very often, in order to increase the current, pla-
nar interdigitated electrodes can be used, as shown in Figure 5.2.

In this case, the conductivity is given:
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( )
σ =

−

I
V

l
N wd1

(5.2)

where N is the number of fringes, l is the separation between fringes, and w is the
overlapping of fringes. Such interdigitated electrodes can be produced by photo-
lithography; the structures with the separation l of several tens of microns are com-
mercially available (see, for example, [26]). With typical parameters of
interdigitated electrodes available in our laboratory, l = 60 µm, w = 3.5 mm, N =
16, and the film thickness d = 100 nm, the minimal values of conductivity in the
range from 10−9 to 10−10 (S−1m−1) can be measured using standard electrometric
equipment. Measurements of less conductive materials may suffer from the surface
leakage current caused mostly by moisture in the atmosphere. Performing measure-
ments in a vacuum or in the atmosphere of inert gases (e.g., He, Ar, or N2) may
reduce the limit of measurable conductivity by two orders of magnitude.
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Further improvement of sensitivity can be achieved by reducing the gap between
planar electrodes. The structures with submicron gaps can be made either with
electron-beam or SPM lithography. In the latter case, the gap can be “scratched” in
the thin film of soft metal (e.g., Au, Al, or Cu) with a sharp STM or AFM tip [27, 28].

Technically, the planar conductivity of thin films (particularly, inorganic films)
is very conveniently measured with the four-point probe method, as shown in
Figure 5.3.

The small current between the end electrodes (1 and 4) is driven by a current
source, while the voltage drop is recorded between the middle electrodes (2 and 3).
This allows the elimination of the parasitic resistance of contacts. The parameter of
sheet resistance (rs) can be obtained from these measurements, assuming that the
film thickness is much smaller than its lateral dimensions [29]:

r
V
I

gs = (5.3)

where g is the geometrical factor. If the distance between the electrodes(s) is much
smaller than lateral dimensions of the sample (e.g., the wafer diameter (φ), then g =
π/ln 2 = 4.54. The dependence g(φ/s) is given in [29]. The value of rs is measured in
the unusual units of [Ω/�] (ohm per square), and the units may be mm2, cm2, m2, or
squares of any other dimensions. The resistivity (ρ) and conductivity (σ) of thin film
can therefore be calculated as:

ρ
σ

= =
1

r ds (5.4)

The use of sandwich structures is much more suitable than that of planar
structures for the measurements of poor conducting materials. Simple comparison

of the geometrical factors
l
A

m= − −10 2 1 in (5.1) and
( )

l
N dw

m
−

= −

1
104 1 in (5.2),

calculated using the film thickness of 100 nm, the sandwich electrodes area A = 10
mm2, and the above dimensions for interdigitated electrodes, shows an obvious
advantage of sandwich structures. However, measurements of the conductivity of
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thin films (particularly, organic thin films) in sandwich structures face a typical
problem of short circuiting. There are several reasons to have short circuits in sand-
wich structures: (1) intrinsic (original) defects in thin films, such as pinholes in LB
films, or cracks in sol-gel and electrodeposited films; (2) defects caused by the depo-
sition of metal electrodes, such as “burning” of organic films during thermal evapo-
ration; and (3) mechanical or chemical damage of the film, caused either by metal
spring contacts to the top electrode, or by the dissolving of organic film during the
application of silver-paste contacts, respectively. The latter factors can be easily
eliminated by using spatially separated contacts pads on the bottom and top elec-
trodes (see Figure 5.1). The remaining two factors lead to the formation of metal
filaments across the film, which cause short circuiting.

The presence of filaments can be reduced substantially by a “gentle” evapora-
tion of metals. First, metals with low melting points are preferable from this point of
view. Obviously, gold, with a melting point of 1,064°C, is much more damaging for
organic films than is aluminium (660°C) and indium (156°C). Yet, the evaporation
must be carried out at a slow rate with intermediate stops to cool down the sample
[30, 31]. Cooling down the substrate during metal evaporation, which can be
achieved with a sample holder connected to the liquid nitrogen trap or with a Peltier
cooler within a vacuum chamber, is another solution to the problem [32]. From the
point of view of thermal damage, the “cold method” of sputtering of metals is per-
haps better than thermal evaporation; however, metal particles still have kinetic
energy high enough to damage thin organic films. The metal particles may also carry
an electrical charge, and become more penetrative in the sputtering plasma.

The effect of intrinsic film defects can be reduced by maintaining high standards
of deposition technology. This requires the use of clean rooms, the use of purified
and filtered chemicals for film deposition, and the optimization of technological
processes of film deposition and postdeposition treatments (annealing). In the case
of LB films, the choice of amphiphilic molecules is of crucial importance. Rigid LB
films of fatty acid molecules, usually containing a large number of pinholes and hav-
ing a low melting point (80°C to 120°C), are very difficult objects for electrical test-
ing. Polymer films, not having pinholes, and having higher melting points, are much
more suitable for this purpose.

The existing metal filaments in sandwich structures can be removed by apply-
ing a large bias voltage exceeding the breakdown limit. Large electric current pass-
ing through metal filaments causes their overheating, and subsequent oxidation or
evaporation. The series of consecutive high voltage sweeps gradually increases the
breakdown voltage, as a result of “burning out” metal filaments. This approach
was used in many experiments in thin organic films, including the classical work of
Mann and Kunn on electron tunneling through the Langmuir monolayers of fatty
acids [30–33].

A radical solution to the problem of short circuiting in sandwich structures is the
use of either electrolyte or liquid metal top contacts. The electrolyte contact was
widely used for studying inorganic semiconductors [34, 35]. This method was
applied for the electrical characterization of organic thin films [36–40]. However,
the range of applied voltages is limited because of the electrochemical reactions. In
the case of thin films, we cannot exclude the penetration of the electrolyte through
the film defects, thus causing short circuiting.
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Top electrodes made of liquid metals, such as mercury or In/Ga eutectic, are
much more promising. Actually, the mercury probe technique was widely adopted
in microelectronics for testing deposited layers on satellite silicon wafers during the
development of ICs [41]. The use of mercury electrodes for studying the electron
tunneling through alkanethiols monolayers was recently reported [42–44].

A typical construction of a mercury probe [45], shown in Figure 5.4, comprises
(1) a capillary tube filled with (2) mercury and (3) a metal plunge serving as an elec-
trical contact to the mercury. The position of the probe is adjustable, and it could be
brought into contact with (4) the sample fixed on (5) a metal plate. A microscope
was placed horizontally, in order to observe the contact line between a mercury
drop and the sample.

The inset in Figure 5.4 shows a view of the contact between a mercury drop and
its mirror reflection from the sample surface. The area of the mercury electrode can
thus be calculated by measuring the diameter of the contact.

The main advantage of the mercury probe is the fact that it is a nondestructive
technique, and it can be used instead of the evaporation of metal contacts. This is
true for a majority of inorganic materials, but is not always the case for organic films.
Previous attempts to use the mercury probe for LB and spun organic films were not
successful, due to a very poor adhesion in these layers. Both LB and spun films can be
fatally damaged by the contact with mercury, which has a very high surface tension
of 485 mN/m at room temperature. The mercury drop has become covered with a
monolayer of amphiphilic material, leaving a hole in the film underneath. In con-
trast, polymer films, and particularly electrostatically self-assembled polyelectrolyte
films, have much stronger adhesion, both to the substrate and between polyelectro-
lyte layers, due to electrostatic interaction; at the same time, polymer films provide
the thickness precision comparable to LB films [46, 47]. These films cannot be dam-
aged by the contact with mercury. Our experiments show no visual changes on the
polymer film surface after applying the mercury probe [45, 48].

A relative disadvantage of a mercury probe is its restricted temperature range for
conductivity measurements. The range between mercury’s melting point of 38°C and
its boiling point of 356°C is not that small. However, heating the mercury is a very

5.1 Conductivity of Thin Films 137

To electrical circuit

3

1

2

4
5

Figure 5.4 Schematic diagram of the mercury probe: (1) capillary tube with (2) mercury, (3)
metal plunge, (4) sample, and (5) metal plate. The inset shows a microscopic view of the contact.



hazardous procedure, which releases toxic mercury vapors, so it advisable to do the
temperature range measurements in the vacuum chamber. Additionally, the upper
temperature is limited by the characteristic phase transitions in organic thin films.

5.1.2 Conductivity of Nanocrystalline Materials

As discussed in previous chapters, the majority of materials prepared by chemical
routes are polycrystalline. The size of crystallites, which may vary in a wide range
from tens of micrometers down to nanometers, is of a crucial importance for materi-
als’ conductivity. Even highly conductive materials (in monocrystalline form) suffer
from some serious restrictions of conductivity, due to the effect of boundaries
between crystallites. These restrictions are not that critical for polycrystalline metals
because of their large concentrations of electrons, but they are particularly impor-
tant for semiconductors. A large concentration of surface states, caused by lattice
mismatching on the intercrystallite boundaries, results in the formation of potential
barriers between crystallites, as shown in Figure 5.5.

Electrons in a conduction band require extra energy to overcome the intercrys-
talline barrier. This results in the reduction in conductivity, due to the additional
activation energy (∆E) in the formula for conductivity:

σ σ= −
+









0 2
exp

E E

kT
g ∆

(5.5)

The value of this additional activation energy reflects the mechanism of elec-
trons (holes) scattering, which may include thermally activated hopping, electric
field–assisted processes such as the Pool-Frenkel mechanism, and tunneling [49].
Very often, these mechanisms coexist, so that the activation energy of conductivity
for the same material may differ, depending on the electric field, the temperature, or
the doping impurity concentration.

A classical, well-studied object, illustrating the effect of grain boundaries on
conductivity, is sol-gel TiO2 films [50–52]. Typical features of conductivity of nano-
crystalline TiO2 films processed by sol-gel/spin coating route [53] are shown in
Figures 5.6 and 5.7.

The I-V characteristics of ITO/TiO2/Al sandwich structures measured in the
temperature range from 100K to 400K, and presented in a double-logarithmic
scale in Figure 5.6, exhibit changes in the conductivity mechanism. It transforms
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from Ohmic behavior at low voltages to the space-charge limited (SPL) mechanism
(J≈Vm), with m varying from 1.6 to 2.16 at higher voltages. Arrhenius graphs of
log σ(1/T),as shown in Figure 5.7 for both ohmic and SPL regions, show the increase
in the activation energy at high temperatures. Gradual increase in conductivity at
T<220K is generally associated with the variable-range hopping (VRH) conduction
mechanism, described by the relation [49]:

σ σ= −


















0

0
1 4

exp
T

T
(5.6)

where σ0 is a pre-exponential factor, and To is a characteristic temperature coeffi-
cient, both depending on the density of the localized states at Fermi level N(EF):
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Here ν is the phonon frequency at Debye temperature, and α is the inverse decay
length of the wave function of localized states near Fermi level. The inset in
Figure 5.7 shows a linear dependence of log(σT 1/2) on T−1/4 at the temperatures below
220K. This observation is consistent with (5.6), and it proves that the variable range
hopping mechanism is prevalent at low temperatures.

Activation energies of 0.067 eVand 0.46 eVat high temperatures (T>220K) are
believed to be the ionization energies of shallow and deep donor levels below the
conduction band, respectively. Similar values of activated energies are reported in
[54] for pressed pellets of anatase TiO2 annealed in hydrogen at 400°C, and they
were associated with oxygen vacancies.

At applied voltages higher than 1.8V, when the SCL conductivity takes place,
two values of activation energies 0.047 eV and 0.3 eV are obtained for the high tem-
perature range.

The explanation of the formation of shallow traps in the TiO2 material lies in its
nanocrystalline nature. The large density of surface states located on the grain
boundaries in TiO2 material causes the formation of potential barriers, as shown in
the inset of Figure 5.8. If the grain size (d) is larger than a double depletion width
(2w), then the barrier height preserves its initial value of E0. However, if the grain
size is smaller than 2w, the potential barriers overlap, and the resulted barrier
reduces down to ∆E, as shown in the inset of Figure 5.8.

In the case of a further reduction in d, the potential barriers may appear as small
fluctuations of the conduction (valence) band edge, and may vanish completely
when d << 2w. These energy fluctuations can be calculated as:

∆E E
d
w

= −








 =0

2

4
γ

γ
γ, where (5.8)

The results of this simulation are shown in Figure 5.8. Assuming an initial bar-
rier height value E0 = 0.5 eV and a donor impurity concentration in TiO2 films ND =
1024 m−3 [55], the depletion width can be estimated as:
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w L ED= 2 0β , where L
eND
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=
ε ε

β
0 is the Debye length, and β=

e
kT

.

The above calculations yield LD≈8 nm and w = 50 nm. Applying the results of
this simulation (see Figure 5.8), one can conclude that for the grain size of 5 nm, the
barrier height will be reduced to 0.05 eV, which is very close to the experimentally
observed values of 0.047 eV for the activation energy.

5.1.3 Organic Semiconductors

Organic semiconductors can be defined as molecular crystals consisting of mole-
cules with a well-developed π-electron system. Typical materials belonging to this
class are aromatic hydrocarbons (e.g., naphthalene, antracene, tetracene, and pen-
tacene), porphyrines, phthalocyanines, and many others. Overlapping of π-ele-
ctrons of neighboring molecules is not strong enough, so that the electron energy
spectrum of the material is similar to the spectra of individual molecules, and there-
fore does not form bands. Strictly speaking, band theory is not applicable for
molecular crystals, so that standard terms in solid-state physics, such as conduction
band, valence band, and bandgap, must be used very carefully for the interpretation
of electrical properties of organic materials. For example, the valence and conduc-
tion bands contain a certain number of electron levels, corresponding to the bond-
ing (π) and antibonding (π*) orbitals in molecular crystals, respectively; and the gap
between HOMO and LUMO levels can be treated as the bandgap (see Figure 5.9).

However, the activation energy (∆E) obtained from the experimental tempera-
ture dependence of molecular crystals conductivity is different from the above
energy gap:

σ σ= −

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



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∆ ∆
E

kT
E E Wg (5.9)
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The energy consists of Eg, the energy of the excitation of electron/hole pairs, and
∆W, which is the extra energy required for the delocalization of carriers. Elec-
tron/hole pairs in molecular crystals are still bound to their native molecules, or, in
other words, localized. The physics of electron localization lies in the difference
between the characteristic vibration relaxation times for molecules (10−13 seconds)
and for electrons (10−15 seconds), so that molecules in the lattice are frozen during
movement of the electrons, thus providing electrostatic attraction. Such localization
can be overcome, if it is supplied with the extra energy from phonons (e.g., vibrations
of crystalline lattice). In contrast to solid-state inorganic semiconductors, which have
a mobility in organic crystals with a relatively weak temperature dependence, elec-
trons (holes) have a mobility that depends on temperature exponentially [56]:

µ µ= −






0 2

exp
∆W
kT

(5.10)

Combining (5.10) with the conventional formula for electrons (holes) concen-

tration ( ) ( )n p N
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kTC V
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
exp

2
, one can obtain (5.9).

Although the conductivity is described by equations similar to those in solid-state
semiconductors, the use of band theory for organic semiconductors is limited by the
localization of carriers. It can be understood from the Heisenberg principle of uncer-
tainty in quantum mechanics, ∆Eτ≥h, where ∆E is some characteristic energy in
band theory, for example a bandgap, and τ is the electron relaxation time (or the
mean time between collisions of electrons with lattice ions). Using a definition of elec-

tron mobility, µ
τ

=
e
me

, one can obtain the criterion for the band theory applicability:

µ≥
e

m Ee

h

∆
(5.11)

For example, by taking ∆E ≈1 eV and the mass of a free electron, (5.11) trans-
forms to a simple numerical criterion, concluding that, if the electron mobility is
smaller than 10−4 (m2V−1s−1), then the band theory is not applicable for this material.
In other words, if a free path length of electrons in the material is smaller than the
crystallographic lattice period, such electrons are localized.
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So far, we discussed pure organic semiconductors; however, the presence of
impurities or intrinsic defects has a crucial impact on the conductivity of these mate-
rials. For example, electronegative gases, such as O2, O3, NOx, or SO2, act as accep-
tor impurities, while electropositive gases, such as NH3, or CO, act as donor
impurities in molecular crystals of phthalocyanines and porphyrines. That explains
why organic semiconductors have much higher conductivity values in atmospheric
conditions than in a vacuum [56].

A classic example of organic semiconductors is metal phthalocyanine (MePc)
crystals. The chemical structure of an MePc molecule is shown in Figure 2.21. It is a
very common material, having a high order of chemical purity and a relatively high
melting point of approximately 400°C. These compounds can be easily modified
chemically by attaching some functional groups (R). For example, the substitution
of hydrocarbons makes these molecules soluble in organic solvents and thus suitable
for LB deposition or spin coating, while the addition of ionic groups, such as
SO3

−Na+, makes them water-soluble and suitable for electrostatic self-assembly.
MePc molecules form a crystallographic lattice, in which the main structure unit is a
stack of MePc molecules. Crystals of nonmodified MePc were extensively studied in
the 1970s and 1980s [56]. Later in the 1990s, the interest shifted towards thin films
of MePc prepared by LB deposition [57, 58] or spin coating [59, 60]. Because of
their semiconducting properties, in addition to a very strong optical adsorption in
the visible range, thin films of MePc have found applications in photovoltaic
devices, solar cells, active optical information storage medium, lasers, optical filters,
and many others devices [56, 61, 62]. Conductivity of MePc thin films was studied
extensively by many research groups [63–70]. It was found that conductivity of
MePc films is affected by the presence of electroactive gases, which made MePc
films very attractive for gas-sensing applications. At normal atmospheric condi-
tions, MePc films show p-type conductivity in the range of 10−6 (Sm−1), due to the
presence of acceptor impurity of oxygen. The mobility of MePc films is usually very
low and varied in a wide range of 10−3÷10−8 (m2V−1s−1), depending on the type of
metal and crystallographic structure. As mentioned previously, the use of band-
theory terminology is not appropriate for phthalocyanine films. The temperature
dependence of conductivity for CuPc films yields an activation energy value of 0.81
eV [56]. In a vacuum, the MePc conductivity drops down on two to three orders of
magnitudes, and the temperature dependence gives a higher activation energy of
1.07 eV, most likely associated with intrinsic defects of the MePc films [56]. On the
other hand, in the presence of NOx gas (a mixture of nitrogen oxides NO2 and NO),
the conductivity of MePc increases, because the activation energy associated with
the NOx acceptor impurity is smaller (0.63 eV) [68–70]. The effect of exposure to
NOx gas is not permanent, and the film conductivity recovers after continuous
flushing with fresh air. Heating the sample up to 150°C to 180°C stimulates NO2

desorption, and makes the recovery time much shorter [69, 70]. Even larger effects
on conductivity is produced by exposure to ozone, which gives a shallower acceptor
level in the bandgap of MePc materials [71]. These features of MePc films make
them very attractive for gas-sensing applications [61, 62, 68–70].

Comprehensive analysis of electrical properties of all types of molecular materi-
als is beyond the scope of this book. I can only mention two other large classes of
organic materials—charge transfer complexes and conducting polymers.
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Charge transfer complexes are two-component organic materials having donor
and acceptor molecules in the same lattice. A typical example is a complex
TTF-TCNQ (tetra-thiofulvalen–tetra-cyano-chinodimethane). The TTF donor and
TCNQ acceptor molecules arranged in a regular pattern (e.g., crystallographic lat-
tice) form a conduction and valence band, respectively [56]. The conductivity of
such materials is normally high (in the range of 1÷100 (Sm−1), and depends on the
crystallography of the material and content of the impurities.

Conducting polymers are another type of organic material of extreme impor-
tance, because of their numerous applications in microelectronics and opto electron-
ics, described in [72–75]. In contrast to the previous two types of materials,
polymers have a high mobility of charge carriers, because of a huge system of delo-
calized electrons stretched over the whole polymer chain. Theoretically, in the sim-
plest case of an infinitive (CnHn+1, n →∞) chain having equal length of C-C bonds,
there is no energy gap between HOMO and LUMO levels, so that the metallic con-
ductivity is observed. However, in real polymers, the length of C=C and C-C bonds
are different, leading to the formation of the bandgap, which may reach several elec-
tron volts. Doping polymers with donor (or acceptor) impurities leads to the forma-
tion of electrically charged defects in the system of alternated single (σ) and double
(π) bonds, which can propagate along the polymer chain. Such defects, called soli-
tons, act as charge carriers in polymers (see Figure 5.10).

In fact, soliton is a much more complex formation than a simple misplacement
of a double bond, and it involves mechanical distortion ranging from 10 to 15
repeating units of the polymer chain. Solitons, being a singular wave in a medium
with nonlinear dispersion, can propagate along the polymer chain practically with-
out dissipation, giving rise to high drift mobility [76]. Impurity atoms play yet
another important role in the conductivity of polymers, providing interconnection
between individual polymer chains.

5.2 Electron Tunneling

5.2.1 The Concept and Main Features of Electron Tunneling

Tunneling is a purely quantum phenomenon of the penetration of a quantum parti-
cle (e.g., an electron) through a barrier, with the width comparable to the electron
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wavelength. This effect can be understood as a concept of quantum dualism, in
which a quantum object combines the properties of both a particle and a wave at the
same time. The exact formulation of electron tunneling can be achieved by solving a
Schrödinger equation similar to (4.28) for an electron in a quantum box, changing
the potential barriers to a finite height (see Figure 5.11).

The solution gives two types of wavefunctions, as described in any quantum
mechanics textbook; see, for example, [77]:

1. Periodic function ( )Ψ1 1 1x A e B eikx ikx+ − within a quantum box 0< <x a.
2. Exponentially decaying function ( )Ψ2 2 2x A e B ex x= + −α α inside the

barriers on both sides x a> and x < 0.

If the width of a potential barrier (w) is comparable with the electron
wavelength, then the electron wavefunction outside the barrier

( )( )Ψ3 3 3x A e B eikx ikx= + − is a periodical function very similar to ( )Ψ1 x , but with

reduced amplitudes ( )A A B B3 1 3 1< <and . The probability of finding the electron
outside the barrier, which is equal to Ψ3

2
, is, therefore, nonzero. This phenomenon

is called tunneling, because electrons do not jump over the barrier, but penetrate
right through it.

Tunneling can be understood in terms of a simple mechanical analogy of a
string stretched over three poles. If the middle pole is solid, representing an infinitely
high and wide potential barrier, then the vibration of a string in one section will not
be transferred to another section. If the middle pole is flexible, which is an analogy
of the potential barrier with finite height and width, then the vibrations of the string
will be transferred from one section to another.

The probability that the electron tunnels through the barrier, which is known as
the transmission coefficient (D), can be calculated as [77]:
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( )D D w= = −
Ψ

Ψ

3

2

1

2 0 2exp α (5.12)

where
( )

α=
−2 0m EΦ

h
is the tunneling coefficient, m is electron mass, and

( )Φ0 −E is a potential barrier height. The value of α approximately equals 10−10

(m−1) , so that the exponentially decaying tunneling current becomes negligible at the
barrier width of more than 3 to 5 nm.

In the general case of tunneling through the barrier of indefinite form (V(x)), the
transition coefficient is given [78]:

( )[ ][ ]D D m x E dx
w

= − −








∫0

1 2

0

1
2exp

h
Φ (5.13)

The main feature of electron tunneling is the fact that electron transfers occur
without consuming energy (e.g., on the same energy level). Therefore, electron tun-
neling current does not depend on temperature.

5.2.2 Electron Transfer Through Thin Organic Films

The phenomenon of tunneling was known for a long time. The theoretical possibil-
ity of tunneling was described in 1927 by F. Hund [79]. Experimentally, tunneling
appeared in the spontaneous emission of α-particles from atoms (e.g., α-radioacti-
vity), and was later explained theoretically by Gamov, Guney, and Gordon [80].
The electron tunneling in semiconductors (e.g., tunneling diode effect), was first
reported by Esaki in 1958 [81]. However, the main characteristic of the electron
tunneling which is the exponential decay with the increase in the barrier thickness,
was not proven experimentally until 1970. Mann and Kuhn proved this character-
istic in their classical experimental study of tunneling current through LB monolay-
ers of fatty acids having different chain lengths, and, therefore, thickness [30]. It
was a unique achievement, from the technical point of view, to overcome the prob-
lem of short circuiting in sandwich structures with LB monolayer spacers with
thickness in the range from 1.5 to 3 nm. First, those measurements were undertaken
in the sandwich structures with two aluminum electrodes, which are prone to oxi-
dation at normal atmospheric conditions. In effect, the presence of alumina makes
the barrier thicker, and introduces intermediate surface states on the Al2O3/Al inter-
face, which may assist tunneling [30, 31]. Second, the filaments formed during the
thermal evaporation of the aluminum top electrodes [see Figure 5.4(b)], were
removed by consecutive sweeps of the large dc bias [30–32, 82]. These two factors
make such measurements very doubtful, and many experimental attempts to repeat
this result failed. Perhaps LB monolayers are not the best objects for these kinds of
measurements because of typical pinhole defects. Polymer films, particularly, elec-
trostatically self-assembled polyelectrolytes [45, 48], or closely packed chemically
self-assembled monolayers [83–85].

The results presented below were obtained by dc measurements on the sam-
ples of multilayered polyelectrolyte films deposited onto silicon substrates by
consecutive deposition of layers of poly(allylamine) hydrochloride (PAH) and
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poly(sterylsulfonate) sodium salt (PSS) [48]. The (PAH/PSS)N films having an even
(N = 1, 2, 3, 4, 5) and odd ( )N = 1

2
1
2

1
2

1
2

1
21 2 3 4, , , , number of layers were pro-

duced. In order to avoid the influence of the field effect in Si substrate on electrical
measurements [45], silicon wafers were heavily doped with boron.

The film thickness of 1.36± 0.1 nm per PAH/PSS layer, evenly divided between
PAH and PSS sublayers, was found from ellipsometry measurements. A typical I-V
characteristic of such structures looks like a straight line if plotted in the coordinates
log(I) versus V1/2, as shown in Figure 5.12(a). An exponential decay of the tunneling
current, measured at 1.5V dc bias, with the increase in the number of layers, is
shown in Figure 5.12(b).

The following model was deployed for the interpretation of these experimental
results. The initial rectangular tunneling barrier with the height Φ0 and thickness W
transforms to a trapezoidal barrier when dc bias (eV)is applied, as shown in
Figure 5.13(a).

The integration of a general expression for the transparency of the tunneling
barrier (5.13) yields a formula for the trapezoidal barrier:
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tunneling current through p+Si/(PAH/PSS)N/Hg structures at 1.5V on the number of layers. (From:
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When a large external bias ( )eV>Φ0 is applied, the barrier becomes triangular,

with the reduced thickness of w w∗=
Φ0

eV
, as shown in Figure 5.13(a), and (5.14)

transforms to:

D D
w m

= −
∗







0

0
3 24 2

3
exp

h

Φ

eV
(5.15)

The simulation of the I-V characteristics of the trapezoidal and triangular barri-
ers have been performed using (5.14) and (5.15), and the results are presented in
Figure 5.13. The linear dependence of the exponential factor on voltage transforms
to the V1/2 dependence at large bias, due to the transformation of the barrier from
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trapezoidal to triangular. The above simulation is in good qualitative agreement
with the experimental data in Figure 5.12. In particular, a linear dependence of
log(I) versus V1/2 in Figure 5.12(b) corresponds well to (5.14), and shows that the
barrier is triangular at the bias voltage applied.

The graph in Figure 5.12(b) represents an exponential law for the tunneling cur-
rent ( )I w≈ −exp α through the barrier having the thickness w = Nw0, where w0 is
the thickness of one PAH/PSS layer. From the slope of the graph log(I) versus N in
Figure 5.12(b), a tunneling coefficient α= × − −3 3 10 9 1. m was calculated, using a
value of w0 = 1.36 nm obtained previously by ellipsometry.

Assuming that the barrier becomes triangular at a large bias, the barrier height
can now be obtained from the following expression for the tunneling coefficient:

α=
4
3

0
3 2m

h

Φ

eV
(5.16)

The calculation at V = 1.5V and m = mh* = 0.38 m0 yields Φ0 = 1.1 eV. Since
the tunneling of holes is actually taking place in the p+Si/PAH/PSS film/Hg contact,
the effective mass of holes in silicon was used in the above calculation.

The use of a nondestructive technique of mercury probe confirmed the expo-
nential dependence of the tunneling current on the barrier width, which is the fun-
damental characteristic of electron tunneling.

5.2.3 Electron Tunneling Through Multilayered LB Films

The electron transfer in multilayered LB films in the normal direction is always of
great interest, and a number of publications arre dedicated to this subject [86–88].
The main experimental features, such as the poor temperature dependence of dc
conductivity and its independence on the number of LB layers [89, 90], are
explained theoretically by Sugi [91]. The proposed model of the conductivity across
Y-type LB film combines the electron tunneling through the potential barrier
(formed by hydrocarbon chains), which is equal to a double chain-length (2l), and
thermally assisted hopping within planes (formed by polar head groups), as illus-
trated in Figure 5.14.

The current is therefore described as [91]:

( ) ( )I I l l
N lkTt

= − −






















0

3

22 2
4

1
2

α α
α

π
exp (5.17)

In this formula,
( )

α=
2 0mΦ

h
, m is the electron mass, and Φ0 is the height of a

rectangular potential barrier. The first exponential term describes tunneling
through the barrier, while the second term describes Mott’s electron variable-range
hopping [49] between localized states, with the concentration of
N mt ≈

− −1019 2 1eV . The effect of applied voltage can be seen, using the effective

barrier height in (5.17) ( )
( )

Φ
Φ Φ

0
1 2 0

3 2
0

3 2

∗ =
− −eV

eV
for the tunneling through

the series of trapezoidal barriers, as shown in Figure 5.14. There is no number of
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layers included in (5.17), so the current is invariant of the film thickness. The tem-

perature dependence ln ~
I

I
T0 1 2







 − is hidden in the second exponential term.

The Sugi model was recently applied for the interpretation of the conductivity of
LB films containing CdS nanoparticles [92]. The technology of the formation of CdS
nanoparticles in LB films of fatty acids and calixarenes is described in Chapter 2; the
structure and optical properties of such composite films are discussed in Chapters 3
and 4, respectively. The presence of semiconducting CdS nanoparticles in the insu-
lating LB films must affect the film conductivity; the increase in conductivity is natu-
rally expected. However, the opposite happened. Figure 5.15 shows a decrease in dc
for both stearic acid (SA) and calix[8]arene (CA) LB films after exposure to H2S gas,
and the subsequent formation of CdS nanoparticles.

These electric measurements are carried out at room temperature in sandwich
structures (Al/LB film/Al), with separated contact pads. Both types of LB films dem-
onstrate an exponential rise of current with an increase in applied voltage, which is
typical for electron tunneling through multilayered LB films [91]. Exposure of the
LB films to H2S gas decreases the current readings by about two orders of

150 Electron Transport in Organic/Inorganic Nanostructures

e−

+

_

MetalfilmLBMetal

(b)

(a)

2 l

Φ0
eV

e−
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permission.)



magnitude, for both SA and CA LB films. The only explanation of such behavior lies
in the reduction of the layer-by-layer film order, due to the formation of CdS nano-
particles in the film. Therefore, the effect of larger CdS nanoparticles in the SA films
on their conductivity is much more pronounced, as compared to the effect of smaller
CdS particles in CA films. The layer-by-layer order plays a significant role in the
electron transfer through LB films. A remarkable fact confirming this point is that
the conductivity in much less ordered CA LB films is nearly four orders of magni-
tude smaller than that in well-ordered SA LB films.

All of the facts mentioned above, in addition to the very poor temperature
dependence of current (i.e., a small increase by a factor of two to three within the
temperature range from 270K to 370K), fit well into Sugi’s model of conductivity
through LB films.

5.2.4 Resonance Tunneling

The phenomenon of resonance tunneling is a combination of two effects: (1) tunnel-
ing between the electron states having the same energy, and (2) size quantization of
electrons in a quantum box. Consider the electron transfer through the structure
consisting of a conducting (or semiconducting) quantum dot separated from two
metal electrodes by thin insulating barriers. Figure 5.15 illustrates the schematic
energy diagrams of this structure.

The total separation (w) between metal electrodes is large enough to reduce the
probability of direct tunneling to zero, as shown in Figure 5.16(a). However, if the
Fermi level (EF) in the source contact matches one of the energy levels (Ei) in the
quantum dot, the tunneling will take place through a much thinner barrier w*, via
this intermediate level Ei,with the efficiency close to unity. Such resonance conditions
can be achieved by the application of external dc bias, as shown in Figure 5.16(b).

5.2 Electron Tunneling 151

1.E-12

1.E-10

1.E-08

1.E-06

1.E-04

0 0.5 1 1.5 2 2.5 3
Voltage (V)

C
ur

re
nt

(A
)

SA

CA

3

4

1

2

Figure 5.15 The dc I-V characteristics of sandwich structures containing LB films of SA (1,2) and
CA (3,4) before (1,3) and after (2,4) H2S treatment. (From: [92]. © 2002 Elsevier. Reprinted with
permission.)



The resulting I-V characteristics in Figure 5.16 show peaks, corresponding to the
energy levels E1, E2, E3, and so on.

Assuming the following thickness for the tunneling system (w*= 2 nm and w=
6 nm) and a value of α= 1 nm−1, one can estimate the tunneling transparency coeffi-
cients D and D* for energy mismatching and resonance conditions, respectively:

( ) ( )D D w0
62 2 1 6 614 10= − = − × × ≈ ⋅ −exp exp .α

( ) ( )D D w∗ −= − ∗ = − × × ≈ ⋅0
22 2 2 2 1 2 366 10exp exp .α

Obviously, D D∗ >> , so the system of barriers becomes conductive at reso-
nance conditions.

The effect of resonance tunneling was discovered in 1977 by Mimura [93], and
the exploration of this idea was continued in different solid-state systems [94–99].
Increased interest in resonance tunneling in the last 10 to 15 years is caused by its
application in RTD, which are considered to be one of the main directions in nanoe-
lectronics. Practical realization of RTDs has become possible because of the devel-
opment of MBE. Classical RTD, based on GaAs/AlxGa1−xAs layer structures
produced by MBE, is shown in Figure 5.17 [99].

Further development of RTDs is expected in other nanostructures, of both inor-
ganic and organic nature [100, 101]. Recent developments in organic film technol-
ogy demonstrated its potential in the cost-effective fabrication of RTDs [102–104].

An example of resonance tunneling behavior is a simple structure of PAH/PSS
electrostatically self-assembled film deposited on an Al-coated glass slide using a
mercury probe as a top metal contact [48], as described in Section 4.2.2.

As shown in Figure 5.18(a), the peaks of current are believed to be caused by
resonance tunneling via the surface electron states on the interface between
PAH/PSS film and native aluminium oxide. The shift of the peak position to larger
voltages with the increase in the number of layers deposited (i.e., the film thickness)
supports this suggestion, as shown in Figure 5.18(b).
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5.2.5 Inelastic Tunneling and Inelastic Tunneling Spectroscopy

When energy levels in the source are higher than in the drain during electron tunnel-
ing through the barrier, there is another possibility for the electron transfer, as
shown in Figure 5.19. The excess of energy can be released by an exciting phonon,
and if the energy of the phonon fits exactly into mismatching gap, the electron will
go through. To fulfill such an inelastic tunneling process, a third body is required,
which could be surface states, impurities, adsorbed molecules, or intermediate layers
integrated in the barrier.

This type of tunneling has been experimentally found in the structures semicon-
ductor (or metal)/ oxide/ metal [105–108]. The electon energy can be partially con-
sumed to excite the vibrations (phonons) of the impurity molecules on the
metal/oxide interfaces. The vibrational spectra of impurities can therefore be regis-
tered by scanning over the range of applied voltages, and measuring the current
through the junction. This constitutes the idea of inelastic tunneling spectroscopy
[109–111], which yields spectra similar to those obtained by IR or Raman spectros-
copy. This method has been exploited for years for studying impurities on the sur-
faces of metals and semiconductors [112, 113].

With the invention of tunneling scanning microscopy, this method has attracted
more attention because of the possibility of measuring vibrational spectra of individ-
ual molecules captured between the STM tip and conducting substrate [114–116].

The mechanism of inelastic tunneling was considered for the explanation of con-
ductivity features in different types of nanostructures [117–120].

Turin [121, 122] recently suggested an interesting idea that the phenomenon of
inelastic tunneling might be responsible for the function of smell recognition in the
human olfactory system. According to this theory of the primary act of smell recog-
nition, the donor and acceptor levels on either side of the lypophilic bay of smell
receptors are separated by an energy gap, as shown in Figure 5.20.

If this energy matches one of the vibration energies of adsorbed molecules, the
electron goes through, and triggers the following chain of events—a release of
G-protein, the generation of electric pulses in the nueron, and the transfer of
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electrical signals to the olfactory bulb and to the brain. The human olfactory system
contains a large number of such receptors, which are separated into 20 to 30 groups
(channels), each having a different energy gap between donor and acceptor levels.
This covers a wide spectral range of vibrations, from 500 to 2,500 cm−1. The signals
from these channels go to the powerful neuron computer (i.e., the human brain),
which performs the final stage of signal processing and eventually smell recognition.

Another possibility of the electron energy relaxation during tunneling lies in the
emission of photons. The effect of light emission stimulated by electron tunneling
between the STM tip and the conducting surface via intermediate centers, such as
impurity atoms and adsorbed molecules, is reported in a number of publications
[123–128]. Such an effect is very promising for the future development of novel
nano-optoelectronic devices.

5.3 Single Electron Phenomena

5.3.1 Coulomb Blockade and Staircase I-V Characteristics

Electron transfer between nanodimensional objects is very different from the elec-
tron transfer between objects of a larger scale. Some kind of quantization in the elec-
tron transfer is observed in such structures, which opens up an absolutely new area
of nanoelectronic devices operating with few electrons, often referred to as single-
electron devices. As usual, a very simple physical idea provides a foundation for a
whole range of single-electron phenomena.

Let us consider two particles made of a conducting material (e.g., metal or semi-
conductor), separated by a distance of a few nanometers, which is small enough to
provide direct electron tunneling.

As shown in Figure 5.21, an accidental transfer of an electron from one particle
to another will make them electrically charged, and will create a potential difference

of
e
C2

, where C r= ε is the capacitance of a spherical particle having radius r and
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dielectric permittivity ε. In terms of energy, a potential barrier of ∆E
e
C

=
2

2
is created

between the particles. For large particles (in this case, even submicron particles are
considered to be large), ∆E kT<< even at very low temperatures, so that other elec-
trons ignore that barrier, and can move from one particle to another, forward and
back, without any hesitation. However, for small particles (tens of nanometers and
smaller), this may not be the case, because the energy barrier may become compara-
ble to, or even larger than, thermal energy ( )∆E kT≥ . In this case, the transition of
one electron creates a barrier that prevents further electron transfer between parti-
cles. This effect, called the Coulomb blockade, though quite obvious and known
theoretically [129], was first observed experimentally by Likharev in 1986 [130]. In
this work, the experiments were carried out in a very laborious way, by contacting
40 to 50 nm indium particles adsorbed on the oxidized metal surface with a probe,
and demonstrated the effect of Coulomb blockade at 4.2K. This result was later con-
firmed independently by Grabert and Devoret on similar-sized metal islands formed
with e-beam lithography [131], as well as by many other scientists from different
groups [132–138]. However, for much smaller particles in the range from 3 to 5 nm,
the Coulomb blockade was observed at room temperature [139–143].

In fact, in these publications, the Coulomb blockade effect was registered via I-V
characteristics measurements, which show a staircase-like behavior typical for
single-electron processes. Let us discuss this phenomenon in detail. In the structure
shown in Figure 5.22(a), the nanoparticle (i.e., nanoisland) is sandwiched between
two electrodes. The bottom electrode is separated from the particle by a thin barrier
transparent for electron tunneling (an aluminum plate coated with a native oxide at
atmospheric conditions could be an ideal surface for such experiments), while a
probe electrode lies above the particle at a much larger distance. In such a structure,
the tunneling of one electron from the source to the nanoisland creates a potential
difference of e/2C. Further electron transfer is blocked until the external bias
exceeds the value of e/2C, allowing the tunneling of a second electron.
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The process of a charge transfer in the above system can be described with
Gibbs free energy [144]:

( )
W

Q

C

C

C
QU

ne Q

C
e= + + =

−
+

2
0

2

2 2
const const (5.18)

Here, Q = −ne is the discrete electric charge of the nanoisland, caused by the
tunneling of a small number (n) of electrons from the source; Qe = C0U is the exter-
nal charge, which depends on the dc voltage (U), applied to the gate electrode; C0 is
the capacitance between the nanoisland and the gate electrode; and C is the total
capacitance, including C0. Taking into consideration the fact that tunneling occurs
without changes in W (i.e., dW/dt = 0), the dependence of the electric charge (Q) of
the nanoisland on the external electric charge (Qe) has an obvious staircase behav-
ior, with a single voltage step of ∆U = e/C0, corresponding to the transfer of a single
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electron (∆Q = e) to the island. This dependence is shown in Figure 5.22(b). At 0K,
the steps would have an ideal rectangular shape, and the temperature increase would
result in the smearing of the steps.

5.3.2 Single-Electron Devices and Their Practical Realization

The great potential of the single-electron phenomena in the application of nanoelec-
tron devices was realized very soon after its discovery. The single-electron transistor
(SET) was proposed independently by Likharev [145] and Devoret [146], and a
large number of other single-electron devices evolved from it [147–154].

A three-port device is shown in Figure 5.23(a) [144]. The nanoisland is sepa-
rated by tunnel junctions from the source and drain contacts. The gate contact,
although separated by a larger distance from the nanoisland to prevent direct tun-
neling, can affect the island electrostatically.

158 Electron Transport in Organic/Inorganic Nanostructures

Source-drain voltage (e/C)

210−1−2

V (for Q = 0)t 0

Q = 0e

Q = e/2e
k T = 0.01 e /Cb

2

C
ur

re
nt

I(
e/

RC
)

R = R = R/21 2

C = C = C/21 2

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

+V/2

Drain

I(t)

Source

U

−V/2

(b)

(a)

Gate

Figure 5.23 Single-electron transistor: (a) the structure and (b) the source-drain I-V curves for
several values of the the gate voltage Qe. (From: [144]. © 1999 IEEE. Reprinted with permission.)



The expression for the Gibbs free energy can now be written as [144]:
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where n1 and n2 are the number of electrons passed through the barriers 1 and 2,
respectively, so that the number of electrons on the island n = n1− n2; total capaci-
tance C = C0 + C1 + C2, equal to the sum of the capacitances of the gate, source, and
drain; V is a source-drain voltage; and U is a gate voltage (Qe = C0U). Typical
source-drain I-V characteristics are shown in Figure 5.23(b). When no gate voltage
applied (i.e., Qe= 0), there is no current through the transistor at low source-drain
voltages (V) because of Coulomb blockade. When the voltage reaches the threshold
of V = e/C, the Coulomb blockade is overcome, and the current rises, following a
nearly ohmic dependence. By applying the gate voltage (U = C0Qe), it is possible to
charge the island discretely, and, therefore, remove the conditions of Coulomb
blockade, and make the transistor conductive, even at small V. In fact, the I-V curve
can oscillate with a period of ∆U = e/C0 in the course of sweeping the gate voltage,
as shown in Figure 5.23(b).

An SET is the simplest, most basic device, which launched a series of different
single-electron devices and logic gates [144–148, 155, 156].

The chain of nanoislands, as shown in Figure 5.24(a), can operate as a memory
[144]. The energy of the nanoislands reaches the maximum somewhere in the mid-
dle of the chain, as shown in Figure 5.24(b). By applying a certain voltage to the
gate, a single electron can go through the chain of islands, and be finally trapped in
the last one.

This is equivalent to “writing in” the memory devices. It can be released (i.e.,
the memory can be erased) by allying gate voltages of opposite polarity. Other mem-
ory devices, such as turnstile and pump, based upon the same operational principle,
can be built on the nanoisland arrays [144, 157–159].

An SED can be produced by different means of nanotechnology. One of the
first SETs, operating at 100K, was commercially produced by the evaporation of
aluminum from two angles through the suspended mask [160]. SIMOX technology
combined with electron beam lithography [161–164] seems to be the most promis-
ing technology for commercial SET fabrication. An interesting example of SET,
produced by standard Si planar technology without deploying any of nanolithogra-
phy facilities, is given in [165, 166]. A silicon island, formed by the conventional
UV lithography on SOI substrate on the cross point of SiO2/Si3N4 layers, has
dimensions approximately equal to 100 nm, and thus shows staircase I-V charac-
teristics at 21K.

STM nanolithography is another excellent technique to form nanojunctions.
Figure 5.25(a) shows the SET-produced 3-nm-thick Ti film by its local anodic oxi-
dation under STM tip [167].

Because of the extremely small size (3 to 4 nm) of Ti islands, a well-pronounced
staircase I-V characteristic was observed at room temperature, as shown in Figure
5.25(b). An even better step-resolution (∆U = e/C0≈1V) was reported to be
achieved on the Nb/NbO3 SETs, produced by anodic oxidation, using an STM
probe [168].
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5.3.3 Single-Electron Phenomena in Organic Films Containing Nanoparticles

How do the organic film technology and chemical routes of the formation of nanos-
tructures contribute to the hot subject of single-electron devices? The use of colloid
nanoparticles for the realization of SED is quite obvious. In many respects, it is much
easier to use well-defined colloid nanoparticles (made of either metals or semicon-
ductors), instead of nanoislands (formed using sophisticated and expensive nano-
lithography). The SED can be produced by introducing nanoparticles into the
preformed gap between two metal electrodes. First, the gap is larger (in the range
from 10 to 20 nm), and can be produced by simpler means (e.g., e-beam, or
STM-scratching lithography). Second, random deposition of 2- to 3-nm nanoparti-
cles within a much larger gap gives a reasonably good probability of obtaining
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functioning devices. The use of self-assembly will allow the more precise deposition
of nanoparticles in the gap.

The first observation of Coulomb blockade at room temperature was achieved
by Erokhin, with STM current measurements in a fatty acid LB bilayer containing
CdS nanoparticles [139–141]. The technology of the formation of such films is
described in Chapter 2. The presence of CdS particles approximately 3 nm in size
allows the registration of staircase I-V characteristics at room temperature, as
shown in Figure 5.26. The difficulties with the thermal drift during STM
spectroscopic measurements are overcome by depositing LB films onto the STM tip,
as shown by the inset in Figure 5.26.
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The colloid nanoparticle approach in SET was successfully implemented by
other research groups, using noble metal nanoclusters or semiconductor nanoparti-
cles [169–172]. The use of extremely small (in the range from 1.2 to 1.4 nm) CdS
clusters formed within calixarene LB films, as described in previous chapters, is a
very promising direction for the fabrication of SET, having the step-resolution rang-
ing from 1V to 2V, and operating at room temperatures (or even higher).
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C H A P T E R 6

Applications of Organic/Inorganic
Nanostructures in Microelectronics and
Optoelectronics

6.1 Organic Films in Conventional Microelectronics

6.1.1 Organic Films as Insulating and Passivating Layers

Organic films and polymers have well-established applications in microelectronics
as photoresists and passivating materials for final encapsulation of electron devices
and microchips. The use of organic films as insulators in active devices, such as gate
insulators in MOSFETs, was rather limited in the past, because organic materials
could not compete with inorganic insulators, such as SiO2 and Si3N4.

Since the 1980s, organic films were always considered as possible alternatives
for inorganic insulators in the course of scaling down the electron devices, following
Moore’s law [1]. However, the quality of organic films was not good enough. For
example, LB films, despite being precise in thickness down to nanometer levels,
have poor mechanical and thermal stability, as well as a large number of defects,
such as pinholes, and thus have poor electrical insulating properties [2, 3]. In the last
decade, as a result of great progress in organic films technologies (such as polymer
film deposition and self-assembly), organic gate insulators have become a reality
[4]. Gate insulators in MOSFET and CMOSFET are required to have high dielectric
permittivity, which can be achieved by using composite polymer materials doped
with some other organic molecules or inorganic inclusions, such as nanoparticles
[5]. Another application, which requires high dielectric constant materials, includes
capacitors fabricated with the metal organic chemical vapor deposition (MOCVD)
technique. Some polymer/ceramic composites are able to increase the capacitance
density up to 50 nF/cm2 [6].

At the same time, passivating materials must have low dielectric permittivity in
order to reduce parasitic capacitances, and thus increase operating frequency [5].
Some polymer materials having low dielectric permittivity are very suitable for this
purpose [7–15]. Composite and porous polymer materials offer another possibility
of the fabrication of passivating layers with low dielectric permittivity [16–19].
Porous polymer structures can be formed, for example, by foaming aromatic/ali-
phatic polyesters under illumination and then curing at 280°C [20].

Dielectric properties of thin organic films, including the effect of traps and sur-
face states on the insulator/semiconductor interface, are well studied [21]. In con-
trast to the SiO2/Si system that always has a positive surface charge, which can be
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reduced or overturned by the ion implantation of boron, organic (polymer)
insulators may have either a negative or a positive charge, depending on the types of
materials used and their chemical treatment [22]. The electric transport in
metal/insulator/metal (MIM) sandwich structures with thin self-assembled organic
films were studied thoroughly, using a mercury probe as one of the metal electrodes
[23–26] with a view towards the application in novel nanoelectronic devices. Tun-
neling properties of MIM structures, particularly the tunneling decay constant, were
evaluated from these measurements.

Some of polymer insulating films, prepared by the alternate deposition of
polypyrrole (PPY) and polythiophene acetic acid (PTAA), demonstrate anisotropy
of electrical properties, with the semiconducting behavior in the lateral direction and
the metallic conductivity in the normal direction [27, 28]. Such anisotropy of con-
ductivity is a very interesting phenomenon that may lead to the development of new
nanoelectronic devices.

The advances of electrostatically self-assembled films used as passivating layers
for GaAs, which does not have a native oxide, are demonstrated in [29]. The con-
ductivity of polymers can be increased by the introduction of doping impurities.
Some dopands can be initiated photochemically [30], which gives a possibility of
patterning the polymer layers by the formation of conducting channels.

6.1.2 Active Organic/Inorganic Devices

Organic materials, and, particularly, polymers, can be used for the fabrication of
active electron devices (e.g., diodes, transistors, or switches) [31–36]. The founda-
tion of this direction in microelectronics was laid in the 1990s, and it is closely
related to the development of conjugated polymers [37–39]. Chemical structures of
typical conjugated polymers, which are quoted throughout this chapter, are shown
in Table 6.1.

Polymers in their basic (unsubstituted) forms, as shown in Table 6.1, are insolu-
ble. To make them soluble in organic solvents, and thus suitable for film deposition
(e.g., by spin-coating), different substituting side groups are introduced. The electri-
cal conductivity feature of these polymers is due to the formation of a delocalized (or
conjugated) π-electron system, and the conductivity can be increased by doping with
either donor (e.g., Na, K, Li, or Ca) or acceptor (e.g., I2, Cl, PF6, BF6, or AsF6) impuri-
ties. The conducting properties of the these polymers can vary from insulating (with
typical conductance of 10−8 S/m), to semiconducting (10−3 S/m), and to metallic (102

S/cm), depending on the substituting groups and doping.
More recent works report on the formation of organic heterojunction diodes by

depositing LB multilayers of a polyaniline/stearic acid 1:1 mixture onto films of
poly(3-methylthiophene) electro-polymerized onto gold electrodes [40]. The above
diodes demonstrate a high rectification factor. Low cost field-effect transistors can
be formed from poly(3-octylthiophene), poly(3-dodecylthiophene), Arylamino-
poly(phenylene-vinylene), poly(2-methoxy, 5 ethyl (2’ hexyloxy) paraphen-
ylenevinylene), and pentacene from a soluble precursor, and with silicon dioxide or
poly(4-vinylphenol) as a gate insulator [41].

Polymer junction field-effect transistors (JFET) can be fabricated using
poly(3,4-ethylene-dioxythiophene)/poly(styrene sulfonate) (PEDT/PSS) as the chan-
nel, and poly(2,5-hexyloxy p-phenylene cyanovinylene) (CNPPV) as the gate
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layer [42]. The advantages of the these devices lie in their mechanical flexibility,
light weight, and low cost. They show a current of 13.8 µA at zero gate voltage, and
a pinch-off at 1V, which are parameters very similar to conventional JFET devices.

An interesting example of molecular memory devices is shown in [43]. The
phase transitions in ultrathin polyelectrolyte multilayers of poly(allylamine hydro-
chloride)/poly(styrenesulfonic acid) (PAH/PSS) are observed in response to changes
in the pH of the environment. These films exhibit a history-dependent swelling
behavior and molecular conformational memory. Well-studied traditional organic
materials, such as phthalocyanines, can be also used in organic field-effect transis-
tors (OFET) [44].

The use of polymer transistors as light emitting devices was recently reported.
Semiconducting conjugated polymer poly(3-hexylthiophene) (P3HT) was used as
the hole-transport layer for a polymer LED in [45], while poly[9,9-di(ethyl-
hexyl)fluorene] was used as interdigitated source/drain electrodes on the Si/SiO2

substrate in [46]. The original rubbing technique of molecular alignment of
poly(3-alkylthiophene) was proposed in [47] for the fabrication of field-effect tran-
sistor (FET) devices, which results in anisotropy of conductivity ranging from 5 to
20 for the current in parallel and orthogonal directions, with respect to the friction
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direction. The combination of polymer materials with traditional inorganic materi-
als is very common in polymer microelectronics. Conjugated polymer thin film tran-
sistors are fabricated using silicon dioxide (SiO2) and polyimide films as a dual layer
gate dielectric on a plastic substrate [48]. The dual layer gate dielectric shows good
insulating properties and a flat band voltage of 0.5V. Direct assembly of molecules
on silicon surfaces was used in [49] for the fabrication of hybrid organic-
semiconductor transistors. Aryl diazonium salts were used to assemble covalently
on a hydride-passivated, oxide-free n-type Si(111) surface. The monolayer modifies
the electrical properties of the interface, and exhibits nonlinear current-voltage
characteristics.

The charge transfer and capturing processes on the organic/inorganic and
organic/organic interfaces were studied recently in [50, 51], with a view to applica-
tions in hybrid organic/inorganic electron devices. With the same purpose, the exci-
ton processes in organic/inorganic structures were studied in [52].

An all-polymer transistor was demonstrated in [53]. All components were pro-
duced by the low-cost method of jet printing. In this type of transistor, having a
channel length of 5 µm, the high electron mobility 0.002 m2V−1s−1, and the on-off
current switching ratio of 10 were achieved. Recent advances in polymer microelec-
tronic devices were demonstrated in [54], which reports on the fabrication of a digi-
tal circuit containing 171 transistors that are able to convert a parallel word of four
bits into a serial bit sequence. The polymer poly(3,3"-dihexyl-2,2’:5’,2"-terthi-
ophene) (PDHTT) was used as a semiconducting material.

The advanced technology of molecular beam epitaxy was considered for the fab-
rication of hybrid organic/inorganic photonic and electronic devices [55]. The
organic molecular beam deposition technology allows the reproducible growth of
complex layer sequences, with a defined thickness of various organic semiconduc-
tors in combination with dielectric films, and with conducting layers of metals and
indium tin oxide (ITO). For example, organic/inorganic heterostructure diodes
based on thin crystalline films of 3,4,9,10-perylenetetracarboxylic dianhydride
(PTCDA) on III-V semiconductors were produced. Such devices were operated in
the gigahertz frequency range.

Scaling down the size of electron devices requires advance methods of pattern-
ing. In addition to the well-established electron beam lithography, the electron
holography method has been proposed recently as a high resolution imaging tech-
nique for the fabrication of organic electron devices [56]. Another possibility is to
use AFM lithography for patterning of polymer layers [57, 58].

6.2 Organic/Inorganic Optoelectronic Devices

Optoelectronics is the area in which organic films and organic-inorganic nanostruc-
tures have found their main applications in the last decade. These achievements are
reviewed in [59–63]. Organic-inorganic composites represent a very interesting class
of materials with great potential in optoelectronics applications. The unique fea-
tures of these materials related to the phase interpenetration can be used in elec-
tronic and optoelectronic devices, as well as for bioencapsulation, chromatographic
separation, catalysis, and nanolithography [59]. For instance, LEDs produced by
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chemical routes demonstrate longer lifetime, lower power consumption, higher
brightness, and better spectral purity, as compared to solid-state LEDs [60]. In
recent years, significant progress has been achieved in the synthesis of various types
of polymer-nanocomposites, and in understanding their optical and electrical prop-
erties. As a result, organic nanocomposite devices, such as light emitting diodes,
photovoltaic devices, and solar cells, have been developed using methods of thin
organic films, such as chemical and electrostatic self-assembly, contact printing, and
spin coating [63]. As compared to solid-state devices, the main advantage of the
optoelectronic devices prepared by chemical routes is their cost effectiveness.
Moreover, novel composite materials based upon conductive polymers, such as
poly(aniline), substituted poly(paraphenylenevinylenes), or poly(thiophenes), when
mixed with semiconducting nanoparticles, such as CdS, CdSe, CuS, or ZnS, show
new properties of materials; such properties include interpenetrating networks, p-n
nanojunctions, or “fractal” p-n interfaces [63], which are not achievable by tradi-
tional microelectronics technologies. The main applications of organic nanostruc-
tures in optoelectronics are outlined below.

6.2.1 Nanostructured Photovoltaic Devices and Solar Cells

Photovoltaic devices and solar cells are examples of a traditional application area,
where organic and inorganic materials work together and complement each other in
the same device. Typically, the solar cell is a shallow p-n junction that separates the
hole-electron pairs generated by light, and thus creates the voltage on the electrodes
(see Figure 6.1).

The majority of commercial solar cells are made of silicon [64]. The technology
of silicon solar cells has reached a state of perfection, resulting in a high efficiency of
solar energy conversion (up to 28%) [65]. This is close to the theoretical limit of sili-
con solar cells. At the same time, solar cells made of other semiconductor materials,
such as II-VI and III-V (e.g., cascaded heterojunctions), are able to achieve much
higher efficiency, up to 70% [65]. Another important factor in solar cell develop-
ment is the cost. Monocrystalline silicon devices are expensive though effective. A
search for alternative materials (e.g., other semiconductors, organic materials, poly-
mers, or composite heterostructures) for photovoltaic devices and solar cells is con-
stantly being pursued. For example, less expensive polycrystalline silicon devices are
not as effective as the monocrystalline devices, but this lower efficiency does not
prevent their applications in a number of areas where the maximal efficiency is not
essential.

The efficiency of solar cells can be derived from the equivalent circuit and
current-voltage characteristic of the p-n junction [65]. The equivalent circuit,
shown in Figure 6.2(a), contains the current source (ISC) due to the generation of
electron-hole pairs, the p-n junction, and the load resistor (RL).

By varying the value of RL from 0 to ∞, one can plot the load characteristic, as
shown in Figure 6.2(b). RL = 0 represents the case of the short circuit condition,
with the short circuit current equal to the current source I = ISC, but V = 0. Another
extreme at R = ∞ gives open circuit conditions, with I = 0 and V = VOC. The opti-
mal value of RL allows the extraction of the maximum power from the solar cell, Pm

= ImVm, which is shown as a dark rectangular area in Figure 6.2(b). Using the
Schottky formula for the current-voltage characteristic of a p-n junction,
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where I0 is the reverse saturated current, one can now obtain the open circuit voltage
and the output power
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Figure 6.1 (a) Schematic diagram of the p-n junction solar cell. Energy band diagrams of a p-n
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characteristic of the p-n junction solar cell.
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The maximal power can be found from the condition of dP/dV = 0:
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where Em is the maximal energy extracted from the solar cell. The efficiency of a

solar cell ( )η can therefore be defined as: η=
E

E
m

light

, where Elight is the energy of light

incident of the solar cell.
One purely methodological problem of solar cell measurements has to be

addressed at this stage. Although the Schottky formula for the current-voltage char-
acteristic of p-n junctions is used in the above derivation, it does not mean that solar
cells have to be studied by measuring their I-V characteristics. In a majority of publi-
cations, the measurements of I-V curves in the darkness and under illumination are
used to evaluate the maximum power, as shown in Figure 6.3.

The critical points, ISC and VOC, are the same as on the load characteristic [see
Figure 6.2(b)]. However, the I-V dependence in the fourth quarter might vary
because of different physical conditions, such as the position of quasi-Fermi levels,
the recharge of the traps or surface states, or the injection of carriers from contacts.
In some situations, both methods of I-V and load characteristics can give the same
results, but this is not always the case for heterostructures, multilayered structures,
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and organic materials. The recommendation is to use the more universal load char-
acteristic method with a high resistance input voltmeter and a variable load resistor,
as shown in Figure 6.2. We are not supposed to apply a voltage to a solar cell, but to
extract it.

The efficiency can be calculated numerically or graphically for p-n junctions
made from certain semiconducting materials, by using the solar spectrum and the
dependence of Em on the bandgap of semiconductors, Em(E) [65]. The calculation
yields the maximum possible value of 31% for the p-n homojunction made from the
material with Eg = 1.35 eV, which is close to GaAs. In fact, all semiconductor mate-
rials having Eg in the range of11 1 5. .÷ eV give the same efficiency of approximately
30%. Therefore, the efficiency of modern silicon solar cells, which range from 25%
to 28%, is very close to the theoretical limit. It is interesting that the cascaded p-n
junctions with different Eg or heterojunctions can give much high efficiency up to
72% [65]. This fact stimulates the research in the solar cells based on new semicon-
ductor materials and their combinations in cascades and heterostructures.

During the last 30 years, all possible combinations of materials in p-n junctions
and metal-semiconductor Schottky contacts were tested as photodetectors and solar
cells. The most suitable combinations for solar cells applications can be separated
into two classes. First, there are either purely solid-state devices, built on either sin-
gle type semiconductor materials, similar to that shown in Figure 6.1(a), or hetero-
junctions consisting of two or more different semiconductor materials, including
organic semiconductors or conducting polymers. Second, there are devices based on
dye-sensitized semiconductor electrodes with an electrolyte contact, often referred
to as Graetzel’s cells [66]. The homojunction devices are mostly based on silicon,
including polycrystalline and hydrogenated amorphous silicon. These devices are
described in [67], and are not considered here. Both designs (solid-state devices and
electrolyte contact devices) are shown in Figure 6.4.

The common characteristic of both designs is the transparent substrate (glass or
polymer), with the conductive ITO coating. The n-type semiconducting layer must
be transparent in the visible range. One of the best materials of this kind is TiO2,
which can be produced by different experimental techniques, including chemical
routes of sol-gel [68, 69] or electrodeposition [70].

Since TiO2 does not absorb light in the visible range, a layer of light-absorbing
organic material (i.e., a sensitizing layer) must be deposited on top. This can be a thin
film of organic semiconductors, such as phthalocyanines [68, 71] thathave a very
strong adsorption coefficient (in the range from 104 to 105 cm−1) in the visible spectral
range, and, at the same time, have a p-type conductivity, which helps to separate the
electron-hole pairs generated by light. Many other organic materials are used as
light-absorbing and hole-conducting media [72], including porphyrines [73] or
cyanine and merocyanine dyes [74]. Conjugated polymers are another excellent
choice of light-absorbing and conducting materials for solid-state solar cells [75–79].
Conjugated polymers can be used in photovoltaic devices in many different ways:
as light-harvesting materials, and a hole conducting material [75–84]; as n-type
materials for charge separation [79, 85]; and as materials for both top and bottom
contacts [86]. A combination of the above has resulted in the fabrication of fully plas-
tic photovoltaic devices and solar cells [85]. Great progress in organic solar cells has
been recently achieved using fullerene C60 as a light-harvesting material [87–90].
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Fullerene/conjugated polymer bulk heterojunctions, formed by two interpenetrating
donor-acceptor networks, improves the efficiency of solar cells, and shows the way
for commercial development of fully plastic photovoltaic devices. The same concept
of interpenetrating networks is exploited in the case of carbon nanotubes/polymer
composite materials having twice the quantum efficiency compared to standard
ITO-based devices [91].

The main criterion for selecting the light-harvesting layer is a high quantum
yield and the best possible coverage of the visible spectral range. Ruthenium
complexes are very good candidates for this role [92–95]. Sometimes combina-
tions of two or more different dyes are used in order to cover the entire solar
spectrum [96–98].

It is difficult to imagine a light-harvesting complex more efficient than chloro-
phyll, which is why solar cells, sensitized with either chlorophyll derivatives or natu-
ral light-harvesting complexes containing chlorophyll, is a very promising direction
in solar cell development [99–101]. An attempt to deposit a light-harvesting
complex (LHC-II) extracted from leaves onto solid substrates, using the electro-
static self-assembly technique, has been done in [102]. The absorption spectra of
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LHC-II/PAH ESA films demonstrate two characteristic adsorption bands, one in a
range from 435 to 470 nm, and another at 680 nm, with a linear dependence of the
absorbance on the number of LHC-II/PAH layers deposited. The films retained their
optical activity. Their luminescence spectra, as shown in Figure 6.5, are similar to
that of LHC-II in solution, but slightly broadened, perhaps due to the aggregation of
LHC-II complexes in the solid phase. A larger Stokes shift of the LHC-II lumines-
cence, observed in ESA films, can be attributed to the strong Coulomb interaction
between LCH-II and polycation layers.

Ideally, the light-harvesting organic layer must have a p-type conductivity, and
form a heterojunction with an n-type titania layer, in order to separate electron-hole
pairs generated by light. Alternatively, charge separation can be achieved by bringing
dye molecules into direct contact with the electrolyte containing ion redox-couples.
As a result of the photoelectrochemical reaction between the dye and the electrolyte,
electrons drain into TiO2, and positive ions in the electrolyte drift and discharge on
the metal counterelectrode (usually made of chemically inert Pt). For this type of
device, the area of the dye/semiconductor interaction must be as large as possible,
which can be achieved by using porous TiO2 layers [103–105]. Such nanoporous
semiconductor layers can be formed by depositing and sintering titania nanoparticles
[106]. Other semiconductor layers of metal nanoparticles can improve the efficiency
of solar cells because of their sensitizing properties [107–110]. Other semiconduc-
tors, such as metal oxide [111–114] and II-V [115–118] semiconductor materials,
can be used as photocathodes.

The role of the electrolyte is very important for the performance of Graetzel’s
solar cells. A typical drawback of electrolytic solar cells is the limitation on the ion
drift through the electrolyte, with the immediate effect on the efficiency at a high
level of irradiation. In order to improve the performance, some additives that
increase the ion conductivity of the electrolytes must be used. From the engineering
point of view, liquid contact is not preferred, due to the extra effort of sealing the
device, the high probability of the electrolyte leaking out or drying, and the

180 Applications of Organic/Inorganic Nanostructures in Microelectronics and Optoelectronics

LHC II in solution

LHC II in ESA film

Wavelength, nm
600 620 640 660 680 700 720 740

A
bs

or
p

tio
n

/
Fl

uo
re

sc
en

ce
, r

el
.

0.0

0.4

0.8

1.2

1.6

2.0

2.4 676 680

676 700

Figure 6.5 Fluorescence (excitation and emission spectra) of LHC-II in (top) solution, and
(bottom) ESA film.



temperature limitations. The use of highly conductive solid electrolytes might be an
excellent engineering solution for solar cells [119–122].

However, fully solid-state solar cell devices are preferable for industry. The het-
erojunctions based on II-VI [123–130] and III-V materials [131–134], produced by
the chemical techniques of either electrodeposition or sol-gel [135], can offer a
cost-effective alternative to silicon solar cells. Such heterostructures have the poten-
tial for further development, with the goal of achieving the theoretically predicted
light conversion efficiency of approximately 70%. Some other cost-effective tech-
niques, such as screen-printing [136] or layer-by-layer electrostatic self-assembly
[137], can be successfully exploited for solar cell fabrication.

The characteristics of solar cells and their performance, including light conver-
sion efficiency and long term stability, are studied extensively in [138–145], and the
conclusions can be summarized as follows. Silicon-based solar cells are still the most
popular and commercially viable, but they have almost reached the theoretical maxi-
mum of the efficiency. Electrolyte-based solar cells are very inexpensive, but the effi-
ciency of the best devices is typically in the range from 7% to 10%. However, they
are not stable, and their characteristics tend to degrade during exploitation. Other
typical faults include drying out or leaking out of the electrolyte, and the resultant
environmental problems. Very often, their efficiency under full sun illumination can
drop dramatically due to the limitation of ion supply. The dry solar cells based on
solid electrolytes have a lower efficiency, approximately 8% in the best designs, but
have more potential for long-term stability and exploitation. Purely solid-state semi-
conductor solar cells, with their efficiency reaching 18%, constitute a very promising
direction in solar cells research and development, because of their potentially very
high efficiency (approximately 70%) and stability. There are some concerns, how-
ever, regarding the cost, mechanical flexibility, and environmental effects of toxic
halcogenide components. The use of conductive polymer or polymer/inorganic com-
posites in solar cells constitutes a very promising direction, especially considering the
unique mechanical properties of these materials.

6.2.2 Light-Emitting Devices

Light-emitting devices (LEDs) are one the main applications of materials processed
by chemical routes, which include purely organic materials, nanostructured inor-
ganic materials, and their composites. The discovery of conducting polymers
[146–148], which was awarded the Nobel Prize in Chemistry in 2000, has resulted
in a great development of polymer-based devices, such as diodes, transistors, light-
emitting devices, and photovoltaic devices. Similar to sensors, a huge variety of
organic materials (as compared to the rather limited selection of inorganic semicon-
ductors) can offer greater electronic and optical properties [149]. This results in the
commercial production of organic LEDs which have high efficiency and brightness,
cover the entire visible spectral range, and offer unique mechanical properties (e.g.,
flexibility and light weight). Finally, they are substantially less expensive than
solid-state LEDs.

The physics background of light-emitting devices is the effect of electrolumines-
cence discussed in Chapter 4. LEDs prepared by chemical routes can be separated
into two classes: (1) LEDs based on semiconducting polymers, and (2) LEDs based
on nanostructured inorganic materials, mostly colloid semiconductor nanoparticles.
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The operational principles of polymer LEDs were developed in 1990s (see
[150–169]), and they are described briefly next. Polymer LEDs are typically depos-
ited on the transparent insulating substrates with transparent conductive coating,
for example, ITO coated glass. Sometimes, instead of ITO, transparent conductive
polymers can be used. The polymer layer (or layers) can be deposited by spin coat-
ing, and metal electrodes are evaporated on top. The structure of a polymer-based
LED is shown in Figure 6.6, along with the respective band diagrams.

The injection of carriers from the metal contact is accompanied by the direct
recombination of the carriers in the polymer bulk. Polymer LEDs can operate as
monopolar or bipolar devices, depending on the concentration of electrons and
holes, and their mobility. In bipolar devices, the injection and conductivity of both
types of carriers (electrons and holes) takes place [157]. The scheme in Figure 6.6 is
very simple. In reality, it is much more complex, and comprises several polymer lay-
ers serving as blocking layers for holes or electrons, thus providing monopolar
operation conditions [158]. The efficiency of polymer LEDs is not high. The theo-
retical analysis shows that the luminescence yield in polymer LEDs cannot be more
than one-fourth of the photoluminescence, due to spin statistic; however, a much
smaller luminescent yield, approximately 5% or less, is observed experimentally
[157]. The efficiency of LEDs can be substantially improved by using metals with a
low work function (e.g., Ca instead of Al [158]).

A large number of different conjugated polymer materials were exploited for the
development of LEDs. They include poly(vinilene) [150], poly(phenylene
ethynylene) [170], PPV [171], oxadiazole [172], thienylene-phenylene copolymers
[173], and many others. Polymer-based LEDs cover the entire visible spectral range,
particularly, the blue region [174–180]. The combination of different types of conju-
gated polymers in the same device allows the fabrication of white LEDs, due to over-
lapping of their emission spectra [181]. Recent reports discuss the formation of
novel polyfluorene based LEDs, having high power efficiency and bright emission in
the blue spectral region [178–180, 182–187]. A slightly different approach in LED
fabrication is proposed in [188], using solid electrolytes and polyelectrolytes. LEDs
based on silicon alternated copolymers are proposed in [189].

Following the trend of scaling down microelectronic and opto electronic
devices, the arrays of submicron-size LEDs have been fabricated [190]. The shape of
microLEDs arrays is a subject of an investigation with the aim of further improve-
ment of LED efficiency [191–193].
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An alternative approach in LED development is based on the use of inorganic
semiconductor nanoparticles. The principles of electroluminescence in semiconduc-
tor nanostructures is described in Chapters 4 and 5. The efficiency of the lumines-
cence of inorganic materials is generally higher than that of organic ones. The
principles of LEDs based on nanostructured inorganic semiconductor materials is
described in [194, 195]. The control of the spectral position of the emission band
can be achieved by varying the size of nanocrystallites or nanoparticles [196–210].

Traditionally, nanoparticles made of II-VI and III-V semiconductors, having
direct band recombination, constitute the majority of LEDs [197–201]. The inter-
esting observation of anti-Stokes photoluminescence (i.e., photon energy upconver-
sion) from size-quantized CdSe and InP nanocrystalline colloids is reported in [200].
The explanation of anti-Stokes photoluminescence involves surface states.

Some other methods of processing of nanostructured materials, such as sol-gel
[202], laser ablation [203], and sono-chemistry [204], can be exploited for the for-
mation of light-emitting nanostructured materials. In the latter method, a combina-
tion of the standard colloid chemistry approach with ultrasonic treatment has
resulted in the nanoparticles of well-controlled size and low dispersion in size,
which is very important for the production of electron devices, particularly LEDs.
As described in Chapters 2 and 4, the method of electrostatic self-assembly can be
very useful for the deposition of thin films containing semiconductor nanoparticles,
used in the formation of LEDs covering the whole visible spectral, as well as white
light emitters [205–210].

Other semiconductor materials can be used in LEDs, including silicon, which is
a nondirect gap material that shows no luminescence in the bulk form. However,
nanostructured silicon, which derives from porous silicon, shows reasonable
amounts of luminescence in the visible range [211, 212].

The combination of conducting polymers with inorganic semiconductor nano-
particles is another very promising direction in the development of optoelectronic
devices, particularly LEDs [60, 118, 208, 213–215].

Conjugated conducting (semiconducting) polymers can be nanostructured,
using either electrophoresis [216] or the reverse micelle method [217]. This gives an
additional means to control the luminescence spectral bands of polymers, by vary-
ing the size of clusters. Another original method of the formation of nanosized poly-
mers is the use of dendrimers [218]. Fullerene molecules C60, which can be
regarded as oligomers, can also be exploited in optoelectronic devices [87–90, 219].

6.2.3 Optical Memory Devices

The idea of optical memory devices was suggested in the 1980s during the first wave
of interest in molecular electronics. Theoretical aspects of optical molecular mem-
ory were well understood by that time. The phenomena of photochromism and
electrochromism (the basis of modern optical memory devices) were known, and
organic molecules having the necessary properties were synthesized and studied
[220]. What was missing were reliable nanotechnologies and analytical tools for the
commercial development and fabrication of optical memory devices. It took from
10 to 15 years until optical memory devices started to appear on the market.
A number of optical memory devices ready for commercial development were
reported in the 1990s [221–227].
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Several physical phenomena are exploited in optical memory devices. The list
includes photochromism, electrochromism, thermochromism, and magnetochro-
mism. These phenomena are based on spectral changes of the material caused by
photo excitation, applied voltage, changes in the temperature, and magnetic field,
respectively. The criteria for their commercial application in optical memory devices
are the stability of optical spectral changes, their spatial resolution, and reversibility
(i.e, the ability to erase or rewrite the information). For example, reversible color
changes (between yellow and blue) in thin films of charge transfer (CT) complexes of
tetrakis[3,5-bis(trifluoromethyl)phenyl]borate are reported in [221]. The photo-
chromic effect in polymer-TCNQ charge transfer complexes at 830-nm illumination
is reported in [225]. The electrochromic effect (i.e., a reversible switch from green to
red, in response to the application of an external bias of +1.2V and −1.5V,
respectively), was observed in polymer films of poly(1-vinyl-2-pyrrolidinone-
co-N,N’-methylenebisacrylamide (PVPD) containing organic electrochromics
p-diacetylbenzene (p-DAB), dimethyl- or diethyl terephthalate [222].

In addition to the spin coating and casting deposition techniques typical for
polymer materials, the sol-gel technology was suggested for the fabrication of opti-
cal storage media [226]. Hybrid organic-inorganic materials (i.e., ceramics modified
with organic materials) are produced by this technique, and show both photo-
chromic and thermochromic behavior. Thermo-optic switching behavior is also
observed in 4’,7-dihydroxyflavylium medium, which may lead to the development
of write-read-erase molecular memory devices [228]. Another promising direction
of optical memory is the use of liquid crystals with the photo-induced chiral trans-
formations of chromophores [229, 230].

Other mechanisms of optical memory involve the magneto-optic effect, spectral
hole burning (SHB) [223, 224], and nonlinear optics (e.g., two-photon absorption)
[227, 231]. The effect of SHB is observed in polymers with imbedded organic dyes,
rare Earth elements, or inorganic II-VI and III-V semiconductors [232–235]. Nor-
mally, the absorption spectra of such materials are inhomogeneously broadened due
to the aggregation of chromophores. The illumination of the SHB material with a
high intensity laser beam, having the spectral band much narrower than that
of the broad spectral line of chomophore aggregates, causes a large number of
HOMO-LUMO electron transitions, and thus an exhaustion of HOMO levels. A
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narrow gap (hole) in the absorption spectra appears after the laser illumination.
Using tunable powerful lasers, it is possible to “burn” a number of “spectral holes”
in the absorption spectral band, as shown in Figure 6.7.

The spectral position of the “hole” gives an additional parameter to the spa-
tially resolved pixels, and allows a huge increase in the memory capacity, by a fac-
tor ranging from 103 to 109 times, depending on a number of spectral holes burned
in one pixel [232, 236]. The generation of phonons, however, acts in the opposite
direction of “healing” the spectral holes, and thus causes the spontaneous erasing
of the information. That is why the operating temperature of SHB memory devices
is limited to 77K (the temperature of liquid nitrogen). Recent progress in optical
storage materials made possible the operation of SHB optical memory at room
temperature [237, 238].

Another obvious method of increasing the density of stored information is to
use smaller memory dots (pixels), preferably in submicron, or even nanometer,
range. Near-field scanning optical microscopy (NFSOM) seems to be an ideal tech-
nical tool to achieve this [239, 240]. The cis-trans transition in azobenzene dyes, as
shown in Figure 6.8, accompanied by the characteristic spectral changes in azoben-
zene dye molecules [241], is exploited for optical switching [240].

The use of NFSOM for writing in self-assembled films of azobenzene deriva-
tives is demonstrated in [240, 242–244]. The electromagnetic field, amplified hun-
dreds of times under the nanotip, becomes sufficient to cause cis-trans transitions in
an azobenzene film in a local nanometer-size area under the tip. The required image
can be formed by scanning the tip over the film. Another nanoscopic technique of
surface potential (scanning Kelvin probe) is used in the above works to visualize the
effect of writing [243].

In the last decade, conducting polymers have become the main building blocks
of optical memory devices [245–250]. A natural way of increasing the memory
capacity is the decrease in the size of elementary pixels by using nanoparticles.
Recent reports discuss the development of optical memory devices based on films
containing semiconductor nanoparticles [251–253] and polymer/nanoparticles
composites [254–257].

6.3 Quantum Nanoelectronic Devices

Principles of quantum electron devices are described in Chapter 5. Two types
of quantum electronics devices, RTDs and SETs, are discussed in detail, and
several examples of RTDs and SETs produced by chemical methods are given.
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Nanostructured materials produced by chemical methods can be successfully used
for the fabrication of RTDs and SETs. As mentioned in Chapter 5, SETs can be sim-
ply formed by placing metal or semiconductor colloid nanoparticles in the gap of
planar tunneling junctions, formed by nanolithography [258, 259]. Organic analogs
of RTDs can be created in conducting polymer superlattices [260–263]. This sec-
tion, however, is mostly focused on quantum dot devices.

6.3.1 Quantum Computing

The idea of quantum computing using the array of quantum dots was developed
theoretically during last three decades [264–269]. Let us consider a two-dimensional
matrix of cells having several logic states (0 and 1 in the simplest case), where each
cell can interact with the closest neighboring cells. The mathematical meaning of the
interaction between cells lies in the ability of a cell to change its logic state depending
on the logic states of its neighbors. Such systems, called cellular automata, were a
popular subject of computer modeling. A good example of such a system is the com-
puter game “Life” [270], which operates in a two-dimensional matrix of square
cells. The color of each cell depends on the colors of the eight neighboring cells, fol-
lowing some simple rules. For example, in the simplest case of binary (black and
white) “Life,” the cell is black (logic “1,” or live cell), if it has more than one black
neighbor. The cell dies (becomes white, or logic “0”) from overpopulation, when
four or more neighbors are black. Exactly three black neighbors give birth to a new
black cell. The matrix can be triggered by the initial generation of a number of black
cells. The color (logic state) of the cells updates in regular time intervals following
the PC clock. Such simple rules produce fascinating results. The matrix becomes
alive, with some patterns moving about, changing shape, growing and shrinking, or
appearing and disappearing. Some patterns show unstable behavior and disappear
(die) soon after the generation; some patterns are stable in either the stationary, pul-
sating, or moving forms, and can live eternally. Even this simplest version of “Life”
is fascinating to watch, but the multicolor version of “Life,” in which new rules can
be designed and applied, is really something special. It is not just a game; it is a future
of computing with some very interesting mathematics behind it. Without going
deeply into cellular automata mathematics, it can be said that, depending on the
relations between neighboring cells, the matrix can perform some mathematical
operations (e.g., integration or Fourier decomposition). In some cases, the patterns
generated by the matrix show fractal behavior, with the reproduction of the same
shapes scaled up or down.

In order to transfer the principles of cellular automation from the software level
to the real quantum computing systems, two steps must be taken: first, arrange the
quantum dots (i.e., nanoparticles, or nanoislands) into regular two-dimensional
arrays; and, second, establish connections between the QDs by means of some
physical interaction (e.g., optical, magnetic, or electrical). Then, the matrix of QDs
has to be connected to input and output devices. From this point of view, fractal
properties of the matrix can be a great help in transferring the signal pattern from
the nanometer scale QDs to the micrometer scale of input and output devices. Cellu-
lar automata may help to resolve the biggest problem of future super-computers,
which will have elementary devices in the nanometer scale, and will require a physi-
cal connection (i.e., addressing) to each cell.
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Cellular automata, based on the principles of parallel computing, have another
great advantage of high reliability. In contrast to conventional computers, which are
based on binary logic gates and are thus very sensitive to the failure of a small
number of logic cells, cellular automata can operate even when a large number (up
to 20%) of cells are faulty [270].

A simple example of arrays of QDs interacting electrostatically is described in
[220]. In the array of nanoparticles, which are firmly paced on the substrate and
separated by small gaps comparable with the electron tunneling distance ranging
from 2 to 3 nm, the electron charge can propagate along the chain following the relay
mechanism, as shown in Figure 6.9(a). The driving force of such electron transfer is
the electrostatic interaction between two negatively charged neighboring particles.
As a result of this electrostatic repulsion, the electron will be transferred to the next
particle.

However, the electron relay transfer in such a simple chain of nanoparticles is
not reliable. Much better stability can be achieved using a cell containing five parti-
cles, as shown in Figure 6.9(b). This cell has two stable configurations, which can be
treated as logical states “0” and “1.” As shown in Figure 6.9(c), the situation of two
neighboring cells, having different configurations “1” and “0” (or “0” and “1”), is
not energetically favorable (and thus not stable), and should be transformed to
more energetically favorable (stable) situations of “1” and “1” (or “0” and “0”).
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Figure 6.9 (a) Electrostatic interaction in the linear array of quantum dots, (b) two stable logical
states in five-dot cell, (c) switching process in the five-dot cell, and (d) majority gate made of
five-dot cells. (From: [220]. © 1996 MITRE Corporation. Reprinted with permission.)



Therefore, the information can be transported along the row of five-dot cells. A
number of logic gates can be created using these five-dot cells [220]. A simple exam-
ple of the majority gate is shown in Figure 6.9(d). Such logic gates may constitute the
basis of large scale computing systems.

The scheme shown above is still binary and suitable to sequential computing,
but it does not require the wiring of every logical cell. More sophisticated systems of
quantum dots that have anisotropic interaction between cells can work as cellular
automata and perform parallel computing. Several physical principles of the opera-
tion of QD arrays were suggested recently, which includes resonance tunneling
devices [271], single electron tunneling transistors [272], superconducting Joseph-
son junctions [273], and dipole-dipole coupling [274]. A very promising idea of spi-
notronic devices, based upon quantum dots with the electron spin as a logic state
and spin-spin interaction between the QD, was developed in [275–280].

The progressive ideas of parallel quantum computing and cellular automation
are adopted in silicon nanoelectronics, and are considered to be a possible road map
for future nanoelectronic computers [281, 282]. It is interesting to note that the
physical limitations of complementary metal-oxide-semiconductor (CMOS) devices
are admitted in [282], and some other devices, such as single-electron transistors,
were suggested for future applications, as well as for wireless architecture of
quantum computing.

6.3.2 Practical Realization of Arrays of Quantum Dots

Chemical methods for the fabrication of nanostructures have found their applica-
tion niche in a strong competition with traditional physical methods in solid-state
microelectronics [283, 284]. In many respects, it is much easier to form regu-
lar arrays of nanoparticles on solid-state surfaces by using the principles of
self-assembly, rather than by using very the expensive techniques of MBE or
nanolithography. MBE is not suitable for this task, and does not provide the
required level of regularity of QDs. Electron beam lithography may not give the
required nanometer resolution for nanoislands. STM manipulation seems to be
ideal for the formation of QDs in the required shape and arrangement [285, 286],
but it is too slow to be considered as a practical technological tool in nano-
electronics. This section presents examples of different chemical approaches to the
formation of regular arrays of quantum dots and attempts at their experimental
realization.

The formation of regular arrays was attempted several times using gold colloid
nanoparticles, which are a classical object in the field. The formation of chains of
Au-55(PPh3)(12)Cl-6 clusters between tungsten tips on an SiO2 surface is reported
in [287, 288]. Measurements of I-V characteristics in these nanowires show the
effect of Coulomb blockade at room temperature. The method of encapsulation of
QDs in nanometer-thick silica shells is exploited in [289]. The obtained core-shell
nanoparticles were deposited on solid surfaces to form two-dimensional and three-
dimensional arrays of a macroscopic size with uniform particle spacing. A new
approach to the ordering of gold colloid particles on the interface between water and
dichloromethane is proposed in [280]. The water phase, which contains amphiphilic
molecules of per-6-deoxy-6-thio-alpha-cyclodextrin (1) or poly(vinylpyrrolidone)
(2), is covered by a thin film of [Au-55(PPh3)(12)Cl-6] in dichloromethane. The
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interaction of the molecular cluster with the thiol groups forms clusters that are
perfectly ordered in the hexagonal or cubic lattices. This is proven experimentally
using TEM in [290]. The spontaneous formation of nanoparticle arrays on the air-
water interface is reported in [291], where circular domains of nanoparticles are
formed at low concentrations of nanoparticles on the water surface, while at high
concentrations, the stripes appeared.

Electrical properties of one-dimensional arrays of gold clusters are studied in
[292], and single electron transport features are confirmed in such systems.

The formation of superlattices that consist of layers of various quantum dots
and their electrical properties are reviewed in [293]. Regular arrays of gold nano-
particles are formed on the surface of SiO2 via alkylthiols [294]. In this work,
3.7-nm gold nanoparticles, which are self-assembled on the surface of SiO2 between
two metal electrodes of the tunneling junction, exhibit a nonlinear Coulomb charg-
ing behavior.

The substrate plays a significant role in the formation of regular arrays of
nanoparticles. The modification of (100) and (111) surfaces of silicon and germa-
nium with diacetylenes is considered a promising method for the formation of
ordered nanostructures on top [295]. Theoretical analysis shows that attachments
of diacetylenes on Si(100)-2×1, Ge(100)-2×1, and Si(111)-7×7 surfaces could
produce monolayers of reactive cumulenic and/or enynic surface species capable of
binding metal nanoparticles. The use of regular structures of adsorbed biopolymers
for the arrangement of gold nanoparticles is demonstrated in [296].

Gold clusters encapsulated in the carboxylic anhydride shell can be successfully
immobilized on amine-functionalized silica substrates, providing an ordered, two-
dimensional arrangement in the gold cluster monolayers [297]. More advanced pat-
terning of gold colloid arrays can be achieved with the AFM nanooxidation tech-
nique [298]. The surface of silicon was selectively oxidized, first by using a scanning
AFM tip. Then, gold nanoparticles were self-assembled only on the oxidized
patches via monolayers of amino-terminated molecules.

Gold nanoparticles are not unique in their ability to self-assemble. Regular
arrays of nanoparticles of other materials (e.g., metals, semicondcutors, or poly-
mers) also can be formed by self-assembly [299–301]. The same strategy of the
formation of regular assemblies can be applied to nanowires, nanotubes, and
polynucleotides, as building blocks of nanoelectronic devices [302].

Nanowires and nanotubes have become the most popular objects in nanoelec-
tronic research, because of their obvious applications in nanoelectronic and optoe-
lectronic devices and sensors [303]. The most common approach in the formation
of quantum wires is the use of porous materials (e.g., porous silicon, or silica) as
templates. Fabrication of nanomaterials using porous alumina templates is
described in [304–306].

A very interesting method of the synthesis of silver nanowires inside
calix[4]hydroquinone nanotubes is described in [307]. The inner surface of
calix[4]hydroquinone nanotubes contains hydrogen bonds, which can be used for
the electrochemical synthesis of silver nanoparticles inside. Carbon nanotubes have
become the most popular object of this kind due to their unique properties (e.g.,
exceptional mechanical strength, and high conductivity), and a wide range of pos-
sible applications in nanoelectronic devices and sensors [91, 308–318].
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Another extremely promising direction of nanoelectronics is the formation
hybrid nanobiological devices combining inorganic nanostructures (e.g., nanoparti-
cles, nanowires, or nanotubes), with biological objects (e.g., proteins, or cells) [319,
320]. However, these exciting topics are beyond the scope of this book.
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C H A P T E R 7

Chemical and Biosensors

7.1 Classification and Main Parameters of Chemical and Biosensors

While the implementation of organic films and chemical nanotechnologies microe-
lectronics and optoelectronics is the subject of ongoing discussions and competi-
tions with solid-state technologies, their major role in the development of chemical
and biosensors cannot be argued at all. The enormous variety of organic and bio-
organic compounds, and the practically unlimited possibilities of their further
chemical synthesis, cannot be compared with the rather limited choices of inorganic
materials used in chemical and biosensors.

The role of chemical and biosensors has become extremely important in modern
computer-controlled systems, used in such areas as biomedical instrumentation,
environmental control systems, and expert systems for food industry and
agriculture, where sensors provide an interface between the environment and the
computer-controlled systems. The number of publications on chemical and biosen-
sors for the last two decades reaches 10,000, which includes many excellent reviews
and monographs [1–23]. This area, however, is still evolving, and this chapter gives
a short review of recent developments in sensors, as well as the summary of existing
knowledge.

7.1.1 Main Definitions and Classification of Sensors

Chemical and biosensors can be defined as devices that transform different chemical
or biochemical reactions (including adsorption of molecules) into some measurable
physical parameters. A simple scheme of chemical and biosensors comes from the
above definition. As shown in Figure 7.1, a typical chemical or biosensor consists of
three main parts: (1) a sensitive membrane, where the molecular recognition or
chemical reactions occur; (2) a transducer, which serves as an interface between the
sensor and environment, and transforms the molecular adsorption and/or chemical
reactions into some physical parameters; and (3) a signal processing system to quan-
tify this physical parameter, and to deliver information in a suitable form to the
external receiver.

The above scheme is very general and allows various deviations and transfor-
mations. In many cases, the sensitive membrane may combine both functions of
molecular recognition and transducing. The signal processing system largely
depends on the type of information required, and it can vary from a simple visuali-
zation, to sophisticated dataforms for further computer analysis.
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The scheme in Figure 7.1 leads to more detailed systematic of sensors. In other
words, sensors can be systematized by the type of chemical reaction registered, or by
the type of transducer, or by the approach in signal processing and information rep-
resentation.

Starting with the analyzed environment, sensors can be formally divided into
two categories: gas sensors, and sensors working in a liquid environment. Moving to
the sensitive membrane, two types of sensors can be defined, depending on the
nature of chemical processes taking place in the membrane: sensors of multiple use,
and single shot (or disposable) sensors. Furthermore, sensors of both inorganic and
organic molecules having relatively small molecular weight are called chemical sen-
sors, while sensors of much larger biological molecules are called biosensors. The
common characteristic for all sensitive membranes is that they must provide a func-
tion of molecular recognition; in other words, a selective adsorption of (or reaction
with) molecules from the environment. The type of chemical processes in the mem-
brane triggers three classifications: electro-active gas sensors, organic vapor sensors,
and ion sensors.

According to this principle, biosensors can be also divided into two large classes:
(1) sensors based upon highly specific binding of biomolecules, such as reactions
between antibodies and antigens in immune sensors, and (2) catalytic sensors,
which, in addition to specific binding of analyte molecules from the environment,
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decompose them into smaller products. A typical example of the latter biosensor is
an enzyme sensor, which contains enzyme molecules in the membrane that act as
catalysts to decompose small molecules of substratum from the environment.
Typically, the membranes of biosensors contain natural bioactive molecules, such
as antibodies or enzymes, which might be very expensive. At the same time, there
exists the less expensive option of biomimetic sensors having artificial synthetic
receptors, which can mimic the main natural biofunctions. However, both the
sensitivity and selectivity of biomimetic sensors are not as good as in the natural
biosensors.

Sensors can be classified by the transducing principle. The main types of trans-
ducers, as shown in Figure 7.1, include:

1. Electrical (or electrochemical) transducers, which transform chemical
reactions into electrical signals—either electric current (amperometric
sensors), or voltage (potentiomentric);

2. Gravimetric sensors, which register changes in the mass due to molecular
adsorption, and consist of two subclasses—quartz crystal microbalance
(QCM), and surface acoustic wave (SAW) devices;

3. Optical sensors, which are a large group of devices based on different
principles. Surface plasmon resonance (SPR), ellipsometry, and
interferometry measure changes in the refractive index and thickness of
membranes caused by different chemical and biochemical reactions.
Optrodes register attenuation of the light intensity, while luminescent
sensors measure the intensity of luminescence (fluorescence). The principle
of optrodes or interferometry can be implemented using fiber optic sensors
and planar waveguides.

More detailed descriptions and comparisons of different transducing principles
will be given in Section 7.2.

Sensors also can be grouped according to the signal processing routine used.
Depending on the final signal form, sensors can be divided into digital and analog
devices. Although the digital form of the output signals is the most common because
of compatibility with computing systems, analog forms of output signals are still
preferable for a simple visualization of sensor response.

The most common form of sensor device is a single sensor, which ideally
responds to a particular type of analyte molecule. In real sensor devices, selectivity
and sensitivity must be as high as possible, as will be discussed below. However,
there exists an alternative approach of using several sensors simultaneously (i.e., a
sensor array). In this case, each sensor device may not be necessarily very sensitive
and selective, but the possibility of molecular recognition appears when these sen-
sors work together. If the sensitivity of these devices towards different analyte mole-
cules differ in several times, it might be sufficient to recognize molecules by the
analysis of the images in the n-dimensional space that are formed by responses of
n-sensor devices. This can be understood in a simple example of a sensor array con-
sisting of two devices (S1 and S2) that have slightly different sensitivities to two dif-
ferent analytes (A1 and A2); for example, S1 is more sensitive to A1, and S2 is more
sensitive to A2, respectively. The two-dimensional graph of sensor responses (R1
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and R2), shown in Figure 7.2, gives two different areas for two analytes (A1 and
A2), which allows us to distinguish easily between A1 and A2, and then to quantify
them.

This approach can be easily extended to the n-dimensional space using dedi-
cated software. Artificial neural network (ANN) systems software can be effectively
deployed for such data analysis. Without going into details of the very complex sub-
ject of ANN expert systems, it can be stated that ANN can be realized using stan-
dard computing facilities (PCs), and widely available software, such as MatLab. The
recognition process consists first in “training” the ANN software by feeding data
into a PC. Such data includes the responses of different sensors (R1, R2, …, Rn) to
different analytes (A1, A2, …, An) of different concentrations (C1, C2, …, Cn). Dur-
ing this process, the weight coefficients of the links between neurones are tuned. On
the second stage of the analysis, the response to unknown mixtures of analytes can
be compared to the existing database, and the ANN system calculates the composi-
tion of the mixture, as well as the concentration of individual analytes. Such sensor
arrays combined with ANN systems have become very popular in chemical and bio-
sensing, and have found numerous applications in various systems in food industry,
agriculture, pharmacy, health care, and environmental control.

7.1.2 Parameters of Sensors

One of the most important parameters of chemical and biosensors is their sensitiv-
ity. The exact definition of sensitivity is the changes of some measurable values (I),
caused by changes in the concentration (C) of registered analyte molecules [19]:

S
dI
dC

= (7.1)
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This definition is not very convenient for the comparison of different physical

parameters. It is better to operate with relative changes in the signal i
I
I

=
0

, where I0

is the maximum possible signal corresponding to the situation in which all adsorp-
tion sites are occupied with analyte molecules. In this sense, the sensitivity is directly
related to the isotherm of adsorption, which is defined as the dependence of the
number of occupied adsorption sites on the concentration of adsorbing molecules in
the environment. In a simple case of the reversible adsorption of molecules on the
surface containing a certain fixed number of adsorption sites, the isotherm of
adsorption can be represented by the Langmuir adsorption isotherm [24]:

θ =
+

K C

K C
a

a1
(7.2)

where θ is the surface coverage, C is the concentration of molecules in the environ-
ment, and Ka is the equilibrium coefficient. Ka depends on the temperature and the
activation energies of adsorption and desorption:
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In (7.3), [ ] [ ] [ ]S M S M C− −~ , ~ , ~θ θ1 and denote, respectively, the sites
occupied by analyte molecules, empty sites, and free molecules in the environment.

In the case of adsorption in the bulk of a thin film (i.e., a sensitive membrane),
when the diffusion of analyte molecules into the film is fast, and thus can be
neglected, the adsorption isotherm is described by Brunauer-Emmett-Teller (BET)
equation [24]:

( ) ( )( )[ ]
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θ
=

− + −

max

max max

K C

C C K C C
b

b1 1
(7.4)

where θmax is the maximal coverage that can be achieved at a certain concentration of
analyte molecules Cmax, and Kb is the coefficient similar to Ka in (7.2) and (7.3).

The dependence (7.3) is not linear, as shown in Figure 7.3, with the occupation
of adsorption sites reaching its maximum.

Therefore, the sensitivity defined in (7.1) is not constant, but varies on different
stages of adsorption. For example, from (7.3) for the Langmuir adsorption, assum-
ing that the signal I is proportional to the surface coverage θ, the sensitivity S can be
found as:

( )
S

dI
dC K Ca

= =
+

1

1
2

(7.5)

However, in practical terms of sensor devices, we often substitute the term of
sensitivity with the range of measurable concentrations of analyte molecules, or
even with the minimal possible registered concentration, which can be distinguished
from the noise level. The concentration of analyte molecules can be measured in
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absolute units of weight (e.g., g/L, mg/mL, or ng/mL); in molar concentration (M/L);
or in relative units such as parts per million (ppm), which represents the number of
analyte molecules per million of the main molecules in the environment.

Another very important parameter of chemical and biosensors is the selectivity.
In the case of a sensor responding to n different analytes with respective sensitivities

( )S
dl

dC
i ni

i

i

= =1 2, ,... , they can be compared by their ratio Λ ij
i

j

S

S
= , which is

called the selectivity. At the initial stage of adsorption, when the output signal of the
sensor is proportional to the analyte concentration (I ~ C), the selectivity is simply
equal to the ratio of the respective equilibrium constants [19]:

Λ ij
a
i

a
j

K

K
= (7.6)

Adsorption kinetics, or time dependence in the case of either Langmuir or BET
adsorption, can be described by a simple exponential dependence [24]:

N N
t

a

= − −


















0 1 exp

τ
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where N is the number of occupied binding sites, N0 is the total number of binding
sites, and τa is the characteristic time of adsorption. This dependence is shown in
Figure 7.4 as a response to a rectangular pulse of concentration of analyte molecules.
The response time, defined as the time when the signal reaches 90% of its maximum,
is tresponse = 2.3τa.
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A very important feature of chemical and biosensors is their ability to recover
the main state of the sensitive membrane, and thus the initial value of a physical
measurable parameter, after removing the source of analyte molecules from the
environment. The sensor recovery depends on the desorption rate of analyte
molecules. Typically, the exponential decay in the occupation of adsorption sites
depends on a characteristic time of desorption (τd) [24]:

N N
t

d

= −








0 exp

τ
(7.8)

Typically, the recovery time, defined as the time when the signal returns to the
level of 10% higher than the initial value, trecovery = 2.3τd.

In the case of simple adsorption of analyte molecules on binding sites, the char-
acteristic times of adsorption and desorption are the same ( )τ τa d= . If, however,
some chemical reactions take place during adsorption, so that the postadsorption
state of the analyte molecules is different, the characteristic times, τa and τd , may
become completely different.

Diffusion of the analyte molecules has a great impact on the sensor kinetics of
the response, causing a delay in the response and the deviation from simple expo-
nential behavior [18, 19].

The recovery (response) time is in a reciprocal relation with the binding con-
stant (or selectivity); that is, the higher the selectivity of adsorption (which presumes
stronger binding of the analyte molecules), the longer the desorption (recovery) time
required. From the point of view of sensor development, both extreme situations,
when either a full recovery or complete nonrecovery takes place, are acceptable. In
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the first case, the device behaves like an ideal sensor of a multiple use. In the second
case, we have a single shot sensor (or probe), which can be disposable (or, at least, a
sensitive membrane is disposable, and can be easily replaced for little extra cost). An
intermediate situation of noncomplete recovery of the sensor is not favorable. If this
situation occurs, an automatic adjustment of the initial level is required, which can
be done fairly easily with modern electronics.

7.2 Physical Transducing Principles for Sensors

7.2.1 Gravimetric Sensors

The use of gravimetric sensors is one of the simplest and most established transduc-
ing techniques. It is based upon the interaction of the acoustic waves with the mate-
rial, and the transformation of either added mass or changes in the acoustic wave
velocity due to molecular adsorption or chemical or biosensor reactions on the sur-
face. Two well-known types of gravimetric sensors are bulk acoustic wave (BAW)
devices, also known as quartz crystal microbalance (QCM), and surface acoustic
wave (SAW) devices.

QCM transducers are usually made of AT-cut quartz crystals with gold elec-
trodes evaporated on both sides and connected to wires with the clumps, as shown
in Figure 7.5.

The operational principle of QCM lies in the registration of a resonance fre-
quency of quartz crystal, which is affected by the added mass of adsorbed molecules.
The relation between the added mass (∆m) and changes in resonance frequency (∆f)
is governed by Saurbrey equation [25]:

( )
∆ ∆f

f

A
m

q q

=−
2 0

2

1 2
ρ µ

(7.9)

where f0 is the initial resonance frequency of quartz crystal, ρ = 2.648 (g · cm−3) and
µq = 2.947 · 1011 (g · cm−1 · s−2) are the density and shear modulus of quartz, respec-
tively, and A is the area of overlapping of gold electrodes (see Figure 7.5). The sur-
face of QCM can be coated with a film (membrane) that is sensitive to some
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particular analyte molecules. The requirements for the coating are as follows: (1) it
must be rigid and homogeneous, in order not to dump the oscillations; and (2) the
frequency shift should not exceed 1% from the main resonance frequency, in order
to fulfill the linearity of (7.9).

If the latter criterion is obeyed for the absorption of analyte molecules, and the
frequency remains within the linear range of (7.9), then a linear relation between the
frequency changes (∆f [Hz]) of AT-cut quartz crystal and the added mass (∆m [g]) is
given by the following empirical equation [18]:

∆
∆

f f
m

A
=− ⋅ −23 10 6

0
2. (7.10)

Typical commercial AT-cut quartz crystals having f0 = 10 MHz and A = 1 cm2

give the sensitivity of 0.3 Hz/ng. Considering the noise level of quartz oscillators of
approximately 10 Hz, the minimal registered mass is approximately 30 ng, which is
sufficient for the registration of large molecules. That is why QCM sensors found
their application in biosensing, particularly immune-sensing.

For decades, the method of QCM was regarded as a “dry” method, to be used in
a gaseous medium or vacuum. This fact limited the application of QCM devices.
Contact between quartz crystals and viscous liquid media leads to the damping of
the oscillations, and therefore makes it difficult to deploy QCM for in situ monitor-
ing of bioreactions. However, recent progress in using thickness shire mode (TSM)
resonators in liquid media has overcome the above difficulties, and widely exploit
QCM in biosensing [26–32]. The main idea is to measure the whole impedance
spectra of a TSM resonator, and then to fit the experimental data to the
Butterworth-Van-Dyke (BVD) equivalent circuit model [33], as shown in
Figure 7.6. Each element in this model represents a physical property of the crystal.
In Figure 7.6, R represents the energy loss mostly arising from viscous effects; L rep-
resents the initial mass/motional inertia of the system; C is related to the mechanical
elasticity of the quartz; and Cp determines the admittance away from resonance, and
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consists of the capacitance of the quartz between the electrodes and the parasitic
capacitance of the crystal fixture.

The deposition of a viscoelastic film onto the crystal surface can be described by
the additional elements R1 and L1, representing a measure of energy dissipation in
the film, and mass loading, respectively [33]. Changes in these two parameters
caused by adsorption of analyte guest molecules can be obtained by fitting experi-
mental impedance spectra to the equivalent circuit [33], and can provide additional
information for the analysis of sensor response.

The following equation is used for fitting of the measured admittance spectra to
the BVD model [33]:
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The admittance spectra is observed by two singularities called parallel and series
resonance, with respective resonance frequencies fs and fp, related to BVD model
parameters by:
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Using this approach, the effect of the viscose liquid medium due to parameters R
and L can be separated from the effect introduced by the membrane (R1, L1).
Changes in the parameters R1 and L1 caused by adsorption of analyte guest mole-
cules can be obtained from the fitting, and can provide additional information for
the analysis of sensor response.

The SAW method is based upon the registration of changes in the velocity of sur-
face acoustic waves due to molecular adsorption. Typical SAW devices consist of
two pairs of interdigitated electrodes deposited on the surface of a piezoelectric
material, such as quartz, ZnO, LiNo, or AlN, as shown in Figure 7.7. One pair of
interdigitated electrodes is connected to the generator, and acts as a transmitter to
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excite surface acoustic waves in the material; the other pair receives the signal
propagated along the surface of the substrate.

There are several possibilities of performing SAW sensing measurements. The
simplest method is to register the time delay of the signal between the transmitter
and the receiver, using an oscilloscope, and then to evaluate the acoustic wave veloc-
ity. Another possibility is to measure the resonance frequency (f0), which is related
to the parameters of the equivalent circuit, such as parallel transducer resistance
(Rp) [18]:

( )R k f C NP s=
−

8 2
0

2 1
(7.13)

where N is the number of pair of fringes in the interdigitated electrodes, and Cs is the
capacitance per electrode. Modern network analyzers are capable of recording the
whole spectra of the amplitude and phase of the transmitted signal, and performing
in situ fitting to the equivalent circuit.

Similar to QCM, changes in the resonance frequency of SAW can be associated
with added mass of adsorbed molecules:

( )∆
∆

f k k f
m

A
= +1 2 0

2 (7.14)

where k1 and k2 are the parameters of the piezoelectric substrates.
Since the resonance frequency of SAW devices range typically in the hundreds of

megahertz, their sensitivity towards the molecular adsorption is up to two orders of
magnitude higher than that for QCM (BAW) devices. SAW transducers have
become very attractive for sensing applications [34–36], despite their high cost com-
pared to QCM. Similar to QCM, SAW devices operate in a gaseous medium [37,
38]. However, the use of sheer mode oscillation allows the use of SAW devices in
liquids, which is more suitable for in situ biochemical sensing [39, 40].

7.2.2 Electrical and Electrochemical Sensors

Electrical, including electrochemical, transducers are the most common commercial
sensor devices, mostly due to their low cost, but also due to the simplicity of con-
struction and reliability of the performance. Two large classes of the electrical trans-
ducers can be defined as amperometric and potentiometric.

Amperometric sensors measure changes in the current of either chemiresistors
or electrochemical electrodes, while potentiometric sensors are based on the effect
of adsorbed molecules on the surface potential of materials.

The simplest amperometric sensor is a chemiresistor, having the value of resis-
tance dependent on the molecular adsorption or on chemical reactions [18]. Differ-
ent materials can be used for chemiresitors fabrication: compressed powder pellets
[41], metal oxide semiconductors [42], conducting polymers [43–47], or organic
semiconductors [48–52]. The various materials have different mechanisms of con-
ductivity and relations to the environment.

Some electrically active analyte molecules may act as impurities, which have a
significant impact on the conductivity of these materials. For example, oxidizing (or
electronegative) gases, such as NO, NO2, SO2, O2, O3, Cl2, or HCl, act as acceptor
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impurities for the crystalline metal phthalocyanine thin films [48, 51]. The effect of
these impurities depends on their activation energy for conductivity. Some rare earth
bis-phthatocyanines, such as YbPc2 or LtPc2 which have three electron states (i.e.,
oxidized, neutral, and reduced), show the effect of their conductivity in the presence
of both oxidizing and reducing gases, such as CO, NH3, or hydrocarbons [52]. Con-
ductivity of some polymers may depend on electroactive impurities in a similar way.
However, some other mechanisms, such as the protonation/deprotonation of the
polymers, or some chemical reactions with analyte molecules, may have an impact
on their conductivity. All mechanisms mentioned above affect the bulk conductivity
of materials.

The surface effects may also significantly contribute to the conductivity of mate-
rials. For example, the adsorption of positive or negative ions on the surface of thin
films of oxide semiconductors may affect the space charge layer on the semiconduc-
tor surface, and thus the film conductivity. This effect can be understood from the
band diagram shown in Figure 7.8.

Adsorption of different ions on the semiconductor surface forms the mirror
image charge on the semiconductor surface. Adsorption of H+ ions forms the accu-
mulation layer on the surface of an n-type semiconductor, and thus increases the
conductivity, while adsorption of O2

− ions forms the depletion layer, and thus
decreases the conductivity. Some other redox pairs, such as F/F−, may even cause the
inversion of the surface conductivity. The situation can be more complicated if sur-
face states are considered.

The surface effects in conductivity are more pronounced in porous polycrystal-
line materials prepared by chemical routes, such as sol-gel and electrodeposition.
Similar to compressed powder materials, the lattice mismatching on the grain
boundaries of micro- (nano) crystallites leads to the formation of potential barriers
on the boundaries between crystallites (see Figure 7.9). Adsorption of different
molecules on the grain boundaries affects the barrier height and the space-charge
width, and thus the conductivity through polycrystalline materials.
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Another type of amperometric transducer is based on the direct measurements
of current during electrochemical reactions [53, 54]. These measurements are usu-
ally performed in the three-electrode electrochemical cell. In such systems, the ionic
current flows between the working electrode, which is coated with a sensitive layer
(membrane), and the Pt counterelectrode, while all potentials are measured against
the reference electrode (e.g., the AgCl/Cl electrode). The electrolyte must contain a
redox pair, which provides a constant supply of ions to the system. The value of the
current depends on the ion concentration.

This method is very convenient for the registration of enzyme reactions. Starting
from the model reaction of glucose decomposition catalyzed by the enzyme Gluco-
seoxidase, the electrochemical amperometric principle has become extremely popu-
lar in biosensors. The main attraction of this approach is low cost, which is why
90% of present-day commercial biosensors are amperometric.

The formation of a double layer on the surface of materials, mentioned above,
constitutes the principle of potentiometric sensor devices. The dependence of the
surface potential ϕ on the concentrations of molecules involved in the electro-
chemical reaction A + B = C + D taking place on the surface is given by Nernst
equation [55]:
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in which ϕ0 is the initial surface potential, R and F are gas and Faraday constants,
respectively, and n is the number of electrical charges involved in the electrochemi-
cal reaction. In the case of simple adsorption of, for example, hydrogen ions, the
change in the surface potential is equal to:
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The Nernst equation, therefore, sets the theoretical upper limit on the sensitivity
of potentiometric devices, which is 59 mV per decade of concentration.

Different experimental techniques can be used for the measurements of surface
potential. The Kelvin probe method [56] gives direct information on the surface
potential. This method, as shown in Figure 7.10, is based upon the registration of
the displacement current between the investigated sample and the vibrating elec-
trode, which can be written as:

I
dQ

dt
dC
dt

= = ϕ (7.17)

If the separation between the electrode and the substrate oscillates at a fre-
quency ω, with ( )x x i t= −0 exp ω , then the current is equal to:
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where C
ee A

x0
0

0

= . The amplitude of the first harmonic of the oscillations is propor-

tional to the surface potential. The method is very simple and reliable; however, it
has not found a wide application in chemical sensing.

The most successful experimental realization of the potentiometric principle lies
in the use of MIS structures and MOSFETs [57–59]. Strictly speaking, there must be
electrolyte-oxide-semiconductors (EOS) in the above structures, since the electrolyte
is used instead of a metal electrode. In the construction shown in Figure 7.11 [60,
61], source and drain electrodes are insulated from the electrolyte by the polymer
coating.
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The measurements are performed in the cell attached to the EOS structure, or
EOSFET. A dc voltage is applied between the substrate and platinum electrode, and
all voltages are measured against the reference electrode (Ag/AgCl). The character-
istic parameters of the above devices, such as the flat-band voltage of MIS structures
and the threshold voltage of MOSFETs, depend on the adsorbed ion concentration
in the solution according to (7.16). MOSFETs are particularly popular sensing
devices because they are fabricated with standard microelectronic technology.
However, the sensitivity of these devices is limited to 59 mV per decade of concen-
tration.

MOSFET transistors can be used as gas sensors, if the analyte gas molecules
react with metal film and change the surface potential. An example of this type of
device is a hydrogen sensor on palladium (Pd) gate ChemFET [18, 62, 63]. Pd film
acts as a catalyst for molecular hydrogen, and triggers a following chain of events:
(1) H2 transforms in its atomic form (H); (2) hydrogen atoms diffuse through the Pd
film, and form a dipole layer on the Pd/SiO2 interface; and (3) causes changes in the
work function of Pd (ΦPd), which affects the threshold voltage of ChemFET. The
change in the threshold voltage (∆VT) is therefore proportional to the concentration
of hydrogen in the environment:

∆ ∆Φ ∆V pNT H= =−Pd ε0 (7.19)

where ∆p is the change in the dipole moment caused by atomic hydrogen of concen-
tration N H (N H2

), which depends on the concentration of molecular hydrogen.
Such devices can operate at room temperature; however, their sensitivity and,

particularly, recovery are much better at temperatures of approximately 150°C.
Such ChemFET can be also used for detection of other gases, such as H2S or NH3,
which can dissociate on the surface of the Pd-gate and release atomic hydrogen [18].

The adsorption FET (ADFET), which is a depletion mode ChemFET having a
porous metal gate (or no gate at all) and a very thin oxide layer, can be directly used
for the detection of polar molecules, such as NH3, HCl, CO, NO, or NO2 [18]. The
electric charge of the adsorbed molecules, eNads, produces an additional electric field

(voltage), ∆V
eN A

d
ads

ox ox

=
ε ε0

, which controls the current through the channel. In order
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to have a maximum effect of the adsorbed molecules, the oxide layer must be as thin
as possible, without being too susceptible to electrical breakdown.

Another very promising gas sensing device, proposed in [64, 65], is based on
MOSFETs with an incomplete gate electrode that does not cover the whole channel
length (see Figure 7.12).

The adsorbed molecules of some gases or vapors dissociate in the electric field
near the gate edge, and then diffuse along the surface. As a result of the surface
charging, the MOSFET, which was initially off, eventually turns on with some
delay. The delay time (td) depends on the diffusion coefficient (D) of analyte
molecules, td = ∆L2/D, which allows the recognition of analyte molecules by their
diffusion time.

7.2.3 Optical Sensors

The area of optical sensors is the largest, and is, perhaps, the most promising direc-
tion in chemical and biosensing, because of the high sensitivity of some optical meth-
ods (e.g., interferometry), as compared to gravimetric and electrical sensors. Optical
transducers are based on the interaction of light with the sensitive membrane, and
they respond to changes in the optical properties of the material caused by chemical
or biochemical reactions. Two main groups of optical transducers can be defined:
(1) passive optical devices, which register changes in the thickness (d) and the refrac-
tive index (n) of the membrane; and (2) active optical devices, which register either
changes in the imaginary part of the refractive index, or the extinction coefficient
(k), which related is to light losses or light emitting (i.e., fluorescence or lumines-
cence). The first group includes ellipsometry, SPR, interferometry, and fiber optics;
the second group includes absorption and luminescent spectroscopy.

The principles of SPR are discussed in Chapter 4. The SPR method found its
main application in chemical and biosensing, because of its relatively easy and inex-
pensive experimental realization. There are several commercial SPR instruments,
such as BIAcore [66], SPR-4 and SPR-5 [67], FT-SPR from GWC Technologies, Inc.
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[68], and SPEETA from Texas Instrument [69], all of which are widely used for dif-
ferent sensing applications, particularly immune sensing. Parameters of the sensing
membrane deposited on the surface of the prism, which include the thickness (d),
the refractive index (n) and the extinction coefficient (k), can be evaluated from SPR
fitting. The accuracy of these parameters reaches 0.1 nm, 10−5, and 10−4, respec-
tively. As shown in Chapter 4, the simultaneous evaluation of d and n from the SPR
measurements is impossible. Very often, we have to make an assumption on the val-
ues of either d or n. In the case of the registration of rather large biomolecules, it is
more appropriate to set the value of the refractive index to 1.4, which is a typical
value for proteins, and only consider changes in the thickness. In the case of the
adsorption of small molecules in the bulk of the sensitive membrane, the thickness
can be considered to be constant; thus, the shift of the SPR curve is associated with
changes in the refractive index. The broadening and dumping of the SPR minimum
can be interpreted as an increase in the k-value. The interpretation of changes in
SPR curves depends largely on the preliminary knowledge of the system and
requires a great deal of experience.

For many practical applications, however, SPR fitting is not required. The
response of the SPR transducer to chemical reactions, biochemical reactions, or
molecular adsorption can be monitored as the time dependence of the reflected light
intensity at a fixed angle of incidence. The choice of the angle of incidence is impor-
tant for maintaining the linearity and wide dynamic range of the response. To fulfill
these criteria, the angle of incidence is usually chosen on the left side of the SPR, on
its linear part, and as close as possible to the SPR minimum, as shown in Figure 7.13.
The linear dynamic range ∆R can be defined as a vertical projection of a left linear
part of the SPR curve. The typical SPR kinetics is shown as the inset in Figure 7.13.

More sensitive technique of ellipsometry is not as popular as SRP in sensing
application. The main disadvantage of the ellipsometry method, apart from the
need for more expensive equipment, is that the laser beam goes through the investi-
gated medium, and therefore makes in situ measurements very difficult. Changes in
the refractive index of the medium, caused by the injection of different solutions
(e.g., gases) into the cell, interfere with changes in the film optical parameters. This
problem can be overcome by using a combination of SPR and ellipsometry, called
internal ellipsometry [70–73]. In this method, which has been mentioned briefly
in Chapter 4, the light propagation geometry is similar to SPR. As shown in
Figure 7.14, the polarized light enters the prism at normal incidence, and reflects
from the bottom of the prism, which is in optical contact with a glass slide that has a
thin gold film in the range from 30 to 50 nm deposited on top.

Under conditions of total internal reflection, SPR may occur, when the kx com-
ponent of the incident wave vector matches the k-vector of surface plasmons in the
gold film. The choice of the prism is therefore very important. When a standard BK7
glass prism (n = 1.515) is used, the angles of total internal reflection are 41.3° and
61.4° for air and ambient water, respectively. Therefore, the prism must have an
angle larger than the total internal reflection. For example, a 45° prism is suitable for
measurements in the air, and 65° to 70° prisms work perfectly in an aqueous
medium. Using a spectroscopic ellipsometric instrument with the above prism/gold
film attachment, the spectra of two ellipsometric parameters Ψ and ∆ can be
recorded. Parameter Ψ represents the amplitude ratio of p- and s-components of
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polarized light (tnΨ = Ap/As), and therefore the spectra Ψ(λ) closely resembles the SPR
curve R(θ), measured in the Kretchmann-type SPR instruments (see Figure 7.15).

The relation between the two dependencies, R(θ) and Ψ(λ), can be established by
the following relation, assuming that As is constant over the measurable spectral
range:

k nx =
2

1

π

λ
θsin (7.20)

where n1 is the refractive index of the prism.
At the same time, the spectra of another ellipsometric parameter ∆, which is a

phase shift between p- and s-components of polarized light (∆ = ϕp ϕs), exhibit a
sharp, almost vertical drop from 270° to 90° at the wavelength close to the surface
plasmon resonance, as shown in Figure 7.15.

A thin film (or adsorbed layer) presented on the gold surface causes the shift of
both Ψ(λ) and ∆(λ), as shown in Figure 7.16.

It seems that the ∆(λ) spectrum is more sensitive than Ψ(λ) to the small changes
in the optical parameters of gold film and coating. The internal ellipsometry method
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is very suitable for the detection of molecular adsorption, and chemical and
biological reactions, when the reaction cell is attached to the gold film, as shown in
Figure 7.14. Figure 7.16 shows a typical set of ∆(λ) spectra corresponding to con-
secutive adsorption steps: bare gold, PAH layer, protein A, atrazine antiserum, and
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atrazine. The remarkable fact is that the adsorption of relatively small molecules of
herbicide atrazine (M~200) produces a noticeable spectral shift, while conventional
SPR measurements do not show it. Another obvious advantage of the internal ellip-
sometry sensing technique is that the beam does not pass through the investigated
medium.

Two practical recommendations for the above method are mentioned. First, the
use of a chromium sublayer improves the adhesion of gold to the glass slide, which
makes the gold coating more robust and reusable in sensing experiments. Second,
the use of a semicylindrical prism allows the measurements at different angles of
incidence without changing the prism. However, in this case, the beam diameter
must be very small, ranging from 50 to 100 µm, as compared to the prism curvature.

The fitting of the experimental spectra to the Fresnel theory can be accom-
plished with commercial software, such as WVASE32, from J. A. Woollam Co., Inc.
This software contains a vast library of the optical constants of materials, and vari-
ous models and algorithms for data analysis.

The example of the models obtained by fitting for bare gold film and coating on
top is shown in Table 7.1.

The model in Table 7.1. is reversed, as compared to conventional ellipsometry
fitting models, so that the prism is taken as an ambient, the studied medium is
considered as the substrate, and the adsorbed layer appears between the substrate
(medium) and gold film. All adsorbed films were treated in the same way by applying

a Cauchy model ( )n A
B C

λ
λ λ

= + +










2 4
. The parameters of the Cauchy model, as
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Figure 7.16 ∆(λ) spectra measured in the Trisma/HCl buffer solution after consecuitive
adsorption steps: (1) bare gold, (2) PAH, (3) Protein A (Staphyloccocus Aureus), (4) atrazine
antiserum, and (5) atrazine.

Table 7.1 The Model for Fitting of the Internal Ellipsometry Results
Medium Thickness (nm) Refractive Index N(λ) = n−ik
Ambient (glass prism BK7) >10 From the WVASE32 library
Gold film 36.8 From the WVASE32 library
PAH film 1.3 Cauchy model from the VASE32 library:

A = 1.415, B = 0.01, C = 0
Substrate (aqueous buffer solution) >10 From the WVASE32 library



shown in Table 7.1, are kept constant in further calculations. The values of the film
thickness for consecutive steps of adsorption of PAH, Protein A, antiserum (AS) atra-
zine, and atrazine, obtained by fitting the data as shown in Figure 7.16, are summa-
rized in Table 7.2.

Interferometry, being the most sensitive optical technique, has found a number
of applications in chemical and biosensing. One of the simplest techniques is the
Fabry-Perot interferometry on porous silicon [74]. This sensor combines a high sen-
sitivity of interferometry and a high surface area (i.e., adsorption area) of porous
silicon (PS). The interferometry fringes are observed on the spectra of the light
reflected from the PS sample due to the interference of two beams reflected from the
top surface of porous silicon and the Si/PS interface, as shown in Figure 7.17.

The condition for the observation of maxima of reflected light intensity is mλ =
2nd, where n and d are the refractive index and the thickness of the PS layer, respec-
tively, and m = 1, 2, 3, ... The number and position of interference fringes depend
on the refractive index (n) of PS layer. Adsorption of a large concentration of ana-
lyte molecules in PS, which is from 102 to 103 times larger that that on the flat sur-
face, leads to the substantial changes in refractive index, and thus to the shift of the
interference pattern. The spectral changes due to the adsorption of protein in PS are
shown in Figure 7.17.
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Table 7.2 Values of the Film Thickness on Different Steps of Adsorption Obtained by Fitting of
the Results of Internal Ellipsometry (Cauchy Model with the Fixed Parameters A = 1.415, B = 0.01,
and C = 0)

Film PAH Protein A AS Atrazine Atrazine
Thickness (nm) 1.3 3.7 6.2 10.9

10 20 m− µ

Porous Si

Si

R

(b)

(a)

λ

21

Figure 7.17 The Fabry-Perot interferometry technique of porous silicon, and the interference
spectral fringes measured: (a) initial spectrum, and (b) the spectrum after protein adsorption.



Another popular interferential transducer is Mach-Zhender (MZ) interferome-
ter [75–79]. This device consists of a planar waveguide, having a core layer with a
slightly larger refractive index than that of the cladding. The waveguide splits into
two branches, as shown in Figure 7.18, with one of the branches having a sensing
window etched in the top cladding layer, which exposes the core to the environment.
This branch, with the window coated with a chemically sensitive layer (membrane),
forms a sensing channel, while the other branch serves as a reference.

The output signal of MZ inteferometer forms by the interference of two waves
from two branches at the point in which they meet, and thus depends on the phase
difference between the main and reference channels. In the course of adsorption of
molecules, or some chemical or biochemical reactions in the sensitive membrane,
accompanied by changes in the refractive index, the phase shift between two
branches will develop, and result in periodic changes in the output signal, as shown
in Figure 7.18.

( )I = −sin ϕ ϕ1 2 (7.21)

In the last decade, MZ interferometers produced from different materials (e.g.,
glass or silicon wafers) and different technologies have become very common in
chemical and biosensing [76, 80, 81].

The same idea of an interferential transducer can be realized in a simple planar
waveguiding structure, with no grooving and splitting of the core [82, 83]. The
experimental setup for such measurements is shown in Figure 7.19. The waveguide
can be fabricated with standard silicon planar technology by thermal oxidation of
an Si wafer, followed by CVD deposition of silicon nitride, and then by a silicon
oxide layer. The waveguiding structure SiO2/Si3N4/SiO2 with thicknesses of 1.5 µm,
0.2 µm, and 1.5 µm, respectively, as shown in the inset of Figure 7.19, accommo-
dates a single mode of HeNe laser (or semiconductor laser-diode) beam (λ = 633
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nm). A sensing window is etched in the top SiO2 layer. When a polarized laser beam
propagates through such a waveguide, the p-component of electromagnetic wave
can be affected by molecular adsorption or chemical and biochemical reactions,
while the s-component is almost intact, and serves as a reference. The phase differ-
ence between p- and s-components, developed in the course of reaction, causes the
rotation of the polarization, which can be registered by placing the analyzer in the
output. The resultant periodic changes in the output light intensity is very similar to
that in the MZ interferometer:

( )I p s= −sin ϕ ϕ (7.22)

The planar polarization interferometer (PPI) described above was used for the
registration of adsorption of proteins [83] and immune reactions [84, 85]. A typical
response of a PPI device on adsorption of proteins (e.g., fibrinogen) is shown in
Figure 7.20.

The period of the output signal changes (i.e., increases) in the course of adsorp-
tion because the adsorption rate is going down. The number of fringes on the time
dependence of the output signal is related to the amount of adsorbed analyte. The
peculiarity of using both MZ and PPI devices lies in a very slow rate of adsorption.
Rapid injection of the investigated solution into the cell may cause a high frequency
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fast response, which is difficult to register without missing several initial interference
fringes.

It is worth mentioning one more very interesting and promising transducing
technique—long period fiber grating (LPG) [86–88], which is also based upon the
registration of changes in the refractive index. The main element of such a trans-
ducer is the core of the fiber optics with the dots of slightly larger refractive index
written along the core with a certain period (i.e., grating). In contrast to Bragg fiber
gratings, which have a short period comparable with the wavelength of light propa-
gating through it (thus experiencing reflection at a certain wavelength, matching
Bragg diffraction conditions), LPGs have a period in the millimeter range [86–88].
In the section of the fiber containing LPG, the light propagating through the fiber is
leaked to the cladding, and recoupled to the core, which can interact with the envi-
ronment. The fiber is coated with a sensitive layer (membrane), so that the changes
in the refractive index of the membrane due to the chemical reactions affect the out-
put light intensity. Such transducers caused the great interest of many research
groups, due to the possibility of remote sensing. However, the drawback of this
method is its very narrow range of matching the values of the refractive indices of
cladding and sensitive membrane [89]. If this condition is not fulfilled, the sensitivity
of LPG drops dramatically.

Very often chemical or biochemical reactions in the sensitive membrane may
cause some optical activity, such as light absorption of emission (e.g., luminescence
or fluorescence).

In this case, spectroscopic methods can be deployed for transducing action. For
example, conventional UV-visible spectroscopy can be used for the registration of
changes in optical absorption of chromophore molecules embedded into the mem-
branes caused by changes in the pH value [90, 91]. However, the minimum value of
absorbance of approximately 10−3 in the majority of commercial UV-visible spectro-
photometers sets a limit to the sensitivity of such sensor devices. The light absorp-
tion can register at a much lower level using powerful monochromatic light sources
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(e.g., lasers and LEDs), and sensitive photodetectors (e.g., photomultipliers and
CCDs). Such sensor devices, based upon the registration of the intensity of mono-
chromatic light, are called optrodes. These devices can be realized using fiber optics
with the tip coated with sensitive membrane.

The sensitivity of optrodes can be improved dramatically by using the attenu-
ated total reflection (ATR) of light in planar waveguides [92–94]. If a monochro-
matic light beam is coupled into the planar waveguide, the light propagates at a

steep angle, close to the critical angle θ c

n

n
=









=−sin .1 1

2

046 8 , due to a large differ-

ence in refractive indices of the Si3N4 core (n2 = 2.0) and the SiO2 cladding (n1 = 1.46),
as shown in Figure 7.21.

The number of reflections (N), which the light beam experiences within the
sensing window, can be calculated as:

N
L

d c=
2

cot θ (7.23)

For this structure, the ratio of the window length to the core layer thickness,
L/d2 = 2 · 104, yields approximately 104.

If the membrane deposited on top of the sensing window is transparent, then
nothing happens, and the light propagates through the waveguide practically with-
out dissipation. However, if the membrane contains chromophore molecules, which
absorb light at the wavelength used, the light losses will occur at every reflection,
due to the evanescent field penetrating into the membrane. The resultant light inten-
sity coming from the waveguide is governed by Beer’s law:

( )I I d N= −0 3 3exp α (7.24)

where α3 and d3 are the absorption coefficient and the thickness of the membrane,
respectively. Here, d3 is assumed to be much smaller than the penetration depth of
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the evanescent field. Therefore, the sensitivity of planar waveguide ATR transducer is
expected to be 10,000 higher than that of the conventional absorption spectroscopy.

The experimental setup for planar waveguide ATR measurements is similar to
that described in Figure 7.19, but without polarizing elements. As an example, a
monolayer of copper phthalocyanine (CuPc) molecules (d3 = 1.5 nm, and α3 ≈107

m−1) exhibits a large attenuation of ( )
I
I0

300= −exp . Experiments have shown that

two monolayers of CuPc molecules, deposited on top of the sensing window of the
planar waveguide, reduce the output light intensity down to a noise level. The
experimental value of the gain in sensitivity is slightly smaller, and is reported to
range from 800 to 1,000 [93].

An effective value of complex refractive index N* = n*− ik* should be consid-
ered for relatively thick membrane coatings. Taking into account an exponential
decay of the evanescent field, E(x) = E0 exp(−Γx), the real and imaginary parts of the
refractive index can be calculated as:

( ) ( )n n n n d∗ = + − −3 4 3 3exp Γ (7.25)

( )[ ]k k d∗ = − −3 31 exp Γ (7.26)

where k3
3

4
=

α λ

π
, and n4 is the ambient refractive index.

The ATR planar waveguide optrode described above is an extremely sensitive
tool for the registration of small changes in optical absorption in the membrane
caused by different chemical and biochemical reactions.

Measurements of the luminescence or fluorescence spectra (or, simply, total
luminescence intensity over the whole spectral range) is a very promising transduc-
ing principle, which has found many applications in chemical and biosensors
[95–97]. The membrane containing active luminophore molecules can be deposited,
for example, on the tips of the fiber optics. An experimental problem of the separa-
tion of the incident light from powerful excitation light sources and low intensity of
luminescence can be a difficult technical task. It can be resolved in planar waveguide
devices, which are described in two applications, PPI and ATR. The same planar
waveguide transducer can be used for the registration of luminescence, if the sensi-
tive membrane contains luminophore molecules, as shown in Figure 7.22.

In the above transducer, the light emission occurs as a result of the excitation of
luminophore molecules by the evanescent field during multiple reflection in the pla-
nar waveguide. This method is used in several sensing applications [95–97], includ-
ing the registration of immune reactions between luminophore labeled antibodies in
the membrane and respective antigenes in the ambient [97].

The electroluminescence method works as a combination of electrical and opti-
cal transducing techniques. For example, electroluminescence from porous silicon is
found to be sensitive to adsorption of some proteins [98, 99]. Unfortunately, the
electoluminescence mechanism in porous silicon is still not yet fully understood, and
the luminescence is not stable. However, recent progress in the stabilization of
electroluminescence using a polyelectrolyte coating improves the situation [100].
Therefore, the advantage of PS sensors in a huge adsorption area can be exploited in
full capacity.
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7.3 Nanostructured Materials for Sensing

In this section, several examples of sensors based upon nanostructured materials of
either organic or inorganic origin are introduced.

7.3.1 Sensors Based on Inorganic Materials

One of the main directions in sensor development is based on metal oxide chemire-
sistors. The operational principle of this type of sensor is explained earlier in this
chapter. Sensors based on thin films of metal oxides (e.g., SnO2, ZnO, TiO2, WO3,
and In2O3) have been used for decades for the sensing of various gases, including
oxidizing gases (e.g., NOx, SO2, HCl, Cl2, and O3), reduction gases (e.g., CO, NH3,
and short hydrocarbons) [101–104], organic vapors (e.g., alcohols, ketons,
aromatic compounds, and hydrocarbons) [105, 106], and many other gases. The
sensors’ affinity largely depends on the structure of the metal oxides, their impuri-
ties, and the temperature. The properties of metal oxides are known to be very
technology-dependent, with the consequences of poor reproducibility [18, 19].
From the point of view of the classical gas sensing approach towards the develop-
ment of highly sensitive and selective sensor devices, metal oxides are not impres-
sive, because of their rather poor selectivity and reproducibility. However, metal
oxide chemiresistors are ideal for the development of sensor arrays. The focus of
publications has largely shifted towards multisensors in the last 10 years [107–116].
Electron-nose devices based upon metal oxides have become widespread and com-
mercially available. For example, the Alpha M.O.S. Fox 3000 is used for the analy-
sis of various substances (e.g., olive oil, vines, coffee beans, meat, perfumes, and
solvents) of commercial interest to the food, agriculture, pharmacy, and chemical
industries. It has been recently reported on the application of metal oxide for the
analysis of liquid substances with a view toward applications in biosensing [117].

Solid electrolytes are other very promising materials for chemical sensing. These
composite materials, such as zirconia [118], lithium lanthanum titanate [119], and
lanthanum molybdenum oxides [120], are ionic conductors, so that they are ideally
suitable for the registration of different electrochemical reactions. The range of
application of solid electrolytes is very wide, ranging from electroactive gases and
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vapors [121–123] to hydrocarbons [124]. Solid electrolytes can be used for chemical
analysis in liquid media, and particularly for biosensing applications [125, 126].

The conductivity of thin films prepared from metal nanoparticles has been
found to be sensitive to adsorption of electroactive gases and organic vapors
[127–132]. Since colloid metal nanoparticles are usually coated with some organic
layer (shell) to stabilize their growth, it is expected that such nanostructured films do
not show metallic conductivity. The conductivity somewhat resembles semiconduct-
ing behavior with some characteristic activation energy, which is most likely related
to the electron-hopping between metal nanoparticles. The reduction in the conduc-
tivity of nanoparticle films in the presence of organic vapors, which act as solvents
for the organic shell, can be explained by the penetration of solvent molecules
between particles, thus increasing the distance between particles, or the hopping
length [127]. Adsorption of electroactive molecules on the nanoparticles’ surface
may cause the redistribution of the electron density in metal clusters, which changes
the film conductivity [127, 128]. In the case of films made of semiconductor
nanoparticles, electroactive gases may act as an acceptor or donor impurities, which
affects the film conductivity [127–129]. Because of well-defined electrochemical
behavior, nanoparticles have found applications in enzyme and biosensors
[130–132]. Sensors based on nanoparticles have a promising future, especially in
nanosensors using modern nanoprobe techniques.

The SPR optical method can be deployed as a transducing technique for
nanoparticle sensors. The film of Au-CdS nanoparticles displays the SPR response to
the reaction of acetylcholine decomposition catalyzed by the enzyme Acetyl-
CholineEsterase [133]. This work also studies the inhibition of the enzyme with
environmental pollutants.

7.3.2 Sensors Based on Organic Materials

As mentioned earlier, organic materials can offer many more opportunities for sens-
ing applications than can inorganic materials, simply because of the much larger
variety of organic compounds. During the last two decades, the subject of molecular
electronics was split in several directions, and the direction of chemical and biosen-
sors was the most successful among them. Organic sensing materials can be
separated in two large classes: first, polymer materials, particularly conducting poly-
mers; and second, organic films, consisting of monomer molecules.

The conducting polymer approach in sensing is rapidly increasing. Large
numbers of sensing devices have been recently proposed, and some of them have
been implemented into commercial products. Chemiresistors made of conducting
polymers [134–136] seem to be the most advanced sensing devices capable of the
registration of gases, vapors, and electrochemical reactions in liquid phase. This
approach, similar to metal oxide sensors, is successfully implemented in commer-
cially available sensor arrays [137–139].

Apart from amperometric polymer transducers, other electrical potentiometric
transducers based upon conducting polymers have been reported [140]. Other
transducing techniques, such as SPR, are used in conjunction with polypyrrole coat-
ing [141]. In the past decade, conducting polymers that are able to detect electro-
chemical reactions in contact with a liquid phase have found wide applications as
biosensors (e.g., enzyme sensors) and biosensor arrays [142–152].
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As briefly mentioned in this chapter, organic semiconductors are ideally suit-
able materials for sensors, both electrical and optical. Phthalocyanines (Pc), as one
of the most explored organic semiconductors, are widely used as gas sensors
[153–156]. Both electric conductivity and optical properties (i.e., absorption spec-
tra) depend very much on the chemical structure of Pc molecules: the type of central
metal (or other) atom; the type of substituting groups, and their position and
number; and the molecular arrangement (i.e., packing) of Pc molecules in molecular
crystals [48].

The effect of electronegative gases on the conductivity of Pc films is well-
studied, and is widely exploited in gas sensing [48, 51, 153]. Electronegative gases
attract electrons from the central part of metal phthalocyanine molecules, with an
effect on optical absorption spectra. This effect constitutes the basis of optical Pc gas
sensors, which use UV-visible spectroscopy, SPR, and interferometry as transducing
techniques [154, 156].

Rare earth Bis-phthalocyanine molecules are more interesting for gas sensing
applications, because of three states of Pc moiety: oxidized, neutral, and reduced,
each with its characteristic absorption spectra signature. The presence of electro-
negative and electropositive gases may cause switching between these states, which
can be registered with optical techniques, such as SPR [157–161]. An even more
pronounced redox behavior is observed in the absorption spectra of LB films of
amphiphilic porphyrins. All three spectral bands are clearly resolved, and the switch
between those three states can be done by exposure to the electroactive gases
[162–166]. The observed optical switching behavior can be measured with a UV-
visible spectrophotometer; or by the measurement of the light intensity at a fixed
wavelength of a laser diode. The recovery time can be substantially reduced at ele-
vated temperatures, which can be produced by an embedded heating element. Port-
able NOx sensors have been designed on this principle [163].

7.3.3 Organic Vapor Sensors Based on Calixarenes

Calixarenes, as well as other cavitand molecules, are widely used in chemical and
biosensors. These molecules are considered as binding sites of high specificity, and
affinity-mimicking natural bioreceptors. The tunable specificity can be achieved by
using different functional groups in calixarene molecules. Unmodified calix[n]ares
and calix[4]resorcinarenes, whose chemical structures are shown in Figures 2.22
and 2.23, are known as ion selective compounds [167], with their binding constants
showing good correlation between the size of the cavity and ion radius. Amphiphilic
calixarenes are lypophilic, and soluble in the majority of organic solvents, and they
can be deposited onto solid substrates using LB and spin coating methods, as dis-
cussed in Chapter 2. Such thin films of calixarene derivatives contain bowl-to-bowl
dimers as the main structure unit, and are therefore extremely hydrophobic [168].
Films made of amphiphilic clixarene derivatives are nanoporous, and, in addition to
internal cavities of calixarene molecules, contains pores, which are formed between
calixarene molecules, and between interdigitated hydrocarbon chains, as shown in
Figure 2.24.

Quite naturally, such nanoporous lipophilic films may work perfectly as sensi-
tive membranes for organic vapors. The first experiments with LB films of amphi-
philic calix[4]resorcinarenes [169] were successful, showing that the films swell
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after exposure to some organic vapors, such as hexane and benzene. Further study of
the adsorption of organic molecules in calixarene films using methods of SPR, ellip-
sometry, and QCM [170–172], shows the following features:

1. Adsorption of organic vapors, such as hexane, benzene, toluene, and
n-xylene, in their high concentration, comparable to the saturated vapor
pressure (ps), causes an increase in the mass, thickness, and refractive index
of calixarene thin films.

2. The adsorption is fast, and full recovery can be achieved after flushing the
samples with fresh air, as can be seen from the SPR kinetics diagrams in
Figure 7.23.

3. Isotherms of adsorption obtained from QCM measurements show
practically no selectivity, as can be judged from Figure 7.24. At low
concentrations of adsorbates, presented in relative vapor pressure units
(p/ps), all curves line up, which indicates a common physicochemical
mechanism of adsorption. However, when the vapor pressure reaches the
level of 10% ÷ 20% from ps, the amount (mass) of adsorbed molecules
increases.
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This situation resembles the phenomenon of capillary condensation of water
vapors in microporous materials [24]. According to the Kelvin formula:

p p
V

rRTs so= −








exp cos

2 γ
θ (7.27)

the saturated vapor pressure (ps) inside the cylindrical pores of the radius r can be
substantially smaller than that in normal atmospheric conditions (pso). The expo-
nential factor in (7.27) contains the molar volume (V) and surface tension (γ) of the
adsorbate and the wetting angle (θ) in the capillary (in the case of full wetting, θ = 0
and cos θ = 1). In the microporous media, which have a pore size in the micrometer
range, the deviation from the BET absorption isotherm started to appear at pres-
sures very close to pso.

The concept of capillary condensation can be formally expanded towards nano-
porous lipophilic calixarene films [171]. Applying (7.27) to the adsorption of
organic vapors in calixarene films with the mean pore radius of 1 nm, one can esti-
mate the value of ps = 0.2pso [171]. The obtained value corresponds perfectly well to
that observed in Figure 7.24, which shows a threshold of 0.2pso for the absorption
increase.

The model of the adsorption of organic vapors in calixarene films now becomes
clear. At low concentrations of organic vapors, the conventional BET theory can be
applied for their adsorption in relatively thick calixarene films. The Langmuir the-
ory is more suitable for monolayers. When the vapor pressure exceeds the threshold
of 0.1ps ÷ 0.2ps, vapor condensation (i.e., the formation of a liquid phase) occurs
within nanopores in the film bulk, and results in a sharp increase in the amount
(mass) of adsorbed molecules, accompanied by changes in optical parameters of
calixarene films.
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Detailed ellipsometric study of adsorption of hexane and benzene shows an
increase in the film thickness for all organic vapors studied, which corresponds to
the concept of swelling of calixarene films. The film refractive index, however,
behaves differently, depending on the type of adsorbed molecules. For example, as
shown in Figure 7.25, the refractive index increases in the course of adsorption of
toluene, and decreases when hexane is absorbed.

The above behavior can be understood using capillary condensation theory.
Since the refractive index of liquid hexane nhexane = 1.37 is less than n = 1.46 for
calixarene film, the condensation of hexane will cause the reduction in the film
refractive index. It is opposite for the condensation of toluene having ntoluene = 1.49,
and therefore causes an increase in the film refractive index.

A sharp increase in the signal on SPR kinetics curves most likely corresponds to
the formation of the liquid phase on the film surface, followed by its diffusion in the
film bulk.

Another interesting fact, which falls into the concept of capillary condensation,
is that the exposure of calixarene films in the atmosphere of short hydrocarbons,
such as propane and butane, does not cause any substantial changes to either the
optical properties of calixarene films or their mass. The only explanation is that both
propane and butane do not condense at room temperature (i.e., their boiling point is
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below 0°C). Gaseous propane and butane, however, cause practically no change in
either the mass or the refractive index of calixarene films.

The effect of capillary condensation of organic vapors in the LB or spun films of
amphiphilic calixarenes has been used for the development of QCM sensor alarm
devices, which are used to detect high, pre-explosive vapor concentrations of a wide
class of organic solvents [173]. The list includes benzene, toluene, ethylbenzene, and
xylene (BTEX) vapors, which belong to the aromatic family, which also includes
hydrocarbons, chloro-hydrocarbons, alcohols, and ketons. The response is fast, and
the devices are fully recoverable. The registered concentration ranges from 0.1 LEL
to HEL, where LEL and HEL represent low and high explosion limits. No selectivity
is observed, which is not absolutely required for alarm sensors. The device should
give an early warning when the 0.1 LEL level of any type of explosive organic
vapors is exceeded.

The task of vapor recognition can be resolved, however, using QCM impedance
spectra measurements, as described in Section 7.2.1 [174, 175]. Two parameters
obtained from the impedance data analysis, L(∆f) and R, correspond to the mass
load and viscosity of calixarene films, respectively, and give additional information
for vapor recognition. As shown in Figure 7.26, the vapors can be identified by their
unique ratio of ∆f/R.

Further expansion of this research towards the impedance spectra analysis of
QCM sensor array may lead to the development of expert systems for the analysis of
complex mixtures of organic vapors of relatively high concentrations.
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7.4 Biosensors

7.4.1 Composite Membranes for Biosensing

The key element of biosensors is a sensitive membrane, which contains bioactive
molecules and provides selective binding of analyte molecules and their reactions.
The immobilization of active biomolecules in the membrane is, therefore, the most
important aspect of the formation of sensitive membranes. It is very important to
provide the reliable integration and preservation of a native structure of biological
material. It is also important to achieve the situationin which recognizing elements
are presented in their maximum density on the transducer surface, and their active
centers are exposed to a solution for the interaction with analytes. These are the
main conditions for providing maximum sensitivity of bioanalysis.

The following conditions have to be fulfilled in order to design the correct com-
bination of biological molecules with the transducer surface.

1. Maximum preservation of the activity of immobilized biomolecules. The
immobilized biomolecules must keep their structure and functions as long as
possible in both working and storage conditions. The lifetime of bio-
membranes of several months is considered to be very good.

2. High density of immobilized molecules on the transducer surface. This
results in the high sensitivity of biosensors. From this point of view, relatively
thick, multilayered membranes have an advantage over monolayers. On the
other hand, the permeability of the membrane for the analyte molecules
becomes an important consideration when thick membranes are used. There
must be an optimal choice of the film thickness for particular membranes
and analyte molecules to provide maximum sensitivity. An alternative
approach is to use highly porous materials, such as porous silicon, for
adsorption. It seems that a combination of highly porous substrates with a
highly accessible monolayer sensitive coating offers the highest sensitivity.

3. Exposition of the majority of active sites to the solution. This is another
important problem of immobilization. If biomolecules are randomly
oriented in the membrane, some of their active sites are not available for the
interaction (i.e., binding) with the analyte molecules. Ordered molecular
structures with the uniform orientation of the host biomolecules are
favorable.

4. Good adhesion of biomolecules to the transducer surface. This is an
important factor improving the stability of biosensors.

5. Simplicity and low cost of the formation of sensitive membranes. This is
particularly important for single-shot sensors having disposable, reusable,
and easily replaceable sensitive membranes on the transducer surface.

It is difficult to fulfill all these conditions in one sensor, but a reasonable com-
promise is necessary.

There are three approaches for the immobilization of biomolecules listed here.

1. Physical adsorption of biomolecules, including adsorption in porous
materials. It may work for some proteins [176]. However, in the majority of
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cases, protein molecules are not stable on the solid surfaces, and are prone to
change their structure (i.e., decompose or untangle) and to lose functions.

2. Covalent binding of biomolecules to the transducer surface. This is
performed via some intermediate compounds, including bifunctional agents,
such as glutaraldehyde (GA) [98, 177, 178]. Some of the intermediate
agents, such as 3-amino-propyltriethoxysilane or amino-thiols, may form
covalent bonds with the silicon and gold substrates, respectively, but have
weaker interaction with proteins via amine groups.

3. Entrapment of biomolecules into gels. Examples include alginate gels [176,
179, 180], using different methods of ion-, photo-, electro- and
electron-beam polymerization, along with other substances. Bioactive
molecules can be adsorbed into commercially available membranes made of
cellulose or Biodine C (B) [176]. Proteins can be deposited by the LB method
[181] and become enclosed between polar groups of amphiphilic
compounds, such as phospholipids. A relatively new method of
polyelectrolyte (or electrostatic) self-assembly [182] allows the
immobilization of electrically charged proteins between layers of polyions
having an opposite electric charge [183].

The latter group of methods provide natural conditions, primarily the required
local pH, for biomolecules, and allow preserving their activity for a long time. The
LB film and electrostatic self-assembly methods constitute a powerful tool in
molecular engineering, due to their the ability to produce layer-by-layer deposition
of different molecules, such as proteins, enzymes, immune components, organic
chromophore, and luminophore molecules, and due to their ability to produce
composite and multifunctional membranes for biosensing. For a number of
reasons, polyelectrolyte self-assembly is more suitable for biomembranes. Polyelec-
trolyte films are hydrophilic, in contrast to hydrophobic LB films, and provide
excellent permeability for some low molecular weight products. Another
advantage lies in the good adhesion of polyelectrolytes due to a strong Coulomb
interaction, as compared to the weak Van der Waals binding in LB films. Thermal
stability of polyelectrolytes are much better than that in LB films having a low
melting point. The experimental realization of electrostatic deposition, as dis-
cussed in Chapter 2, is very simple, as compared to the LB method, and does not
require special equipment. In most cases, the deposition can be done manually in a
beaker, or even in situ by consecutive injections of required solutions into the
reaction cell [184].

Some adsorbed biomolecules, such as immunoglobulines (IgG), antibodies
(AB), or antigens (AG), require a certain orientation on the solid surface in order to
have their binding sites directed to the solution, allowing these biomolecules to bind
their counterparts (AG or AB, respectively). This can be achieved by the introduc-
tion of intermediate layers of either lectins or protein A from Staphylococcus
Aureus [176, 185]. The technique of electrostatic self-assembly is the most suitable
for this task, since the layers of protein A and IgG can be deposited consecutively on
top of the PAH layer [176, 185]. Immune components having binding sites to pro-
tein A at the second constant domain [186] become oriented towards the solution,
as shown in Figure 7.27.
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7.4.2 Immune Sensors

As mentioned earlier, specific binding of antibodies with native antigens is usually
accompanied by a substantial increase in the mass and thickness of the sensitive
membranes. Therefore, gravimetric methods of QCM and SAW, and optical meth-
ods of SPR, ellipsometry, or interferometry are the obvious choice for the registra-
tion of immune reactions. The following examples of the registration of AB/AG
binding reactions demonstrate the advantages of the optical methods.

The pair of human IgG and polyclonal goat on human IgG antibodies (anti-IgG)
was chosen as a model object for monitoring immune reactions. The method of
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A; and (3) binding of anti-IgG on IgG, deposited on top of protein A.



electrostatic self-assembly (ESA) was used as the immobilization technique. Other
chemicals used were Bovin Serum Albumin (BSA) and Protein A from Staphylococ-
cus aureus, and (poly)allylamine hydrochloride (PAH) as polycation. The initial 1
mg/mL solutions of the above biocompounds were prepared in a Trizma/HCl
buffer, having a slightly alkaline pH in the range from 7.5 to 8.2. In such conditions,
the above proteins and IgG molecules were negatively charged, and suitable for the
electrostatic deposition on top of the PAH layer. The series of SPR measurements
were performed using the setup shown in Figure 4.5. All adsorption steps were per-
formed in the reaction cell attached to the SPR instrument by the injection of the
required solutions.

The set of SPR curves in Figure 7.28 shows a typical adsorption sequence.
The adsorption of BSA was carried out as a control experiment, in order to fill

the binding sites which remained after the adsorption of the protein A. Since the
shift of the curve (3) is very small with respect to the curve (2), it can be assumed
that all sites on the surface of the PAH layer were already filled with the protein A.
In order to provide the registration of the specific interaction only, further experi-
ments were carried out, using both immune components mixed with BSA. The shifts
of curve (4) with respect to (3), and of curve (5) with respect to (4), are similar,
which indicates similar effective thicknesses of the IgG and anti-IgG layers.

Such measurements were carried out using different sequences of adsorption,
and the results of SPR fitting are summarized in the bar-chart diagram in
Figure 7.29. The value of n = 1.42, which is typical for proteins, is used as a fixed
parameter for all bio-organic layers during SPR fitting, so that the shift of SPR
curves corresponds to changes in film thickness. The analysis of this data, as shown
in Figure 7.29, shows that:
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1. The adsorption of the immune component (anti-IgG) is more effective on the
PAH layer than on bare gold.

2. The presence of the protein A increases the efficiency of the immune reaction,
which is in agreement with the model of orientation of immunoglobulins in
Figure 7.25.

3. The adsorption of anti-IgG on the top of IgG is more efficient than it would
be in the reverse order, possibly because of the difference in the number of
binding sites available. Anti-IgG molecules have only two binding sites to
IgG, while IgG molecules contain several antigenic determinants to bind
anti-IgG. Therefore, the amount of the specifically bound IgG on the top of
anti-IgG should be less than in the previous case of the IgG/anti-IgG complex
formation.

Figure 7.30 demonstrates typical kinetics of the immune reaction, which is the
binding of anti-IgG molecules with previously immobilized IgG. The reaction was
performed with anti-IgG concentrations in the range from 10 to 30 ng/mL.

Each injection of anti-IgG causes an increase in the response, followed by its
decrease after flushing with buffer. The true effect of the binding anti-IgG molecules
can be evaluated by the comparison of the baselines before and after each cycle of
adsorption and washing. The observed rise of the baseline can be attributed to the
specific binding of anti-IgG molecules. The relative response as a function of the
anti-IgG concentration is shown in Figure 7.31. At concentrations higher than 3
g/mL, a sharp increase in the response is observed. It is probably caused by nonspe-
cific binding of anti-IgG. Additional washing of the sample with Twin-20 buffer
shows a complete recovery of the response, as shown in curve 1 of Figure 7.31, due
to the washing out of nonspecifically bound anti-IgG molecules.
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Similar kinetics are obtained in the case of the immune reaction in reverse
order—binding IgG from solutions of various concentrations with the previously
immobilized anti-IgG. Concentration as a function of the relative response is shown
in Figure 7.31. Both dependencies in Figure 7.31 are very similar, which confirms
full reversibility of the immune reaction. A slightly lower response in the case of
binding IgG with anti-IgG is believed to be caused by a fewer number of reactive
sites on the immobilized anti-IgG layer, as is shown by the SPR fitting results in
Figure 7.29.

As shown in Figure 7.31, the lowest concentration of IgG registered with SPR is
30 ng/mL, which is close to the limit for the SPR method. Further increases in sensi-
tivity can be achieved by using interferometric techniques, such as PPI. The opera-
tion principle of this device is discussed earlier in this chapter. Typical results
obtained with PPI are shown in Figure 7.32 [187, 188].

A multiperiodic response reflects the changes in the phase shift between p- and
s-components of the polarized light propagating through the waveguide, due to
IgG/anti-IgG specific binding. Adsorption of anti-IgG molecules from its 100
mM/mL solution onto the PAH layer results in more than six periods of phase
change, while binding of 1 ng/mL of IgG on top of anti-IgG produces much smaller
changes.

The concentration dependence of the response of PPI, as shown in the inset in
Figure 7.32, resembles the Langmuir adsorption isotherm, which is expected for
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IgG binding on the surface containing anti-IgG binding sites. This method seems to
be very sensitive and promising for biosensing, since nearly an entire period of sig-
nal changes is observed in response to the binding of 1 ng/mL of IgG, as shown in
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Figure 7.32. The response of the PPI sensor is a number of periods of phase
changes, which is not easy to register. This is, perhaps, one of the main disadvan-
tages of PPI sensors.

The immune assay approach is widely used for the registration of nonbiological
compounds, including environmental toxins such as pesticides and herbicides [189].
However, this is not easy for the QCM, SAW, and SPR methods, since the analytes
have relatively low molecular weight. As shown earlier in the chapter, the internal
ellipsometry method is much more promising for this purpose. The same applies to
PPI sensors, which have a great potential in the registration of low molecular weight
analytes.

7.4.3 Enzyme Sensors

As discussed earlier in this chapter, the registration of enzyme reactions is a routine
task for electrical and electrochemical methods. The majority of enzyme sensors on
the market are electrochemical. The main advantages of electrochemical methods
are simplicity and low cost. The sensitivity of electrochemical methods is not great,
but it is sufficient for the majority of biomedical applications. However, there is
another aspect of the use of enzyme reactions to monitor environmental pollutants,
such as heavy metal ions, pesticides, and herbicides, which act as inhibitors of
enzyme activity. This is a universal approach to the monitoring of the pollutants,
which have different chemical natures. Instead of developing a number of sensors
specific to every pollutant, a better solution can be achieved with an enzyme sensor
array, in which each enzyme is inhibited differently by different toxins. Such enzyme
sensor arrays have been developed, using the potentiometric principle of registra-
tion. A six-channel array of Si/SiO2 capacitors with different enzymes deposited on
top (GlucoseOxidase, Ethyril- and Butyril-CholineEsterase, and Urease) was capa-
ble of the recognition and evaluation of heavy metal ions and phosphor-organic pes-
ticides [190, 191]. The sensitivity of such sensor arrays is in the parts-per-million
range, which is at the limit of electrochemical sensors, but not high enough for envi-
ronmental control tasks. Further increases in the sensitivity can be achieved with
optical methods.

Traditional optical biosensing methods based on the registration of refractive
index (e.g., SPR, ellipsometry, and interferometry) do not seem to be sensitive
enough for the registration of the low molecular weight products of enzyme reac-
tions. The only method of optical registration of enzyme reactions is to use the
optrode principle described earlier in this chapter. The sensitive membranes of
optrode sensors contain chromophore molecules, which respond to changes in the
local pH caused by products of enzyme reactions [192]. The idea of pH sensitive
optrode was successfully realized in [193] using a (poly)pyrrole membrane with
embedded Prussian blue chromophore and enzyme immobilzed on top. The electro-
static self-assembly method offers a better option of building composite sensitive
membranes by the consecutive deposition of layers of chromophore molecules con-
taining anionic groups, with layers of polycations, and then layers of negatively
charged enzymes alternated with polycations, as described in Chapter 2.

Composite films consisting of cyclo-tetra-chromotropylene (CTCT) tetrasulfo-
nic salt chromophores and (poly)allylamine hydrochloride (PAH) have been pro-
duced and tested for their response to ammonia [194]. The UV-visible absorption
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spectra of such films shows the effect of exposure to ammonia in both vapor and liq-
uid forms, as shown in Figure 7.33.

The reduction in the intensity of the 440-nm band, and the appearance of a band
at 560 nm, results from a multiple deprotonation of CTCT chromophore [195] in
alkaline pH caused by the presence of ammonia. This fact is interesting in itself,
since it shows the way of the registration of ammonia. This work evolves further
[196] by depositing, in alternation with PAH, a few layers of the enzyme Urease on
top of the CTCT/PAH film. The changes in the UV-visible absorption spectra of this
film after soaking in the urea (i.e., substratum) solution are very similar to the previ-
ous situation of CTCT/PAH reaction with ammonia (see Figure 7.33), which implies
similar chemical processes in the above films. Indeed, one of the products of the urea
decomposition is ammonia, which can diffuse in the film bulk, causing the deproto-
nation of CTCT molecules, and resulting in the characteristic changes in the UV-
visible spectra.

Furthermore, the soaking of CTCT/PAH/Urease composite films in a CdCl2 solu-
tion has resulted in the reduction of the absorbance at 440 nm, as a result of the inhi-
bition of the enzyme Urease. These results demonstate the method of registration of
enzyme reactions and their inhibitions with the optrode transducers. This idea has
been explored further, using composite films with other enzyme/chromophore pairs.
For example, the Thymol blue/CTCT/Acetyl CholineEsterase films show some char-
acteristic changes after soaking in the acetylcholine solution, as well as showing the
effect of the inhibition of Acetyl CholineEsterase by PVDP pesticide [197].
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The diagram in Figure 7.34 shows the dependencies of the relative changes in
the absorbance at 440 nm of the two enzyme/chromophore composites on the con-
centrations of Cd+ ions and DVDP, respectively. Negative values of ∆A/A for Thy-
mol Blue/Acetyl CholineEsterase films indicate the increase in absorbance during
the course of enzyme reaction to acelylcholine decomposition, as well as the
decrease in pH value.

As shown in Figure 7.34, the minimum registered concentrations of Cd+ and
DVDP are approximately 10−5 ÷ 10−6 M, which is similar to what has been demon-
strated in [190, 191] for the same enzymes and inhibitors, but with the potentiomet-
ric method.

Remarkable progress in the direction of optical enzyme sensors has been
achieved by deploying the ATR method in the planar Si3N4 waveguides [184, 198,
199]. As discussed earlier in this chapter, this method showed a sensitivity of nearly
three orders of magnitude higher than the UV-visible spectroscopy method. Planar
waveguides were initially coated with three to four layers of CTCT/PAH, placed on
the stage of the experimental setup (see Figure 7.19), and attached to the reaction
cell. The deposition of enzymes, such as Urease, Acetyl- and Butiryl
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CholineEsterase, onto of the CTCT/PAH film was carried out in the cell, as were the
reactions of decomposition of substrata and inhibition of enzymes.

Typical responses of planar waveguides coated with composite CTCT/Urease
films are shown in Figure 7.35(a). The intensity of the outcoming light is decreasing
during the course of the reaction of urea decomposition catalyzed by the enzyme
Urease, as shown in Figure 7.35(b). The observed attenuation of the light intensity is
a consequence of the increased adsorption coefficient at 630 nm, due to the de-
protonation of CTCT chromophore at high (i.e., alkaline) pH [195]. In the test
experiment, the CTCT/PAH membrane without Urease shows no response to the
injection of urea solution [Figure 7.35(a), curve 1]. Injection of buffer solution
containing 10 parts per billion of Imidacloprid also resulted in a decrease in the signal
[Figure 7.35(a), curve 3], although smaller when compared to the untreated
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membrane [Figure 7.35(a), curve 2]. The observed behavior can be understood in
terms of the inhibition of the activity of the Urease enzyme by Imidacloprid pesticide.

Similar experiments are undertaken on waveguides coated with CTCT/AChE
membranes, and the typical responses are shown in Figure 7.35(b). In contrast to
CTCT/Urease membranes, the injection of the substratum Acetylcholine causes an
increase in the outcoming light intensity [Figure 7.35(b), curve 2]. Such behavior
reflects the increased optical absorption in the membrane at 630 nm, due to the pro-
tonation of CTCT chromophore at low (i.e., acidic) pH as a result of the enzyme
reaction [195]. The presence of a 1 part per billion (DVDP) pesticide inhibits the
activity of AchE, and therefore reduces the sensor response [Figure 7.35(b), curve
3]. The test experiment on the membrane without enzyme AChE shows no response
[Figure 7.35(b), curve 1].

The concentration dependence of the sensor response in Figure 7.36 shows that
Urease is strongly inhibited by DVDP. However, the concentration dependence is
not well pronounced, while Imidacloprid is a weaker inhibitor, but the concentra-
tion dependence is much stronger.

The comparison of the two sensors having CTCT/Urease and CTCT/AChE
membranes, presented in Figure 7.36, shows that AChE is much less affected by
DVDP than is Urease. The results obtained contradict previous observations of the
inhibition of AChE by phosphororganic pesticides [190, 191]. However, the con-
centrations of inhibitors studied in those works are three orders of magnitude
higher than in our case.

A series of experiments on the inhibition effect of Cd2+ and Pb2+ ions have been
carried out on planar waveguides coated with both CTCT/Urease and CTCT/AChE
membranes. The dependence of the residual activity of enzyme Urease on different
concentrations of Cd2+ and Pb2+ ions is shown in Figure 7.37.

As shown in Figure 7.37, lead is a stronger inhibitor for the enzyme Urease
than is cadmium. The comparison of responses of CTCT/Urease and CTCT/AChE
membranes, given in Figure 7.37, shows that Pb2+ ions have much less effect on
AChE activity than that on Urease. The effect of heavy metal ions on the activity of
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both Urease and AChE is permanent, since there is no recovery of the initial sensor
response after a thorough flushing of the system with water and a pure buffer
solution.

The results are truly remarkable, since traces of heavy metal ions and pesticides
in very small concentrations in the parts per billion range were registered. The
results show an obvious possibility of pattern recognition of heavy metal ions (Cd2+

and Pb2+) and of pesticides (Imidacloprid and DVDP), by using two planar
waveguides coated with Urease or Acetylcholin Esterase, which have different
responses to different pollutants.
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Further research in this direction has been carried out using a sensor array
experimental setup with four-channel waveguides. Each channel is coated with a
different enzymes: Urease; Acetyl- and Butyril-CholineEsterase; and with the fourth
channel left uncoated to serve as a reference. The experiments were performed by
injecting different substrata solutions into respective channels, and recording simul-
taneously the light intensity coming through each channel. The results are summa-
rized in Figure 7.38, as a pseudo-3D graph of the responses of all three channels on
different inhibitors.

Each inhibitor produces a line of experimental points corresponding to different
concentrations. All of these lines corresponding to heavy metals ions (Cd2+, Pb2+,
and Ni2+) and pesticides (Imidacloprid, DVDP, and Paraxon) are clearly separated,
and thus provid a pattern for the recognition of pollutants. The responses to the
mixtures of pollutants, as shown in Figure 7.38, allow an identification as follows.
Mix 1 consists of Cd2+ and Imidacloprid in approximately equal proportions, and
Mix 2 contains mostly Paraxon. Further work using ANN software for pattern rec-
ognition is currently underway.
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