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Preface 

Small is not only beautiful but also eminently useful. The virtues of working in the 
nanodomain are increasingly recognized by the scientific community, the techno- 
logical world and even the popular press. The number of research publications in 
this area has been increasing exponentially. Additionally, national and international 
biological, physical, chemical, engineering, and materials science societies and gov- 
ernment agencies have been organizing workshops, meetings, and symposia around 
some aspects of nanoparticle research with increasing frequency. This burgeoning 
interest is amply justified, of course, by the unique properties of nanoparticles and 
nanostructured materials and by the promise these systems hold as components of 
optical, electrical, electro-optical, magnetic, magneto-optical, and catalytic sensors 
and devices. 

The appearance of numerous review articles and books on nanoparticle research 
has helped the neophyte to digest the veritable information overload. No recent 
overview has appeared, however, to the best of our knowledge, that focuses upon 
the utilization of “wet” chemical and colloid chemical methods for the preparation 
of nanoparticles and nanostructured films. The purpose of the present book is to fill 
this gap by summarizing current accomplishments in preparing and characterizing 
nanoparticles and nanostructured films and to point out their potential applications. 
Versatility, relative ease of preparation and transfer from the liquid to the solid 
phase, convenience of scale-up, and economy are the advantages of the chemical 
approach to advanced materials synthesis. 

Electrochemistry has reached sufficient maturity and sophistication to be used 
for the layer-by-layer deposition of nanoparticles and nanoparticulate films. In 
Chapters 1 and 3 the state-of-the-art electrodeposition of quantum dots, superlat- 
tices, and nanocomposites is surveyed. Chemists have plenty to learn from mother 
nature. Much of the work on template-directed nanoparticle growth is inspired 
by biomineralization, the oriented growth of inorganic crystals in biomembranes. 
Advantage has been taken of organized surfactant assemblies that mimic the bio- 
logical membranes to grow nanoparticles and nanoparticulate films. Chapters 2 and 
4 highlight the growth of metallic, semiconducting, and magnetic nanoparticles 
under monolayers and within the confines of reverse micelles. More rigid templates 
have also been employed for nanoparticle preparations. This approach is illustrated 
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for such diverse templates as opal (Chapter 13), nanoporous membranes (Chapter 
lo),  and zeolites (Chapter 17). Chapter 7 emphasizes the use of block copolymer 
micelles as hosts for generating metallic nanoparticles. 

The recent attention to porous silicon nanoparticles has been prompted by their 
demonstrated photoluminescence and electroluminescence, as well as by their 
promise to function as optical interconnects and chemically tunable sensors, which 
require passive surfaces that are stable to oxidation yet are able to conduct current 
efficiently. Chemical and plasma-induced silicon nanocluster formation and growth 
are examined in Chapters 5 and 8. The potentially important, albeit as yet un- 
explored fullerene nanoparticles and their two-dimensional crystal growth are sur- 
veyed in Chapter 6. 

Nanoparticles themselves can be used as building blocks for two-dimensional 
arrays and/or three-dimensional networks. They can also be derivatized and treated 
as if they were simple molecules. This approach should lead to the type of hetero- 
supramolecular structures that are illustrated in Chapter 16. Such complex chem- 
istries must go hand-in-hand with an improved understanding of surface and colloid 
chemical interactions. Some aspects of these are discussed in Chapters 11 and 12. 

Exploitation of nanoparticles and nanostructured materials requires an appreci- 
ation of electron and photoelectron transfer mechanisms therein. Chapter 9 presents 
a well balanced view of the electron transfer processes in nanostructured semi- 
conductor thin films while Chapter 14 discusses charge transfer at nanocrystalline 
metal, oxide-semiconductor interfaces and its relation to electrochromic-battery 
and photovoltaic-photocatalytic interfaces. Significantly, as summarized in Chapter 
15, nanoparticles provide us with the possibility of monitoring, and ultimately ex- 
ploiting, single electron transfer events. 

An attempt has been made in the last chapter to provide the newcomer with 
handy “recipes” for the preparation of nanoparticles and nanostructured films as 
well as to summarize current accomplishments and future prospects in this intel- 
lectually fascinating and highly relevant area of research. Inevitably, current activ- 
ities soon become “past achievements”, and interested readers will have to acquaint 
themselves with the latest results as they appear in primary publications and as they 
are disseminated at scientific meetings. Chapter 18 also lists selected data on the 
properties of the most frequently used bulk semiconductors in order to permit much 
needed comparisons between the bulk and size-quantized materials. 

I am grateful to all the contributing authors who took time from their busy 
schedule to write their chapters and thus to share their expertise with the scientific 
community. I also thank Dr. Peter Gregory and Dr. Jorn Ritterbusch, the Editors 
at WILEY-VCH, and their staff or initiating this project and for providing enthu- 
siastic support throughout the various stages of publication. 

October 1997 Janos H. Fendler 
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Chapter 1 

Electrodeposited Quantum Dots: Size Control by 
Semiconductor -Substr a te Lattice Mismatch 

G. Hodes, Y. Golan, D. Behar, Y. Zhang, B. Alperson, and I. Rubinstein 

1.1 Introduction 

Semiconductor nanocrystals, and more specifically quantum dots (QDs), are the 
subject of a rapidly developing field. Nanocrystals can be loosely defined as crystals 
with dimensions up to ca. 100 nm; above this size, they are more commonly termed 
microcrystals. QDs are nanocrystals that display quantum size effects. While there 
are different quantum size effects with different size scales, the term is commonly 
understood to refer to nanocrystals whose dimensions are smaller than the bulk 
Bohr diameter of the semiconductor - typically several nm up to several tens of nm. 
In this size regime, as the crystal size becomes smaller the semiconductor energy 
levels become more separated from each other and the effective bandgap increases. 
This means that a material with a fixed chemical composition and crystal structure 
can be made to have very different optoelectronic properties solely by virtue of its 
physical dimensions. It is largely this property that has generated the high level of 
interest in the field [l-31. 

Numerous methods have been applied to fabricate QDs. The commonly used gas 
phase techniques are molecular beam epitaxy or chemical vapor deposition of the 
semiconductor. The QDs are often formed by lithographically patterning quantum 
wells or superlattices, sometimes together with the application of a confining po- 
tential (Reference [4] contains many references to these techniques). More recently, 
self-assembly of QDs that form spontaneously during the deposition process has 
been described [5, 61. The spontaneous formation of small islands, rather than of 
coherent films, is believed to be due to the mismatch strain between the substrate 
and epitaxially deposited semiconductor. Perfect lattice match should ideally result 
in a continuous film, while increasing mismatch results in smaller islands owing to 
the buildup of mismatch strain with increasing size, eventually causing cessation of 
growth when the strain energy becomes too large and nucleation of a new island 
becomes more favorable. As will be seen later, this principle of lattice mismatch 
plays a central role in the subject of this chapter. 

There are also various methods based on wet chemical reactions that result in 
very small crystals. The most common of these is based on the reaction of two (or 
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2 1 Electrodeposited Quantum Dots 

more) reactants in a liquid or solid phase to form a colloid of the desired semi- 
conductor [l]. Size control of the colloidal nanocrystals can be achieved by a num- 
ber of different techniques, the most common of which are based upon temperature 
of formation or subsequent heat treatment and capping the nanocrystals with a 
strongly adsorbed layer that prevents further crystal growth 17-91, 

In contrast with the gas phase techniques, which in most cases result in QDs 
deposited on a solid substrate, usually a different semiconductor, the wet chemical 
reactions form nanocrystals that most often are dispersed in a separate phase, which 
may be a liquid, glass, or plastic. This places major limitations on potential uses of 
such systems; while they may be highly suitable for optical applications, for exam- 
ple, they are less suitable for electronic applications, where an electronic contact 
is needed. In some cases, films with some electronic conductivity have been formed 
from dispersed semiconductor nanocrystals by subsequent processing, such as trans- 
ferring Langmuir-Blodgett monolayers containing semiconductor nanocrystals onto 
a solid substrate [ 10, 111 or attaching colloids from solution to a substrate with thiol 
linkages [ 121. 

Our approach to the preparation of semiconductor QDs is a chemical one that 
results in the direct formation of the QDs on a substrate, usually in the form of 
aggregated nanocrystals, but also as isolated QDs. The two techniques used by us 
are chemical solution deposition and electrodeposition [ 131. While each method 
has its advantages and disadvantages, a very important advantage of the electro- 
deposition technique is the high degree of control over the amount of deposited 
material. This results from Faraday’s laws - the relationship between the amount 
of deposition charge passed and the amount of material deposited: (96 500 x n)  
coulombs results in 1 gm-mole of deposit where y1 is the number of electrons passed 
in depositing one molecule of the deposit. 

Thus, the amount of deposit formed can be measured from the deposition charge 
passed (the integrated current) if the number of electrons taking part in the deposi- 
tion of one molecule is known. While this calculation can be modified by several 
factors, in particular by a less than 100% current efficiency, it allows a very high 
degree of control over the amount of material deposited, since very small currents 
and very short times (and therefore very small amounts of charge) are experimen- 
tal variables that are simple to achieve. As an example of such a calculation, in the 
deposition of CdSe as described below (a two-electron reaction), a current density 
of 0.1 mA cm-2 for one second will theoretically result in a deposit of ca. 2 x lop7 g, 
which is equivalent to a continuous layer of CdSe ca. 0.35 nm thick - about a single 
monomolecular layer. In practice, the deposit often does not form a continuous 
layer, but rather islands, and hence the usefulness of the electrodeposition tech- 
nique for depositing both isolated and thick films of nanocrystals. Another possible 
complication, as discussed below, is that the very first step of electrodeposition on a 
bare substrate may be different from the deposition on a semiconductor-covered 
substrate. 

In this chapter, we concentrate on isolated semiconductor QDs electrodeposited 
(ED) onto well-defined metal substrates. We show the important effect of semi- 
conductor-substrate lattice mismatch in determining the QD size. At the same time, 
the epitaxial strain resulting from this mismatch is sometimes not sufficient in itself 
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to explain the experimental results. Other factors, such as wetting of the substrate 
by the semiconductor and surface energies of both semiconductor and substrate, 
may become dominant in some cases. We have previously described in detail three 
systems that can be well explained by the lattice mismatch. These are CdSe/Au, 
Cd(Se, Te)/Au and CdSe/Pd. The important features of these systems will be de- 
scribed first. Next, the results of other semiconductor-substrate combinations - 
some of which are still preliminary ~ will be discussed. 

While this chapter concentrates on deposition aspects, some electronic structure 
characterization of the QDs will be described. This is important since the interest in 
controlling the QD size lies in its effect on controlling the electronic energy struc- 
ture, and therefore optoelectronic properties, of the deposited QDs. 

1.2 The CdSe/Au System 

The research described in this chapter developed from previous experiments on the 
electrodeposition of CdSe nanocrystals on thin-film Au substrates [14, 151. The Au 
films, 35 nm thick, were evaporated onto glass or mica and then annealed in air to 
give a largely { 11 1 } textured Au film with individual grain sizes up to hundreds of 
nm. Electrodeposition of hexagonal CdSe was carried out from a hot DMSO solu- 
tion of Cd(C104)2 (50 mM) saturated with elemental Se at elevated temperatures 
using a constant current, typically of 0.1 mA cmp2. The amount of deposit could be 
readily controlled by the amount of charge passed, as described in Section 1.2; this 
allowed controllable and reproducible degrees of coverage of the Au substrate by 
the CdSe nanocrystals. 

The CdSe nanocrystals were typically 4-5 nm in all three dimensions, the lateral 
dimensions measured by transmission electron microscopy (TEM) imaging (Figure 
1.1 (a)) and the vertical dimension estimated by both X-ray diffraction (XRD) and 
atomic force microscopy (AFM). Thus complete coverage of the substrate - a 
monolayer of nanocrystals - is equivalent in amount of material to a film of ca. 4-5 
nm in thickness (ignoring voids between crystals, which will decrease this amount to 
a small degree). We will often refer to a monolayer of nanocrystals, which should 
not be confused with a monolayer of CdSe (ca. 0.35 nm). 

Selected area electron diffraction (SAD) (Figures 1.1 (b) and (c)), hgh-resolution 
transmission electron microscopy (HRTEM), and optical diffraction of HRTEM 
images showed that the QDs are epitaxially aligned with the Au substrate, in a 
{ 11 l}Au11{00.2}CdSe and (100)Aull(ll.O) CdSe orientation relationship. We 
suggested that the epitaxy is due to the close lattice match between the relevant 
lattice spacings, d - { 1 1 0 ) ~ ~  and ao(CdSe). The literature values of those lattice 
spacings are d - { 1 lo}*, = 0.2884 nm and ao(CdSe) = 0.4299 nm. In a ratio of 3:2, 
these values correspond to a mismatch of -0.6% (i.e., the CdSe lattice should be 
expansively strained by the Au substrate). From the Poisson relationship, this 
expansive strain in the plane of the substrate should result in a compressive strain 
in the perpendicular direction. This was indeed observed in XRD studies of these 
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Figure 1.1. (a) TEM image of aggregates of CdSe nanocrystals ED on evaporated { 1 1  I }  gold. 
(b) SAD pattern corresponding to (a). (c) Schematic drawing of (b) showing the assignment of the 
relevant diffraction spots. (Reproduced by permission from Reference [15], Y. Golan et al.) 

deposits, where a compression in the (00.2) spacing (the CdSe c direction) of 1.7Y1 
compared to the bulk value was observed [ 161. 

An important question arising in any method used to prepare QDs is what con- 
trols the crystal size? Why are the CdSe QDs the size they are (4-5 nm)? In addi- 
tion, the size distribution of the nanocrystals was relatively narrow [14]. This was 
of particular interest, both because a narrow size distribution is necessary for 
most potential applications and because most measured properties of the QDs 
are smeared out, with a resulting loss of information, by inhomogeneous size 
broadening. Within a wide range, the crystal size was independent of many deposi- 
tion parameters that might be expected to affect size, in particular deposition tem- 
perature and current density. These parameters did strongly affect the distribution 
of the deposit, i.e., higher temperatures and smaller current densities/longer depo- 
sition times resulted in a greater degree of aggregation of the QDs, which could be 
explained by increased opportunity of the individual QDs to migrate on the Au 
surface at higher temperatures or over longer times (although at room tempera- 
ture isolated QDs did not aggregate, even over a period of a year). However, the 
size of the individual QDs in the aggregates did not vary appreciably with these 
parameters. 

It was suggested that the QD size and narrow size distribution was largely due to 
the mismatch-induced strain in the CdSe QDs 1161. As the QDs nucleate and grow, 
the total strain in the individual QDs grows. At some critical size, the buildup of 
strain will be sufficiently great that it will be energetically more favorable for re- 
nucleation to occur rather than continued growth. Such a mechanism concurs with 
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the equivalent self-assembly of semiconductor islands deposited by vapor deposition 
techniques [5 ,  61, although both the island size and degree of mismatch in the case 
of the ED samples are considerably smaller than for the vapor-deposited ones. 

If the above hypothesis is correct, then it should be possible to control the ED 
QD size by varying the semiconductor-substrate mismatch. This can be done in a 
number of ways, the most obvious being to vary the composition of either the 
semiconductor or the substrate. 

1.3 Change of Semiconductor Lattice Spacing - 
Cd(Se, Te)/Au 

CdSe and CdTe form a solid solution over the complete composition range. The 
predominant crystal phase changes from hexagonal (CdSe) to cubic (CdTe) ap- 
proximately in the middle of the composition range, and the solid solution obeys 
Vegard’s law, i.e., the lattice spacing varies linearly with composition from one end 
member to the other [17]. This means that the lattice spacing can be accurately 
controlled through the Se:Te ratio in the deposit. A composition of CdSeo.92Teo.os 
should be very closely lattice-matched to Au (at the 2:3 ratio). Unfortunately, our 
deposition technique does not allow inclusion of much Te into the electrodeposit. 
We have been unable to dissolve Te in DMSO to any noticeable extent that allows 
deposition of CdTe, even at high temperatures and low current densities. However, 
in the presence of Se, Te does dissolve to a small extent in DMSO. By varying the 
amount of Se, the deposition temperature, and current density, we have been able to 
incorporate small amounts of Te into the CdSe ~ up to several percent of the Se 
concentration (the analyses, by X-ray photoelectron spectroscopy, were only semi- 
quantitative but did give an indication of the Te concentration) [18]. 

Figure 1.2 shows the variation of crystal size with increasing Te content, from 
pure CdSe (Figure 1.2(aj) up to several percent (Figure 1,2(fj). The crystal size 
varies from 4-5 nm (pure CdSe, Figure 1.2(a)) to ca. 20 nm (Figure 1.2(f)). As 
expected from our reasoning above, the crystal size increases with increasing Te 
concentration. The wider size distribution typically observed for the larger QDs 
(larger Te content) is probably due to nonhomogeneous chemical composition. The 
inset in Figure 1.2(c) shows a SAD pattern of a single Au grain with Cd(Se, Te) 
crystals verifying the epitaxy of the nanocrystals. 

The height of the Cd(Se, Tej crystals, measured by XRD, also increased with 
increasing Te content, although only about half as much as the growth in the lateral 
dimensions [I 81. Thus, while the pure CdSe crystals were approximately equi- 
dimensional, the largest crystals were more disklike (20 nm in diameter by ca. 10 nm 
in height). This can indicate relaxation of interfacial strain leading to crystals with a 
flatter shape (increased interfacial strain favors taller, thinner shapes) [ 191. 

Another predictable consequence of the decreased strain in the Cd(Se, Te) crys- 
tals compared to pure CdSe is that the Poisson contraction in the c direction was 
decreased from 1.7% (CdSe) to ca. 0.6% (for several percent Te content) 1181. 
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Figure 1.2. TEM images of (a) (Te free) CdSe QDs on Au; (b-f) Cd(Se, Te) QDs with increasing 
average size from 6 nm (b) to 18 nm (f). All the images in this figure are shown at the same mag- 
nification and were all electrodeposited using the same amount of electrical charge (0.70 mC cm-’). 
Deposition parameters are given in Reference 1181. Inset: SAD pattern obtained from (c), showing 
the orientation relationship with the Au substrate. The {hk.O)Cd(se,Te) d spacings retain the hetero- 
epitaxial values determined by the Au substrate, for all Se/Te ratios. (Reproduced by permission 
from Reference [18], Y. Golan et al.) 

1.4 Change of Substrate Lattice Spacing - CdSe/Pd 

Pd has a similar fcc structure but a smaller lattice parameter compared with Au. 
Thus the corresponding lattice mismatch between CdSe and Pd is considerably 
larger (+4.1% for the 3:2  ratio) than for CdSe on Au with the same orientation 
relationship (-0.6%). Based on the mismatch strain argument, we expect very tiny 
nanocrystals of CdSe on this substrate. 

We found that electrodeposition of CdSe on Pd, using the same experimental 
procedure as for deposition on Au, results in diffraction-amorphous CdSe QDs, 
formed on top of a thin diffraction-amorphous CdSe layer [20]. HRTEM imaging 
revealed, however, many regions of localized sixfold symmetry in the deposit. Dig- 
ital image analysis of the HRTEM images established the presence of irregularly 
shaped, ordered CdSe clusters, typically 1-2.5 nm in size, surrounded by dis- 
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Figure 1.3. (a) Raw digitized HRTEM image of CdSe ED onto Pd. (b) Image obtained by cross 
correlation between the structural motif developed by the autocorrelation function of this deposit 
and a high-pass-filtered version of (a). (Reproduced by permission from Reference [20], Y.  Golan 
et al.) 

ordered material (Figure 1.3). These clusters were observed in the QDs as well as 
in the CdSe thin layer. In spite of the relatively large mismatch in this system, the 
ordered clusters exhibited considerable preferential orientation. Fourier analysis 
indicated a { 11 l}Pdl[{00.2}CdSe, 110 Pd(l 10.0 CdSe epitaxial relationship be- 
tween the ordered CdSe clusters and the { l l  I}Pd substrate. Thus the CdSe on 
Pd is rotated by 30” relative to the orientational relationship of epitaxial CdSe QDs 
on { l l l } ~ ” .  Simulation of the CdSe lattice on top of that of Pd confirmed 
that this R30” orientational relationship resulted in better registry between the CdSe 
and Pd compared with a nonrotated relationship (and vice versa for CdSe on 
Au) [16]. 

The results of this study support the mismatch strain argument, although instead 
of isolated nanocrystals, the ordered clusters were surrounded by truly amorphous 
material. The structure of the CdSe as a disordered, amorphous phase accom- 
modates mismatch strain (the disordered lattice can accommodate local lattice 
variations with the Pd), hence preventing the formation of dislocations. Thus it is 
understandable that a continuous layer of CdSe can form in this system, in contrast 
to the CdSe/Au system, where buildup of strain apparently prevents formation of 
such a layer. 

1.5 Thicker Layers of CdSe on Au and Pd 

While this chapter concentrates on isolated QDs (or at most a single layer of 
aggregated QDs) on metal substrates, it is important to describe the extension of 
such deposits to thicker films. Previous publications have described ED nano- 
crystalline CdS and CdSe “thick” (ca. 100 nm or more) films, using the DMSO/ 
S(Se)/Cd2+ plating bath [13, 21, 221. The crystal size was determined predominantly 
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by the anion of the Cd salt. When CdC12 was used as the Cd source, the typical 
crystal size for both CdSe and CdS was ca. 5 nm, although with a fairly large size 
distribution, while use of Cd(C104)~ (the salt used in the above studies) resulted in 
considerably larger crystals - typically ca. 10 nm. It may be that this difference is 
caused by adsorption of C1- on the growing crystals, resulting in termination of 
growth, the capping mechanism well known in colloidal growth and recently sug- 
gested by us as the cause of size control in CdTe films electrodeposited from DMSO 
solutions containing phosphines [23]. 

For CdSe deposition on Au, the epitaxy described above occurs for the first layer 
of CdSe crystals but not for subsequent layers. The epitaxy is normally lost with 
subsequent layers, as seen by a change of the single crystal spot diffraction pattern 
of the first layer to a polycrystalline ring diffraction pattern for thicker films 1141. 
Thus, in this case, CdSe deposits epitaxially onto Au but not onto itself. An im- 
portant consequence of this loss of epitaxy is the corresponding loss in size control; 
the subsequent layers of CdSe are composed of larger crystals (ca. 10 nm) with a 
large size distribution. 

Gold evaporated onto mica substrates and subjected to a long annealing treat- 
ment (250 "C for 12 hr) forms highly oriented crystals, in contrast with the tex- 
tured (but azimuthally random) Au films used in all the above studies, obtained on 
glass or mica after a short annealing time. CdSe deposited onto such substrates 
retains a high (although not total, as for the first layer) degree of epitaxy, even for 
15 nm-thick layers [24]. HRTEM showed the ability of a single of CdSe crystal to 
bridge the grain boundaries between the oriented Au crystals, in contrast to the 
change in orientation between two adjacent and touching CdSe crystals on adjacent 
Au grains that were not oriented (on an Au-on-glass substrate). In the former case, 
the second layer contained large (several tens of nm) CdSe crystals. This might be 
due to the perfect CdSe-on-CdSe epitaxy that arises from the epitaxial Au sub- 
strate. For CdSe on Pd, the situation is completely different. Since the deposit is - 
to a large extent - disordered, and therefore relaxed, the Pd is initially covered with 
a continuous film of CdSe followed by island growth as described above. The size of 
the islands depends on the thickness of the deposit; they grow larger in size and 
with a large size distribution as more CdSe is deposited [20]. Such behavior is typi- 
cal for growth where no size-limiting mechanism, such as mismatch strain or cap- 
ping, occurs. 

1.6 Other Semiconductor-Substrate Systems 

Up to now, we have discussed three semiconductor-substrate combinations that 
have been the subjects of intensive investigation by us, namely CdSe/Au, Cd( Se, Te)/ 
Au and CdSe/Pd. More recently, we have been investigating other combinations; 
some have been studied in depth while others are at a preliminary stage. Here we 
will treat some aspects of these studies. 
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1.6.1 (Cd, Zn)Se/Au 

Our investigation of this system began with a chance observation. Initial attempts 
to electrodeposit ZnSe, using Zn(C104)2 in place of Cd(C104)2, resulted not in 
ZnSe, but in a deposit that subsequent analyses showed to be Cd-rich (Cd, Zn)Se. It 
was later realized that the source of the Cd was the graphite anode, which had 
previously been used for the deposition of CdSe and clearly contained occluded Cd, 
in spite of being well rinsed in DMSO and water. The few control experiments we 
have attempted up to now, using defined mixtures of Cd and Zn perchlorates (Cd2+ 
concentrations down to 1 mM and constant Zn2+ concentration of 50 mM) gave 
only CdSe. It is clear that much smaller Cd2$ concentrations are required if appre- 
ciable concentrations of Zn are to be introduced into the deposit. Larger deposition 
current densities could also be used in principle, but this may not be practical owing 
to the low-saturation Se concentrations in the deposition solutions (< 10 mM). Since 
Cd (and CdSe) deposit at considerably more positive potentials than the corre- 
sponding Zn species, codeposition of Zn with Cd requires a diffusion-limited con- 
centration of Cd in solution. The preliminary results shown below were obtained 
from deposits using the Cd-contaminated Zn( C10& plating solution with a Zn2+ 
concentration of 50 mM and an estimated Cd2+ concentration no greater than 
0.1 mM. 

The plating efficiency of the (Cd, Zn)Se appears to be much lower than that of 
either CdSe or CDs. Figure 1.4 shows a TEM micrograph of a nominally 8 nm- 
thick film (plated at 1 mA cmp2 for 5 s at 120 "C). The coverage of the Au is still 
not complete, in contrast with the situation for CDs and even more for CdSe using 
the same deposition charge. The crystals are very tiny - ca. 2 nm. The ED pattern 
(inset in Figure 1.4) shows that the deposit is highly oriented. 

An XRD of the above sample is shown in Figure 1.5. The height of the nano- 
crystals measured from the peak broadening is ca. 5 nm - more than twice the 
average lateral dimension. Also shown in this figure, by vertical lines, are the 
expected bulk peak positions of CdSe, ZnSe and Cdo.78Zno.Z2Se, assuming Vegard's 
law is valid for this system (see the XPS results below). The peak position lies be- 
tween CdSe and ZnSe and closer to the former. 

Figure 1.4. TEM image of Cdo78Zno22Se 
(nominal composition - see text) ED onto Au 
Inset: SAD pattern of this deposit. 
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Figure 1.5. XRD spectrum of a 15 nm 
(nominal thickness - the actual thickness 
is less) Cdo.78Zno.22Se deposit on Au. 
The literature values for the positions 
of the CdSe and ZnSe (00.2) reflections 
are shown. The expected position of the 

An XPS analysis of the deposit gave a Cd:Zn ratio of 3.5:l; from this, a com- 
position of Cdo.78Zno.22Se was inferred (there was some excess Se as is normally 
observed for incompletely covered Au owing to chemisorption of Se on free Au). 
Returning to the XRD peak in Figure 1.5, we see that the peak position is shifted to 
a higher angle (smaller (00.2) spacing) than that expected from the above bulk 
position by 0.7%. This shift is less than the 1.7% contraction measured for CdSe on 
Au; since the nanocrystals are smaller and (almost) epitaxial, a larger contraction 
might be expected. However, the results are in qualitative accord with the lattice 
mismatch principle. There is a -2.1% mismatch between Cdo.78Zno.22Se and { 11 l} 
Au, considerably larger than the mismatch between CdSe and Au (-0.6%). There- 
fore, to a first order, if we ignore effects other than lattice mismatch, a crystal size of 
ca. 1.5 nm could be estimated for this system. This is only slightly smaller than the 
ca. 2 nm measured. Both this slight discrepancy and the smaller shift of the XRD 
peak than anticipated suggest that the composition is somewhat more Cd rich than 
the value we derive from the XPS results, a distinct possibility owing to the lack of 
reliability of XPS elemental composition measurements in general and in particular 
since the technique is surface specific while the composition might not necessarily be 
homogeneous. 

1.6.1.1 CdS/Au 

CdS has a 3.9% smaller lattice than CdSe and a -4.5% mismatch with { 11 l}  Au (in 
the 2:3 ratio). This is not very different from the +4.10/0 mismatch between CdSe 
and Pd, although in the opposite direction (the CdS should be stretched by the 
gold). Based purely on a mismatch argument, therefore, we might expect the CdS/ 
Au system to behave like the CdSe/Pd one, i.e., a largely disordered deposit, possi- 
bly with some local order. We note that consecutive electrodeposition of S and Cd 
on the { 1 I I }  surface of Au has been shown to form an epitaxial monolayer of CdS 
[25] and that this epitaxy follows the same 2:3 ratio as we find for CdSe on Au [16]. 
Based on mismatch strain, however, we do not expect this situation to exist for 
much larger thicknesses. 
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Figure 1.6. TEM image of 5 nm 
(nominal thickness) CdS ED onto Au 
Inset: SAD pattern of the deposit. 
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In fact, the CdS/Au system shows very different behavior than CdSe/Pd and is 
closer to the CdSe/Au combination, in spite of the large (compared to CdSe/Au) 
mismatch. Figure 1.6 shows a TEM micrograph of a (nominally) 5 nm-thick CdS 
deposit on Au. The crystal size is typically 3-4 nm with a fairly narrow size distri- 
bution, shown in the histogram in Figure 1.7. The coverage of the substrate is not 
complete, suggesting a lower plating efficiency compared with CdSe, at least in 
these early stages of deposition. Preliminary XPS elemental analyses of the deposits 
suggest that little CdS is deposited in the first stages of electrodeposition, and that 
efficient CdS deposition occurs only at nominal thicknesses above 2 nm (compare 
qualitatively similar behavior for CdSe deposition discussed above). Complete cov- 
erage is obtained for a nominal thickness of ca. 8 nm. The arc-shaped SAD pattern of 
this CdS deposit (inset in Figure 1.6) shows that, unlike CdSe on Au, the CdS QDs 
are not completely epitaxial with the Au, although there is a pronounced preferred 
orientation. As for CdSe/Au, however, the CdS crystals show a preferred orientation 
with the Au lattice, unlike the 30% rotation that occurs for CdSe on Pd substrates. 
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The deposits exhibit increasing crystal size and gradual loss in orientation with 
increasing deposit thickness, as for CdSe on Au. Thus the average crystal size for a 
nominal 10 nm-thick film ( 5 two layers of CdS) is ca. 6 nm. Peak broadening of the 
XRD spectrum (the (00.2) planes) was used to measure the average height of the 
crystals, as described above for CdSe/Au. A well-defined XRD peak could only be 
obtained for films of nominal thickness 10 nm and greater, corresponding to slightly 
more than a monolayer of crystals. A coherence length (equivalent to nanocrystal 
height) of ca. 6 nm was obtained for the 10 nm film, in agreement with the lateral 
dimensions measured by TEM imaging. The position of the (00.2) XRD peak was 
found to be identical to that of bulk CdS, in contrast with the large contraction 
(-1.7%) found for the (thinner) CdSe/Au case. Since thinner (one crystal layer or 
less) samples could not be measured by our XRD equipment, it is not clear whether 
the XRD peak is dominated by the partial second layer of CdS (in this size range, 
larger crystal sizes often dominate the XRD pattern, even if present in appreciably 
smaller amounts) or, less probably, whether this really reflects a much smaller ver- 
tical strain in the CdS, compared with the CdSe nanocrystals. 

The smaller crystal size of CdS/Au compared to CdSe/Au is in qualitative agree- 
ment with the lattice mismatch theory. Quantitatively, we would have expected 
the difference to be larger, i.e., smaller (or amorphous) CdS crystals, if we assume 
heteroepitaxy. There are a number of factors that could be invoked in a general 
manner to explain this, including the nonperfect epitaxy, different surface energy 
of CdS, and different chemical reactivity with the Au. Unlike the CdS/Pd system 
described below, however, such factors do not appear to dominate the general be- 
havior of the system. 

1.6.1.2 CdS/Pd 

CdS has a +0.17% mismatch with Pd in the 2:3 ratio. Based on the mismatch 
principle, therefore, we expect relatively large crystals of CdS to form on Pd. 

Figure 1.8 shows a Pd substrate onto which CdS (nominally 2.5 nm thick) has 
been deposited. Very small, slightly oblate crystals typically 2.5 x 2.0 nm in size and 
with a narrow size distribution are observed. Coverage of the Pd by the deposit is 
high (close observation shows the presence of similar nanocrystals, but with lower 
contrast, between the better-resolved dark ones): this would be expected if the 
height of the nanocrystals was ca. 2.5 nm. However, there are two additional fac- 
tors that must be taken into account here. The first is the total absence of any dif- 
fraction pattern, either ED or XRD, for this or even thicker (up to 10 nm) layers. 
The second, and more important, factor, is that XPS elemental analysis shows 
ca. 92% Pd and only 7% S and 0.6% Cd on the 2.5 nm sample (compare with cor- 
responding values of 83, 12, and 5% for the corresponding CdS/Au deposit). This, 
and particularly the very low Cd concentrations, brings into question the composi- 
tion of the nanocrystals seen in Figure 1.8 

Regardless of the uncertainty in the composition of these nanocrystals, it is 
clear that the CdS/Pd system cannot be understood by the mismatch principle. The 
explanation for this may well lie in the XPS results. The fact that the deposition on 
Pd follows a very different course than either CdS on Au or CdSe on both Au and 
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Figure 1.8. TEM image of 
2.5 nm (nominal thickness ) 
CdS ED un to  Pd. 

Pd, and in particular the very low Cd concentrations present even for a nominally 
2.5 nm-thick film, where high coverage of the substrate by some material is appar- 
ent (Figure 1 .8), suggests that this material may be sulfur in greater than monolayer 
coverage (although in this case, more than the measured value (by XPS) of 7% S 
would be expected). The relevant parameter for determining the mismatch would 
then be the lattice spacing of the S (disordered if the S is amorphous). Another, less 
likely possibility is that chemisorption of S onto Pd might distort (reconstruct) the 
Pd surface or cause it to become disordered. 

Since the Au lattice is 0.6% larger than that of CdSe (in the 3:2 ratio) and Pd is 4.1% 
smaller, then an alloy of Au-Pd containing 12.8% Pd should be perfectly lattice- 
matched with CdSe, if we assume that the lattice spacings vary linearly with com- 
position. A previous study of this alloy, in bulk form, showed a slight, but definite, 
deviation from Vegard’s law in the Au-rich alloys [26]. If we take this nonlinearity 
into account, and assume it to hold equally for thin films (an assumption that is not 
always valid), the composition of perfect match should be ca. 12% Pd. We have 
therefore carried out a study of the effect of composition of Au-Pd alloys on the 
electrodeposited CdSe. 

The Au-Pd alloys were vacuum-evaporated from tungsten boats using alloys that 
were previously made by melting Au and Pd together in a crucible by an electron 
beam. While it might be expected that the evaporated films would be Au rich, 
owing to the higher vapor pressure of Au compared with Pd, the XRD peak posi- 
tions of the various alloys were close to those expected from the composition of the 
evaporant. 

Five different alloys were studied: 2.6, 9, 13, 19, and 26% Pd in Au. According 
to the mismatch-strain principle, the crystal size should grow with increasing Pd 
concentration and then decrease again for the 19 and 26% alloys; epitaxy should be 
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Figure 1.9. SAD patterns of CdSe (nominal thicknesses between 1.2 and 2.5 nm) ED at 0.1 mA cm-' 
(a-c) onto Au/Pd alloys containing (a) 2.6% Pd, (b) 13% Pd, and (c) 26% Pd and at 0.01 mA cm-* 
onto 26% Pd/Au (d). 

maintained for all the alloys, although it could be partially lost for the 26% Pd 
substrate. 

The behavior we obtained from this system was quite different from this. Under 
the same conditions normally used for ED CdSe on Au (in particular, at a deposi- 
tion current density of 0.1 mA cmP2), the degree of epitaxy was gradually reduced - 
although not lost entirely - with an increase in Pd concentration. Figure 1.9(a-c) 
shows ED patterns of three CdSe deposits, all between 1.2 and 2.5 nm nominal 
coverage (less than a monolayer coverage of crystals), deposited at 0.1 mA cm '. 
Even for the 2.6% alloy (Figure 1.9(a)), a slight deviation from the perfect epitaxy, 
obtained for CdSe on pure Au, is visible as arcing of the CdSe diffraction spots. For 
the 13% alloy (Figure 1.9(b)), where an almost perfect lattice match should occur, 
the loss of epitaxy is considerable. The 26% alloy sample shows what at first sight 
appears to be a polycrystalline pattern with some degree of orientation (Figure 
1.9(c)). However, if we take into account the 30" rotation that occurs for CdSe on 
Pd discussed above, it is also possible that there is considerably greater orientation 
than at first apparent, and that some of the crystals are rotated 30" to the substrate 
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lattice direction. Such a supposition is supported by the form of the ED pattern for 
the 26% Pd deposit: there is a concentration of intensity of the CdSe reflections 
aligned with the Au/Pd reflections, and also aligned between adjacent Au/Pd re- 
flections, i t . ,  30" rotated, with a noticeable gap between these two concentrations. 
This effect is only very slightly apparent with the 13% deposit and not at all with the 
2.6% one. These results might indicate the presence of Au-rich and Pd-rich domains 
in the films. 

While loss of epitaxy that increases with increasing Pd content is observed for 
CdSe on the Au/Pd alloys, the epitaxy is very dependent on the deposition current. 
Figure 1.9(d) shows a SAD of a film similar to that in Figure 1.9(c), only deposited 
at 0.01 mA cm--2 (and for ten times as long, i.e., the same number of coulombs). In 
this case, the degree of orientation is much better than that obtained at ten times 
the deposition current. This suggests that the loss of epitaxy at higher currents is 
due to kinetic limitations: thermodynamically, the epitaxial configuration is still 
preferred. However, it should be noted that the deposition efficiency is considerably 
reduced at these lower deposition currents. This may be due to a parasitic electro- 
chemical reaction. 

With the breakdown of the mismatch principle as the main factor in determining 
epitaxy for Au/Pd alloys, it is not surprising that the crystal size does not behave as 
expected. In fact, the variation of crystal size with substrate composition is irre- 
producible compared to the large reproducibility obtained with the CdSe/Au sys- 
tem. Typical crystal size varies from ca. 1.5-2 nm on the low side to ca. 8 nm and 
sometimes even larger. While there is a general trend for the Pd-rich alloys to have 
somewhat larger crystal sizes than the lower Pd alloys for the same deposition 
conditions, this is not a strong effect. The crystallite size does increase with in- 
creasing amount of deposit. This can be seen from Figures 1.10(a) and (b), which 

Figure 1.10. TEM images of CdSe ED onto Pd/Au. (a) 13% Pd, CdSe deposited at 0.1 mA cm-2 
for 16 s at 90 "C; (b) as (a), but CdSe deposited for 32 s; (c) 26% Pd, CdSe deposited at 0.1 mA cm-2 
for 16 s at 120 "C. 
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show the crystal size for two samples deposited under the same conditions, except 
that the former (typical crystal size ca. 5 nm) was deposited for half the time of the 
latter (ca. 2.5 nm). It is noticeable that, as for the CdSe/Pd system, the TEM images 
suggest complete coverage of the substrate with CdSe, particularly for the Pd-rich 
alloys and at high (0.1 mA cmP2) deposition currents. Figure l.lO(c) shows a TEM 
image of a nominally 2.5 nm deposit on 26% Pd/Au. The coverage appears to be 
complete. It is difficult to verify this without using HRTEM, as was necessary for 
CdSe on Pd [20]. However, bright areas, ca. 2-4 nm in size, and usually with poor 
contrast, can often be seen on these samples (seen on close inspection of Figure 
l.lO(c)). These bright areas could be holes in the deposit. HRTEM will be carried 
out in the future to investigate this. 

XRD has also been used in an attempt to measure the heights of the crystals (or 
films, as they may sometimes be). The main conclusion here is that the XRD peak 
becomes increasingly difficult to see with increasing Pd content. Note that for CdSe 
on pure Pd, no XRD peak was seen at all. However, in at least some of the alloy 
samples, quite large CdSe crystals were obtained, in contrast to the very tiny regions 
of ordered CdSe surrounded by disordered material in the CdSe on Pd. This sug- 
gests that these “large” crystals may be defected, in contrast to the defect-free CdSe 
on Au [15]. There is no consistent difference between the widths of the CdSe (00.2) 
peaks for the alloy and pure Au deposits, although the useful information that we 
have obtained from the alloy deposits is still too limited to be sure of this. We do see 
a narrowing of the peak (increase in crystal height) for lower deposition currents, 
particularly when very low currents (0.01 mA cm-2) are used. However, this be- 
havior is also observed for CdSe on Au. 

1.7 Bandgap Measurements 

Our interest in the nanocrystalline semiconductors described above derived from 
the ability to tailor the optoelectronic properties if control of crystal size could be 
attained. In order to demonstrate this ability, we had first and foremost to measure 
the bandgaps of the semiconductors and show that this parameter is larger than for 
bulk material. For the ultrathin “films” on metal substrates studied by us, this could 
not be done easily by normal spectrophotometry, owing both to the very weak ab- 
sorption of the semiconductor and to the intense absorption and reflection of the 
underlying metal substrate (ca. 35 nm thick). Instead we have concentrated on two 
techniques from which the bandgaps can be extracted. 

The first is photoelectrochemical photocurrent spectroscopy, where the sample is 
made one of the electrodes in a suitable electrolyte. Upon illumination with super- 
bandgap light, a photocurrent is generated and measured as a function of illumi- 
nating wavelength. We have previously used this technique to study CdSe on 
Au [27]. For the first monolayer of CdSe crystals on Au, a bandgap of 1.95 eV was 
estimated, with the possibility of a second bandgap, due to smaller crystals, of ca. 
2.2 eV. These values correspond to approximate crystal sizes of 6 and 4 nm. Since 
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the typical crystal size in these films is 4-5 nm, and there is only a small fraction of 
crystals as large as 6 nm, it may be that the photocurrent onset is actually a strong 
sub-bandgap signal, a decided possibility in view of the very high surface area of the 
CdSe. Another possibility is that, if the electronic contact between CdSe and Au is 
good, quantization in the substrate direction is reduced or lost and the CdSe is 
quantized in only two directions. Increase in film thickness (equivalent to additional 
layers of larger crystals) results in the expected red shift in the photocurrent onset 
and even the clear appearance of sub-bandgap signals. 

The second technique used to measure the bandgap (or rather, to estimate it, 
since interpretation of the results is very model specific) is conductance spectroscopy 
[28]. In this method, current-voltage spectroscopy is carried out using a metallized 
atomic force microscope (AFM) tip that ideally contacts one of the nanocrystals on 
the substrate. Current can only flow when resonance occurs between the Fermi level 
of one of the contacts and one of the semiconductor levels. A voltage region where 
no current flows is observed in both bias directions, and this zero current range 
corresponds to the bandgap. This measurement must be corrected for the relatively 
large charging energies for the very tiny crystals (typically 0.2 eV - this charging 
process can be seen as peaks in the conductance spectra (the Coulomb staircase) 
and measured by the spacing between consecutive peaks. As with photocurrent 
spectroscopy, sub-bandgap signals may occur owing to surface states, which will 
give an apparent bandgap value lower than the real value. Values of bandgaps 
ranging between 2.05 and 2.4 eV were measured (in Reference [28], the values given, 
between 1.9 and 2.2 eV, were in error owing to the subtraction of two, rather than 
only one, times the charging energy), corresponding to crystal sizes between 4.6 
and 2.7 nm, respectively (using Reference [9] to correlate bandgap and size). These 
values agreed well with the measured size distribution of the CdSe. 

Here we show the application of the same techniques to measure bandgaps for 
CdS nanocrystals on Au. Normalized photocurrent spectra of CdS films of various 
thickness are shown in Figure 1.11. The 5 and 7.5 nm (nominal thickness) samples 

Figure 1.1 1. Photoelectrochemical photo- 
current spectra of CdS deposits of various 
nominal thicknesses (shown in the figure) 
on Au. The electrolyte used was 0.2 M 
Se dissolved in 0.4 M aqueous Na2S03 
(sodium selenosulfate). 
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j -20 Figure 1.12. I - V  and associated 
-404 v -40 differential conductance spectra of 

-2 0 2 5 nm (nominal thickness) CdS on Au 
measured using a metalbed AFM tip Voltage [V] 

exhibits a clear blue shift, to ca. 2.6 eV, compared with the thicker films (10, 15, and 
20 nm), where a value of 2.35-2.4 eV is estimated (the bulk bandgap of CdS is 
ca. 2.4 eV, the exact value varying for different literature sources). From the tight 
binding calculations of Lippens and Lannoo [29], an increase in bandgap of 0.2 eV 
corresponds to a CdS crystal size of ca. 4.5 nm; this is only slightly larger than the 
measured size for the 5 nm CdS sample (3-4 nm; see above), particularly since the 
spectrum will probably be dominated by the larger crystals in the distribution. 

The second technique, conductance spectroscopy, provides considerable in- 
formation on the probe-nanocrystal-substrate circuit properties, in addition to the 
semiconductor bandgap. Since our interest for the present purpose is to measure 
bandgaps, we will discuss the additional information only briefly. Figure 1.12 shows 
an I-V spectrum of 5 nm CdS on Au (less than a monolayer of crystals) and the 
associated conductance spectrum (dl/d V- V ) .  As described for CdSe/Au above, the 
zero current region should give the bandgap plus the energy required to charge 
the nanocrystal, the latter measured by the peak spacing in the conductivity spec- 
trum (assuming the peaks represent Coulomb charging). The position of the first 
peak for each polarity is quite often ambiguous: Since the first peaks are often small 
and sometimes broad, they may represent direct charge transfer into a surface state 
rather than into the first quantized bulk level. From the conductance spectrum in 
Figure 1.12, the zero current region (between the positions of peaks A and B )  is 
2.79 V. Subtracting from this a charging voltage of ca. 0.35 V (see below) gives 
a value of 2.44 eV for the bandgap. This value is considerably lower than the 
expected value of between 2.6 and 2.7 eV for these 3-4 nm CdS crystals. If we 
conveniently assume that the small peak B is due to transfer into surface states, the 
bandgap value would then be 2.71 eV, in line with the expected value. To put this 
measurement on a more statistical footing, a necessary step owing to the rather 
large variation between measurements, nine different spectra were taken over dif- 
ferent regions of the same sample. Two extreme bandgap measurements were made: 
the spacing between the first peaks on either side of zero bias and the spacing be- 
tween the corresponding second peaks, in both cases, less the charging energy. If we 
average over all the measurements, the first value should be lower than the true 
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bandgap while the second should be higher. The average value of the former was 
2.2 eV, while that of the latter was 2.8 eV, with a scatter in values over ca. 20% of 
the mean. Thus, while this technique is not, at present, very accurate for bandgap 
measurement, at least of this system, it does give values that are in the right ball- 
park. In particular, if we compare the values with those obtained for CdSe on Au 
[28] (for which more accurate bandgap values were obtained), the ability of these 
measurements to provide a reasonable estimation of the bandgap for very tiny 
amounts of the relevant semiconductor is clear. 

The features, other than the zero current region, in these spectra are of great in- 
terest in themselves. The interpeak spacings are a function of nanocrystal charging 
and/or higher-lying levels (see Reference [4] for an in-depth treatment of these 
phenomena). At this point, we cannot separate these effects, although we do believe 
that the charging phenomenon is dominant in our measurements. On that basis, we 
have used the value of 0.35 V for the charging voltage, taken as the average of the 
negative (0.4 V) and positive (0.3 V) peak spacings. A basic difference between these 
measurements with CdS and our earlier ones with CdSe is the lack of symmetry of 
the first conductivity peaks about the zero bias for CdS, compared with the sym- 
metrical behavior of the CdSe system. Although we do not understand this be- 
havior, we note that the symmetry (or lack thereof) is a function of the equilibrium 
energy position of the semiconductor levels with respect to the metal Fermi level. 

1.8 Conclusion and Speculations 

The rationale for the research presented in this paper is to understand the growth 
processes that determine nanocrystal size and thus to control the optoelectronic 
properties through control of the nanocrystal size. While possible applications for 
electrodeposited quantum dots (or nanocrystals in general) are not a main driving 
force for this research at present (they may become so later), it is of interest to 
speculate on potential applications for these and similar materials. The first and 
most obvious use is a general one: the ability to tailor bandgap and energy level 
spacing of a semiconductor without changing its chemistry allows a wider range of 
materials with specific properties. This is clearly useful for devices with properties 
that depend on these properties. Thus light-emitting devices (lasers or electro- 
luminescent displays) could, in principle, be tailored for the exact wavelength out- 
put desired. Particularly for lasers, a very narrow size distribution will be necessary 
to prevent incoherent emission of radiation. The increase in the bandgap also means 
a decrease in electron affinity of the quantized semiconductor. A change of electron 
affinity would allow, e.g., control of band offsets at semiconductor heterojunctions 
(this includes the junction between one semiconductor and the same semiconductor 
with different nanocrystal size), an important parameter in many devices such as 
diodes and photovoltaic cells. One of the most frequently cited potential uses of 
semiconductor nanocrystals is in nonlinear optics. The main reason for good non- 
linear optical behavior of these materials is the concentration of the optical tran- 
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sitions in only a few levels. As for lasers, a narrow size distribution will be impor- 
tant for most possible devices, although there may be some uses where a wide size 
distribution is less of a problem, such as in devices where optical saturation of a 
subset of crystals (hole burning) is operative. The current-voltage behavior result- 
ing from single electron charging and/or higher-level charge transport can form the 
basis of future electronic devices. There is still a very large gap between our experi- 
ments shown here and a useful device. Problems to be overcome include reprodu- 
cibility of current-voltage characteristics and the ability to form a third contact (a 
gate electrode) that is capacitively coupled to the nanocrystals in order to allow fine 
external control of the nanocrystal energy levels with respect to the Fermi levels of 
the contacts. It may be possible (and certainly easier) to use an optical signal, rather 
than an electrical one, for this purpose. It is clear that good reproducibility and the 
ability to obtain a very narrow size distribution are central elements in most appli- 
cations considered at present. It is hoped that our efforts to understand and con- 
trol growth of semiconductor quantum dots (and nanoparticles in general) will help 
toward realizing these goals. 
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Chapter 2 

Oriented Growth of Nanoparticles at Organized 
Assemblies 

F. C. Meldrum 

2.1 Introduction 

Many techniques exist to produce oriented arrays of particles on a compatible sub- 
strate. Indeed, the epitaxial growth of one material on another, whereby sets of 
lattice planes in the substrate and developing phase have corresponding form, has 
been widely investigated to manufacture technologically important devices. The 
development of much novel physics, for applications in a wide range of electronic, 
photonic, and microwave devices has been based upon the production of superior 
quality thin films, whose structure can be defined at a molecular level [I-51. 

Traditional methods of producing epitaxial thin films can be broadly classified as 
gas, liquid, and solution phase. The principal gas phase methods are molecular 
beam epitaxy (MBE) and metal organic vapor phase epitaxy (MOVPE), although 
many hybrid techniques exist. Both MBE and MOVPE provide high growth rates 
and can manufacture intricate structures. A further gas phase technique, atomic 
layer epitaxy (ALE), offers complete control at the monolayer level and uses pre- 
cisely defined incremental growth at the substrate to generate a film, a monolayer 
thickness at a time. Liquid phase epitaxy (LPE) describes the deposition of a crys- 
talline film onto a single crystal substrate from a supersaturated liquid metal solu- 
tion and can yield superior quality epitaxial films. Epitaxial thin films can also be 
formed by solution phase techniques, which are experimentally straightforward and 
do not demand the extreme vacuum or temperature conditions of gas or liquid 
phase methods. Solution deposition methods encompass chemical bath, electro- 
chemical techniques, and successive ionic layer adsorption and reaction (SILAR), 
which operate at ambient temperatures and pressures and use ionic solutions as 
precursors. Chemical solution deposition enables the preparation of films of com- 
pound semiconductors such as CdS, PbS, PbSe, CdSe, and ZnSe and is based upon 
a controllable chemical reaction that proceeds at a rate defined by the composition 
of the reaction solution [6-lo]. Electrochemical deposition represents one of the 
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earliest methods for the preparation of thin films and has been applied to the epi- 
taxial deposition of semiconductor nanoparticles on a range of substrates I l l  - 131. 
SILAR (also termed liquid phase atomic layer epitaxy (LPALE)) is the solution 
phase counterpart of the gas phase atomic layer epitaxy (ALE) method and em- 
ploys the alternate exposure of the substrate to solutions of the reactant mate- 
rials, with copious washing between the reactant solutions to remove unbound 
or unreacted ions [14, 151. As a further related method, electrochemical atomic 
layer epitaxy (ECALE) relies upon the alternate underpotential electrochemical 
deposition of two elements that react to form a binary compound on the substrate 
[16, 171. 

Epitaxial growth is necessarily determined by the structural and dimensional 
correspondence between the substrate and developing phase. While the majority of 
work has been carried out on single crystal inorganic substrates, a range of orga- 
nized organic assemblies have also been investigated as surfaces to support the 
growth of oriented arrays of inorganic nanoparticles. Self-assembled monolayers 
and multilayers, Langmuir-Blodgett multilayers, and Langmuir monolayers formed 
at the air-water interface have all been successfully utilized. The organic matrix 
selects the nucleating crystal face and can further act to direct the growth of arrays 
of coaligned crystals. The purpose of the studies is multifold. Technologically 
important materials such as zeolites [18, 191 and semiconductors [20-241 can be 
produced of defined size, morphology, and orientation; for example, the physi- 
ochemical properties of PbS crystals have been shown to vary as a function of 
the particle morphology [25]. In addition, organic matrices have the potential for 
introducing lateral order into a crystal film. Self-assembled films can be readily 
patterned using standard photolithographic techniques and have been used as tem- 
plates for the development of ordered crystalline arrays [26, 271. 

The studies also yield information on the processes of crystal nucleation and 
growth. The structure of the organic substrate can be readily determined and tail- 
ored to a selected nucleating inorganic crystal face. Experimental methods such as 
grazing incidence angle X-ray diffraction (GID) and transmission electron micro- 
scopy (TEM) can be applied to determine the relationship between the crystal and 
matrix [28-311. Particle formation in association with organic matrices can in many 
ways be considered to be biomimetic. In natural systems, inorganic crystal growth 
always takes place in association with organic membranes, to define the size, shape, 
and orientation of the growing crystals [32]. Although it is difficult to demonstrate 
whether a well-defined spatial relationship exists between the associated organic 
matrix and crystal phase, a number of systems have been studied in depth. In mol- 
lusc nacre, the a and b axes of the aragonite crystallographic axes are aligned with 
respect to the chitin fibers and b-sheet polypeptide chains that form the organic 
matrix framework, while the c axis lies perpendicular to the matrix plane. Such 
a pronounced orientational relationship strongly suggests that crystal growth is 
directed by epitaxial matching between the organic matrix and inorganic crystals. 
Thus, investigations into the influence of organic matrices on crystal growth can 
improve understanding of biomineralization and suggest routes to the preparation 
of materials with superior properties. 
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2.2 Oriented Crystal Growth on Self-assembled Monolayers 
and Multilayers 

2.2.1 Growth of Zincophosphate Zeolites on Zirconium Phosphate 
Multilayers [18] 

Ordered self-assembled monolayers, formed by chemisorption of suitable molecules 
onto a partner substrate, can be used as surfaces on which to deposit oriented in- 
organic crystal films. Organophosphonate multilayers were prepared on gold sub- 
strates by adsorption of 1 1 -mercapto-I-undecanol, which was then phosphorylated 
with POC13 and 2,4,6-collidine to give the corresponding phosphate. The pre- 
pared substrate was then immersed in solutions of zirconyl chloride and 1,10- 
decanediylbiphosphonic acid to form a zirconium phosphate trilayer. The zinco- 
phosphate zeolites were grown on these films by placing the prepared substrate in 
the zeolite “reaction solution” at 7 “C for 5 hours and finally washing with water. 
Examination of the film after this period by scanning electron microscopy (SEM) 
and X-ray diffraction showed that zeolite crystals of basic octahedral morphology 
and triangular basal faces had grown on the film and that over 90% were nucleated 
on the (111) face (Figure 2.1). No alignment of the nucleation plane with respect 
to the substrate was observed. Control experiments in which clean gold surfaces 
were immersed in the zeolite reaction solution showed that the presence of the 
multilayer was necessary for crystal deposition. The zirconium phosphonate multi- 
layer interacts strongly with the { 11 l}  face of small zeolite nuclei formed in the 
reaction solution, presumably via electrostatic and geometric matching processes. 
The [-P03H2] surfaces stabilize the zeolite { 11 1 } face, resulting in arrays of crys- 
tals deposited specifically on this face. 

2.2.2 Oriented Aluminophosphate Zeolite Crystals Grown on 
Self-assembled Monolayers [ 191 

Arrays of aluminophosphate crystals were produced on zirconium phosphonate 
(ZrP) multilayers. The pore structure of the zeolites comprises a hexagonal array 
of parallel cylinders, and oriented growth of the zeolites resulted in vertical align- 
ment of the channels with respect to the substrate. The ZrP multilayers were pre- 
pared by the methodology described above [ 181. Aluminophosphate zeolite crystals 
were synthesized hydrothermally from AlOOH, 85% orthophosphoric acid, 1,2- 
diazabicyclo[2,2,2]octane, and water. The reaction temperature and fraction of wa- 
ter in the solution were varied and were shown to profoundly affect the orientation, 
morphology, and aspect ratio of the crystals. For crystal growth on the multilayers, 
the substrate was placed face down in the gel for 8 to 12 hours, prior to washing and 
drying. 
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Attachment of Zeolite Nuclei to 
Organophosphonate Film 

Crystal Growth I 
Figure 2.1. Proposed reaction 
scheme for the growth of zinco- 
phosphate molecular sieves on 
organophosphonate films. 
Reproduced with permission 
from Reference [ 181. 

XRD examination of the crystals on the substrate demonstrated that the crystals 
were oriented with their c axes perpendicular to the substrate. It was considered that 
the (001) faces interact most strongly with the phosphonate surface, thus favoring 
retention of this orientation. The influence of the temperature and water content on 
crystal growth was investigated. Water content of d = [H20]/[A1203] = 60 and tem- 
peratures of 150 "C resulted in semisphencal aggregates. Dilution produced larger 
hexagonal prismatic crystals with higher aspect ratios. When d= 300, almost all of 
the crystals exhibited hexagonal morphologies and (001 } orientation. At further 
dilutions to d-400 and 600, the majority of crystals were aligned with their c axes 
slightly tilted from the vertical; the misorientation probably results from the high 
aspect ratio of the crystals, which causes the vertical orientation to be somewhat 
unstable. 

2.2.3 Nucleation and Growth of Oriented Ceramic Films on 
Self-assembled Monolayers [331 

Goethite (a-FeOOH) was deposited on self-assembled monolayers comprising 
sulfonate-terminated alkane silanes on silica, via the hydrolysis of iron nitrate 
solution at 70 "C and pH 2.1. Examination of the films as planer areas and in cross 
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section showed that the crystals were densely packed and comparable in structure to 
vapor-deposited films. This suggested that film growth was by a heterogeneous 
mechanism rather than by adsorption of preformed colloids precipitated in the bulk 
solution. The films comprised individual crystallites growing perpendicular to the 
film surface to form columnar structures. Single crystals extended from the sub- 
strate to the top of the film. Diffraction patterns were solved as goethite, which is 
described by an orthorhombic unit cell where a = 4.62, b = 9.95, and c = 3.01. Se- 
lected area diffraction patterns primarily comprised { lOl}, {002}, and (200) reflec- 
tions, indicating a high degree of b axis orientation perpendicular to the substrate, 
and that growth occurs from “ac” planes. No specific orientation of the basal plane 
with respect to the self-assembled film was observed. Akageneite (P-FeOOH) films 
were also prepared by the same experimental procedure on substitution of FeC13 for 
Fe(N03)3. The crystals were again oriented such that the [OOl] axis was parallel to 
the substrate. 

The use of sulfonated polystyrene substrates in place of the self-assembled 
monolayers yielded the same experimental results. That the disordered polystyrene 
surfaces could support oriented crystal growth showed that an organized substrate 
was not a prerequisite for producing crystal films, aligned along a single axis. The 
orientational effects can not be explained in terms of epitaxial matching between the 
inorganic crystal and underlying substrate, and must be less specific than strict 
spatial relationships between surface sites and solution species. Indeed, the concen- 
tration of cations at the negatively charged sulfonate surface may play a role in the 
selection of the nucleation face. XPS studies demonstrated that one FeOHf species 
coordinates to a pair of sulfonate sites on the monolayer, which may favor nuclea- 
tion of the “ac” plane of goethite, which is the crystal face bearing the highest 
density of Fe3+ cations. 

2.3 Epitaxial Crystal Growth on Langmuir-Blodgett Films 
1341 

Multilayers of behenic acid ( CH3 (CH2)2&OOH) were utilized as substrates on 
which to precipitate strontium sulfate. Standard Langmuir-Blodgett dipping 
techniques were used to deposit multilayers of behenic acid on coated electron 
microscope grids. The grids were then placed in supersaturated solutions of 1:l 
SrN03:NazS04 and were incubated for varying lengths of time. The product of 
crystallization varied according to whether the LB film was hydrophobic or hydro- 
philic in character, which was controlled by the number of dipping cycles employed 
during the multilayer preparation. Thin, disklike crystals nucleated from a (010) 
face on the hydrophobic surfaces, while open, floret-shaped crystals with needlelike 
outgrowths nucleated on the hydrophilic films. Diffraction data from these crystals 
did not match the orthorhombic SrS04 structure. In contrast, control experiments 
performed in the absence of an LB film produced crystals of tabular, rhombic 
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morphologies. Interactions between the highly ordered organic surface and ions 
present in solution was proposed to influence crystal nucleation and growth. 

2.4 Langmuir Monolayers as Templates for Epitaxial Crystal 
Growth 

Langmuir monolayers represent the best-characterized system in which the influ- 
ence of an ordered organic matrix on crystal growth has been studied. Monolayers 
provide a model system in which to mimic biomineralization processes [ 35-45], to 
study the fundamental processes of crystal nucleation and growth [28-3 1, 46-50], 
and to produce highly oriented arrays of technologically important materials such 
as semiconductors [20-251. The system offers many attractions. Experimentally 
simple, the monolayer is formed at the air-water interface and crystals are pre- 
cipitated from the solution; heterogeneous nucleation at the monolayer is favored 
over bulk precipitation. The method has been applied to a wide range of systems, 
such as the precipitation of NaCl, CaC03, and Bas04 from supersaturated solu- 
tions, cooling to induce ice nucleation, and diffusion of a reactant gas through the 
monolayer to precipitate such materials as CdS and PbS. The monolayer structure 
can be determined using techniques such as grazing incidence angle X-ray dif- 
fraction, cryogenic TEM, and Brewster angle microscopy and correlated with the 
structure of the nucleating crystals. In addition, the monolayer and associated 
crystals can subsequently be transferred to a solid substrate as either mono- or 
multilayer arrays by standard Langmuir-Blodgett dipping techniques, without dis- 
ruption of the original crystal alignment. 

2.4.1 Epitaxial Growth of Semiconductor Nanoparticles under Langmuir 
Monolayers 

Langmuir monolayers have been successfully employed to direct the growth of ori- 
ented arrays of semiconductor crystals [23]. Epitaxy has been demonstrated in the 
systems PbS/AA [24], PbS/(AA and ODA) [22], PbSe/AA [20], and CdS/AA [21], 
where AA = arachidic acid and ODA = octadecylamine. A general experimental 
methodology was used in all cases. The selected surfactant was spread on a sub- 
phase of the metal ion solution in a Langmuir trough, and evaporation of the car- 
rier solvent was allowed. The surfactant was then compressed to a selected surface 
pressure. The trough was isolated from the environment, and a known volume of 
reactant gas (such as H2S or H2Se) was injected into the container. Slow diffusion of 
the gas through the monolayer resulted in the precipitation of the insoluble semi- 
conductor particles at the monolayer-solution interface. The rate of growth and 
size of the particles could be controlled by varying the volume of gas injected and 
the exposure time. 
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2.4.2 Formation of PbS Crystals under Arachidic Acid (AA) and 
Octadecylamine (ODA) Monolayers [22, 241 

Oriented films of PbS crystals were produced in association with AA, ODA, and 
mixed AA/ODA monolayers. The surfactant was spread on a subphase of 
Pb(N03)~  and PbS precipitation induced by injection of H2S into the environment 
enclosing the compressed monolayer. The crystal nucleation face and degree of 
selectivity was controlled by variation of the monolayer composition. 

Crystallization under a 1000/0 AA monolayer compressed to a solid state resulted 
in a population of crystals of equilateral triangle morphologies (Figure 2.2). The 
size of the crystals depended on the time of exposure to the H2S gas. After 5 minutes 
the crystals exhibited sides of 29.7 nm, while 30 minutes exposure resulted in sig- 
nificantly larger crystals of side 60.7 nm. The orientation of the crystals was inves- 
tigated by selected area diffraction and revealed the epitaxial relationship between 
the crystals and the monolayer. Analysis of a 2 pm area showed a single crystal 
pattern of sixfold symmetry, demonstrating that the PbS particles nucleated from 
the same crystal face and that they were oriented at angular separations of 60". The 
diffraction pattern showed reflections corresponding to { 220}, { 422}, and { 440) 
planes, indicative of a {Ill}-type nucleation face. PbS crystals were also pre- 
cipitated under monolayers maintained at lower surface pressures, and epitaxial 
growth was observed even under gaseous state monolayers. In these cases, circular 
domains of aligned particles were observed. It was considered that small domains of 
crystallized AA provide an initial template for the nucleation of oriented PbS. The 
precipitation of a PbS particle then induces growth in the area of the AA domain, 
which in turn facilitates nucleation of further PbS particles. 

Figure 2.2. TEM image of PbS crystals produced 
under AA monolayers. 
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dPb 
= 4. 

Figure 2.3. Schematic representa- 
tion of the overlap between Pb” 
ions and AA headgroups. The full 
circles represent the Pb ions, the 
empty circles the AA headgroups. 
A unit cell is shaded. 

The effect of the monolayer in directing crystal growth was rationalized by con- 
sidering the structural match between the AA and the PbS lattices (Figure 2.3). 
Synchrotron X-ray studies of crystalline cadmium arachidate monolayers spread on 
a CdCl2 subphase [47, 481 have shown that they crystallize in a hexagonal close- 
packed array with a lattice constant of a-4.85. The surfactant molecules are in a 
fully extended state and possess a planer zigzag conformation. An experimental 
value of a =4.81, as derived from surface pressure - surface area isotherms showed 
good agreement and was used in the analysis of the PbS system. Epitaxial growth of 
the PbS crystals from the monolayer resulted from the structural match between the 
PbS { 11 l}  face and the monolayer. PbS is of cubic, NaC1-type structure and lattice 
constant a =  5.9458. The Pb-Pb and S-S separations of 4.20 8, in the { 111} face 
closely match the d{ 100) spacing of 4.16 8, for AA. The spatial match is almost 
perfect, the mismatch being in the order of only 1Yo. 

Doping of ODA into the basic AA monolayer to ratios of AA:ODA 5: 1, 2: 1 ~ 1 : 1,  
1:2, 1:5,  and 0:l influenced the nucleation face of the PbS crystals and the degree of 
specificity. The experimental results are summarized in Table 2.1. At composition 
AA:ODA 5:1 and z= 30 mN mP1, the monolayer directed the growth of a pop- 
ulation of equilateral triangles of side 45 nm, similar to those produced under a pure 
AA monolayer. Selected area diffraction showed patterns of sixfold symmetry 
which were solved in terms of nucleation from a { 11 1 } plane. However, some subtle 
variations as compared with the pure AA monolayers were observed in that most of 
the triangles had indentations in the middle of their edges, and that the spots in the 
diffraction pattern were more elongated, indicative of less perfect alignment. 

Variation of the monolayer composition to a AA:ODA ratio of 2:1 resulted in 
50 nm PbS crystals with right-angle triangle morphologies for monolayers main- 
tained at surface pressures of z = 30 mN m-l. A small proportion of 100 nm irreg- 
ular crystals were also observed. Selected area diffraction patterns showed twelve- 
fold symmetry and reflections from {200}, {220}, {400}, and (420) planes. The 
right-angle triangles thus nucleate from a (001) basal plane and lie in direc- 
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Table 2.1. Summary of experimental observations on PbS crystallites grown under monolayers of 
mixed arachidic acid (AA) and octadecylamine (ODA). 

~ ~ 

AA:ODA Electron Diffraction Orientation Morphology 

1 :o 

5:  1 

2: 1 

2:lb 

1:l 

1 :2 

1:s 

0: 1 

Sixfold (220}, {420}, {420}, . . 

Sixfold (220}, (420}, {440}, . . . 
more diffuse reflections than 
1 :o 

(400). . . 
Twelvefold {200}, {220}, 

Sixfold { 11 I } ,  {200), {222}, 

Twelvefold { 200}, {222), 

Powder-type ring {200}, (220}, 

NA 

(3111, (400) 

(31 I ) ,  (400) 

(400) reflections 

NA 

Epitaxy on PbS { 11 1 )  

Epitaxy on PbS { 1 11 } 

Epitaxy on PbS (001) 

Epitaxy on PbS { 110) 

Epitaxy on PbS (001) 

No Epitaxy 
PbS (001) texturing 
NA 

NA 

Equilateral triangles 

Indented triangles 45 nm 
4 5 k 9 n m  

Irregular (> 100 nm) 
and some right-angle 
triangles (50 nm) 

Predominately right-angle 
triangles 

Predominately right-angle 
triangles 

Square-shaped, 80 nm, 
sparsely distributed 

Crystals grown in bulk 
solution 

Crystals grown in bulk 
solution 

tions separated by 60°, so generating the apparent twelvefold symmetry. While the 
maintained surface pressure had little effect on the crystallization of PbS particles in 
the case of 100% AA monolayers, it was shown to be very important for the mixed 
monolayers. In the case of the 2:l AA:ODA monolayers, crystallization under 
monolayers held at surface pressure K = 0 mN m-l and headgroup area 23 A2 mol-' 
produced mostly right-angle triangles of mean side 20 nm and angles 75 & 8". 
Selected area diffraction yielded patterns of sixfold symmetry and reflections cor- 
responding to { l l l} ,  {200}, {222}, {311}, and (400) planes, consistent with a 
nucleation face of { 110). 

At a monolayer composition of AA:ODA = 1:l and surface pressure K =  

30 mN m-', PbS crystallized in a similar manner to the AA:ODA = 2:l situation, 
except that fewer irregular crystals were viewed and there was a higher percentage 
of right-angle triangle morphologies. Electron diffraction patterns were of sixfold 
symmetry, but spots were elongated, demonstrating nonideal alignment. Mono- 
layers in which the proportion of ODA exceeded that of AA (AA:ODA= 1:2) 
did not support epitaxial growth of PbS crystals. At a surface pressure of K =  
30 mN mP1, randomly oriented crystals of rectangular shape and large size distri- 
bution were observed. Selected area diffraction patterns were of powder type in which 
the most intense reflections were from {200}, {220}, {400}, and (420) planes, sug- 
gesting that a (001) orientation predominated. Monolayers of higher ODA con- 
centration to the level AA:ODA = 1 :5  failed to support crystal growth. Irregular, 
brown particles formed in the bulk solution, and with time, precipitated out. 
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0.20 

Depending upon the concentration ratios of the surfactants comprising the 
monolayer, they may be either statistically distributed or segregated into domains. 
The amine headgroups of ODA hydrogen bond to the carboxyl moiety in AA, so 
providing the structural integrity of the mixed monolayer. The surface pressure ~ 

surface area isotherms of the mixed monolayer were identical to that of pure AA for 
AA:ODA of 5: 1 and 2: 1, implying that hexagonal close packing was maintained on 
condition of excess AA. Experiment demonstrated that introduction of ODA into 
the AA matrix alters and finally destroys the lattice matching between the mono- 
layer and PbS crystals. That epitaxial growth switched from the { 11 1) to (001) face 
of PbS can be attributed to a reduced concentration of Pb2+ ions under a given 
monolayer area and an alteration in the geometric alignment of the monolaycr 
headgroups. The possible geometric matching between PbS (001 } with the mono- 
layer is shown in Figure 2.3. A close spatial match exists between the monolayer 
d(10) =4.16 and the Pb-Pb separation in the (001) plane of d{ 110) =4.20. 

I I 

2.4.3 Investigation of PbS Physiochemical Properties as a Function of 
Crystal Morphology [25] 

The electrical, electrochemical, and spectroelectrical properties of the PbS nano- 
particle films prepared under Langmuir monolayers were investigated as a function 
of the morphologies of the crystals. Three contrasting nanocrystalline films were 
studied. PbS-I films comprised equilateral triangle PbS precipitated under AA 
monolayers, PbS-I1 nanoparticle films were right-angle triangle PbS particles grown 
under mixed monolayers of AA and ODA, and PbS-111 films were nonoriented and 
were prepared under hexadecyl phosphate monolayers. Examination of the poten- 
tial-dependent absorption spectra on optically transparent conducting glass sup- 
ports, and photocurrent on platinum supports, demonstrated differing behavior for 
PbS-I, -11, and -111. 

The absorption spectra of all three films showed broad bands with maxima at 
380 nm and absorption edges of about 800 nm (Figure 2.4). The structured absorp- 
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WAVELENGTH, nm (b) PbS-11, and (c) PbS-111. 
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tion spectrum and shift in the absorption edge from the bulk value of over 3000 nm 
demonstrates size quantization. The absorption spectra were also measured under 
application of potentials between +0.30 V and -0.80 V. The epitaxial (PbS-I and 
PbS-11) films behaved quite differently from the randomly oriented particle films 
(PbS-111), in that biasing to negative potentials increased the near-infrared absorp- 
tion in the former case, while no change in absorption at wavelengths longer than 
700 nm was observed for PbS-111. The absorption increase is likely to derive from 
the accumulation of trapped conduction band electrons. 

The variation of the absorption at the absorption maximum with the applied 
potential was more complex (Figure 2.5). In the case of PbS-I (Figure 2.5(a)), A384 

increased rapidly with a reduction in the potential from 0 V to -0.4 V, before sub- 
sequently decreasing, most rapidly in the -1.6 V to -2.0 V range. The PbS-I1 films 
also showed an increase in A386 on decreasing the potential from 0 V to -0.4 V 
(Figure 2.5(b)). The absorption then decreased in the -0.4 V to -1.2 V range, in- 
creased again from - 1.3 V to - 1.8 V, and finally decreased again at voltages more 
negative than -18 V. In contrast, the PbS-111 films displayed relatively simple 
behavior (Figure 2.5(c)), with A380 decreasing linearly in the 0 V to -1.7 V range 
and then more rapidly below - 17 V. The PbS films also showed differences in their 
capacitance vs. voltage (Figure 2.6) and photocurrent (Figure 2.7) behaviors. The 
increase in the photocurrent at negative potentials is characteristic of p-type semi- 
conductors. 

The variation of the absorbance, photocurrent, and film capacitance with applied 
voltage depends upon such factors as the electron concentration in the electronic 
bands, in the presence of charge traps and available surface states, and on the 
interfacial electrochemical and photochemical processes. Thus, although a complete 
rationalization of the spectroelectrochemical properties of the PbS nanoparticulate 
has not yet been realized, the results clearly demonstrate that control of crystal size, 
morphology, and orientation permit selection of the physical properties of the film. 

2.4.4 Epitaxial Growth of Cadmium Sulfide Nanoparticles under 
Arachidic Acid Monolayers 1211 

Arachidic acid (AA) monolayers were employed to direct the growth of CdS par- 
ticles. The monolayer was spread on a CdC12 solution and precipitation induced by 
diffusion of H2S through the monolayer. The effect of temperature was studied by 
maintaining the trough either at 20 "C or at 3-4 "C. TEM examination of the 
crystals produced at room temperature showed that both isolated particles and 
areas of densely packed crystals were present (Figure 2.8). The crystals were 
predominantly rod shaped, being 50-300 nm in length and 5-15 nm in width. Ex- 
tensive twinning, apparent as dendritic outgrowths from the main crystal length, 
was present. That the crystals were highly oriented with respect to the monolayer 
was apparent in that they only grew in three directions at angular separations of 
120". In addition to the rods, a smaller proportion of crystals were observed with 
disklike morphologies. These particles were typically present as small outgrowths 
from the rodlike CdS. Selected area diffraction of the crystals were of single crystal 
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Figure 2.5. (a) Absorption spectra of 
PbS-I at different applied potentials. The 
insert shows the absorbances at 384 nm 
as functions of the applied potential. 
(b) Absorption spectra of PbS-I1 at 
different applied potentials. The inserts 
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Figure 2.6. Capacitance changes of a single layer 
of PbS-I (o), PbS-I1 (A), and PbS-TI1 (m)  on platinum 
electrodes in 1 .O M aqueous NaCl solution as a func- -10 - 0 8  - 0 6  -04  -02 0 0  
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Figure 2.7. Photocurrent generated under dif- 
ferent applied potentials from five layers of 
PbS-I (m), PbS-I1 (A), and PbS-I11 ( 0 )  on 
platinum electrodes. 
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type, demonstrating oriented growth with respect to the monolayer. Analysis of the 
diffraction patterns showed that the CdS was of hexagonal structure (wurtzite, 
a=4.136 and c=6.713) and that reflections from the three zone axes (OOOl) ,  
(120), and (1 10) were present. Hence, crystals nucleated from the monolayer on 
{OOOl}, {01.0}, and { 1 l.O} faces. As judged from the relative intensities of the dif- 
fraction spots, the crystals displaying { 1 1 .O} basal planes were in the minority. 

Reduction in the experimental temperature to 3-4 "C modified the morphology 
of the CdS film. The crystals were present as a single intergrown sheet over the 
monolayer and appeared thinner than their room temperature counterparts. This 
was verified by UV-Vis spectra, which showed a shift in the absorption edge from 
500 nm to 460 nm (Figure 2.9). A band gap of 2520 nm is characteristic of bulk 
CdS, while an absorption edge of 460 nm can be attributed to particles of diameter 
ca. 45 A. Selected area diffraction produced patterns identical to those obtained 
from the room temperature sample, demonstrating epitaxial crystal growth from 
the same set of crystal faces. 

Comparison of the structure of the arachidic acid monolayer and the packing of 
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Figure 2.8. TEM image of CdS crystals produced at room temperature under AA monolayers 
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Figure 2.9. Absorption spectra of the CdS crystals produced under the AA monolayer at (a) room 
temperature and (b) low temperature (3-4 "C). The low-temperature spectrum has been scaled up to 
match the absorption at 200 nm of the room temperature sample. 
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- match direction - 
Figure 2.10. Schematic diagrams showing: (Top) The suggested matching between the AA head- 
groups (empty circles) and the Cd2+ ions in the {OOOl} plane (filled circles). The unit cells of both 
lattices are shaded. A good match exists between the d{ lo} of the AA lattice and the nearest Cd-Cd 
separation, and isotropic growth is predicted. (Bottom) The possible matching in the horizontal 
direction to produce rod-shaped CdS. 

the Cd2+ ions in the (0001) and (01.0) faces of CdS shows a good structural match 
(Figure 2.10). In the case of the (0001) face, there is only a 3.6% mismatch between 
the AA headgroup separation, d{ 10) = 3.98 and the Cd ion separation d( loo} = 
4.13. The sixfold symmetry of the (0001) face mimics that of the AA lattice, rea- 
sonably suggesting that isotropic crystal growth could occur to produce the disk- 
shaped crystals. In contrast, a lattice match between the monolayer and CdS 
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crystals only occurs along the 100 CdS direction in the case of nucleation from the 
{ O l . O }  face; the mismatch is only 3'%, compared with l5Y0 in the perpendicular 
direction. Thus, the rodlike morphology derives from rapid growth along the 100 
direction, compared with slow growth along the perpendicular (000 1 ) direction. 
where there is significant misfit and associated strain. 

2.4.5 Epitaxial growth of PbSe Crystals under Arachidic Acid 
Monolayers 1201 

In addition to acting as a template for the growth of PbS crystalline films, AA 
monolayers were shown to direct the epitaxial growth of nanosized PbSe particles. 
Infusion of H2Se through an AA monolayer on a Pb(N03)Z subphase resulted in 
the epitaxial growth of PbSe crystals whose size and morphologies depended on the 
monolayer surface pressure. At a surface pressure of TC = 35 mN m -' and 10 minutes 
exposure to the reactant gas, crystals of equilateral triangle morphologies and 
dimensions 50.1 nm were precipitated. AFM studies showed that the crystals had 
thicknesses in the order of 65 A and that they were thicker at the corners than at the 
center. Selected area diffraction yielded single-crystal-type patterns with reflections 
corresponding to {220}, {422}, and (440) planes, which demonstrated that epitax- 
ial crystal growth occurred from a { 11 1) basal plane. Very slow, overnight infusion 
of HzSe resulted in smaller crystals with a larger size distribution (10-20 nm). 

Increase in the monolayer surface pressure to z = 40 mN m - '  caused a dramatic 
alteration in the PbSe crystal morphology. The former triangles were replaced by 
rods of lengths 100 nm and thicknesses 10 nm. A small number of 10 nm circular 
particles were also observed (Figure 2.1 1 (a)). Selected area diffraction gave patterns 
of sixfold symmetry and were solved to show that the crystals nucleated from { 1 lo} 
planes. The rod-shaped crystals conspicuously lay in only three directions on the 
monolayer separated by angles of 60" (Figure 2.11(b)). Such orientation was re- 
sponsible for the sixfold nature of the diffraction pattern. 

The epitaxial growth of both morphological forms of PbSe can be explained in 
terms of geometric matching between the crystal lattice and the hcp structure of the 
monolayer (Figure 2.12). PbSe crystallizes with an FCC structure that has a lattice 

Figure 2.11. (a) TEM micrograph of 
PbSe crystalline film. (b) Selected area 
diffraction pattern of crystals shown in (a). 
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Figure 2.12. (a) Schematic representation of Pb2+ (filled circles) in the (110) plane and the AA 
lattice (open circles) The unit cells are shaded rectangular and hexagonal respectively. The mis- 
match between the lattices is evident. (b) Representation of the improved matching achieved by 
stretching the PbSe lattice along the [(- 1)10] direction. The strained PbSe lattice was experimentally 
determined as a = 6.21. 



40 2 Oriented Growth of Nunoparticles at Organized Assemblies 

constant of 6.1255 A. For the case of the triangular PbSe particles, the closest Pb- Pb 
separation in the { 11 I}  plane, d(Pb-Pb)( 11 0) = 4.33 matches the d{ 100) = 4.16 of 
AA to a mismatch of 4%. This can be compared with the corresponding 1% mis- 
match in the PbS experiments and may be responsible for the poorer reproducibility 
in the PbSe system. Growth of the rod-shaped PbSe particles can be attributed to 
matching of the { 1 10) plane of PbSe to the monolayer. Mismatches of 2% and 10'21 
occur along the [OOl]  and [I 101 axes respectively. Thus, the superior overlap in the 
[OOl] direction promotes accelerated growth in this direction, compared with the 
[ 1 101 direction, where considerable strain occurs. 

2.5 Sodium Chloride Growth under Monolayers [50] 

Sodium chloride was precipitated from supersaturated solutions in the presence 
of positively charged (octadecylamine, ODA), negatively charged (long-chain car- 
boxylic acids) and zwitterionic (stearoyl-R-glutamate) monolayers. Appropriate 
selection of the monolayer was shown to influence the crystal growth habit. NaCl 
precipitates from solution with a face-centered cubic structure of lattice constant 
a = 5.638 and displays { 100) faces when precipitated under ambient conditions. 
Crystal growth in association with Langmuir monolayers selected for either {loo}, 
{IIO), or (111) faces, where the latter two are not naturally occurring growth 
habits. 

NaCl crystals with platelike morphologies were nucleated from { 100) faces under 
ODA monolayers. The {loo} face has a limiting area of 31.8 w2 and exhibits an 
equal distribution of positive and negative ions. The monolayer bares a close spatial 
match, having a limiting area of 3 1 .O A2 on a subphase of 6 M NaC1. It was sug- 
gested that chloride ions penetrate between the ODA molecules, producing a similar 
array of charged species at the monolayer to the { 100) face of the developing NaCl 
crystals. Nucleation from the { 11 1) face of NaCl was preferred (70-90% of crys- 
tals) under long-chain carboxylate monolayers such as stearic acid or arachidic 
acid. The { 11 1) face of NaCl expresses ions of only one type. Accumulation of 
Na+ ions under the compressed monolayer may thus create a template for this 
face. A third growth habit was selected using zwitterionic monolayers of stearoyl-R- 
glutamate. At a subphase pH of 1-3, 70-80% of the crystals nucleated from the 
{ 110) face, whle an increase in the pH to 4-6 reduced the percentage of { 1 10) type 
crystals to 40-50% and resulted in the nucleation of { 11 1 } type crystals. The { 1 lo} 
face of NaCl exhibits alternating rows of Na+ and C1- ions. Stabilization of this 
face suggests that the monolayer may also have alternating rows of like charges. 

The results demonstrate that direct simulation of the nucleating NaCl face is not 
necessary to induce oriented crystal growth. None of the monolayers studied simu- 
lated the first NaCl face, which suggests that electrostatic interactions between the 
monolayer and growing crystal face are also active in defining crystal growth. 
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2.5.1 Ice Nucleation under Aliphatic Alcohol Monolayers 128-31, 46, 49) 

Compressed and uncompressed monolayers of amphiphilic alcohols were shown to 
be effective in promoting ice crystallization at the air-water interface. This behavior 
contrasts with that of water-soluble alcohols, which act as antifreeze agents. The 
structure of the monolayer mimics the crystal structure of ice, and oriented nuclea- 
tion occurs owing to structural fitting, complementarity, or electrostatic attraction 
between the monolayer headgroups and the top layer of bound molecules of the 
developing crystals. 

Monolayers of aliphatic alcohols of structure CnHln+l OH were spread on water 
droplets and the threshold freezing point was measured 146, 491. Control experi- 
ments comprising pure water droplets and water droplets covered with aliphatic 
acid monolayers were run simultaneously to ensure that only factors involving a 
different structural match between the monolayer and nucleating ice crystals were 
considered. Alcohols with n in the range 16 to 31 were studied and the freezing 
point was shown to be dependent on the magnitude and parity of n. The n-odd 
monolayers were superior to the n-even monolayers in promoting ice nucleation. 
The freezing point for the n-odd series increased asymptotically from - 11 "C to 
-1 "C on increasing the value of n from 17 to 31, while a gradual increase in the 
freezing point from -14 "C and leveling off at -7.5 "C occurred in the n-even series 
for n=22 to 30. The OH headgroup in the monolayer presumably assumes a dif- 
ferent orientation depending upon the parity of the chain, and a closer structural 
match between the basal plane of ice and the monolayer exists for the n-odd sur- 
factants. This contrasts with the behavior of monolayers of the analogous aliphatic 
carboxylic acids Cr1-1 COOH, which show no correlation of the temperature 
at which ice was nucleated with chain length in the temperature range -12 "C to 
- 18 "C. Alcohols with fluorocarbon chains, or with a steroidal backbone, also in- 
duced ice nucleation at much lower temperatures. 

The role of specific interactions between the alcohol monolayer and nucleating 
ice crystals was demonstrated by investigating the effect of mixed alcohol mono- 
layers [46]. The freezing point of supercooled water was measured under mono- 
layers of n=29 and n =  31 molecules over a range of compositions. In all cases, 
freezing occurred at lower temperatures than for either of the pure alcohols. Sim- 
ilarly, mixtures of the n = 28 and n = 30 alcohols, which have identical threshold 
freezing points when in the pure state, supported significantly lower freezing points 
than the pure alcohols. Although the aliphatic alcohols were completely miscible, 
the results show that a structural perturbation occurs on introducing a second 
molecule into the pure monolayer and reduces the quality of the structural match 
between alcohol and ice crystals. This may be due to a surface roughness at the 
monolayer-water interface, which is caused by the difference in the hydrocarbon 
chain lengths. 

The effect of the headgroup area on crystal nucleation was investigated by intro- 
ducing ester (CH3(CH2)nC02(CH2),0H) or amide (CH3(CH2),CONH(CH2),0H) 
functional groups into the hydrocarbon chain of the basic alcohol molecule [46]. 
For these monolayers, no dependence of the freezing point on the chain length or 
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on the parity of the chain was observed. However, the molecules could be classified 
into two distinct groups whose freezing points were separated by 4 "C. These groups 
were distinguished by the parity of n7, the number of carbon atoms connecting the 
functional group to the alcohol endgroup. The packing arrangement of the mole- 
cules, and thus the orientation of the headgroup, is affected by the location in the 
surfactant of the ester or amide groups. 

The structural complementarity between the monolayers and ice crystals was 
determined using combined grazing incidence angle X-ray diffraction (GID) and 
lattice energy calculations [28, 291, and cryogenic transmission electron microscopy 
(TEM) 130, 311. The orientation of ice crystals at the monolayer can be rationalized 
in terms of the good structural match between the monolayer and the ice lattice. 
The structure of the C31H630H monolayer was determined by GID over the tem- 
perature range +5 "C to the threshold freezing point. The monolayer comprised 
crystalline domains of surfactant, azimuthally randomly oriented on the water sur- 
face. The unit cell of the crystallites was rectangular, with unit cell parameters 
a = 5.0, h = 7.5, and y = 120", and an area of 18.5 A2. This cell shows a good match 
to the ab face of hexagonal ice. Under ambient conditions ice crystallizes with a 
hexagonal structure with lattice parameters a = h = 4.5, c = 7.3, and y = 120. Each 
water molecule in the ah layer occupies 17.5 A2. Indeed, the highest freezing points 
occurred under the alcohol monolayers with molecular areas of 18.5-20.0 A2. 
which most closely approaches the unit cell area of water in ice (46). The freezing 
point under C,H2,+10H monolayers for n in the range 1 6 < n <  31 generally in- 
creased with increasing n. This appeared to result from higher crystallinity and lat- 
eral coherence with increased length of the hydrocarbon chain. The longer-chain 
alcohols also exhibit a smaller molecular tilt angle and thus provide a better struc- 
tural match to ice. In monolayers containing bulky chains, a lattice or structural 
match to the ice crystal cannot be achieved. 

The GID studies yielded an explanation of the freezing point dependence on the 
length and parity of the hydrocarbon chains. The structure of monolayers on 
pure water at +5 "C of the simple alcohols C3lH630H and C ~ O H ~ ~ O H ,  and of 
C19H39C02(CH2),OH for n = 9 and 10 were analyzed using combined GID mea- 
surements and lattice energy calculations. The hydrocarbon chains were shown to 
be similarly packed in both the n=30 and n = 3 1  alcohol molecules. The neigh- 
boring hydrocarbon chains assumed an all-trans conformation, tilted at 9" to the 
b axis and were organized with a herringbone packing motif. The orientation of the 
CH20H moieties with respect to the water interface could not be deter mined for 
these molecules. The absolute orientation of the OH headgroup could be resolved 
for the monolayers of C I ~ H ~ ~ C O ~ ( C H ~ ) , O H .  The monolayers self-aggregated with 
a high degree of crystallinity, and the unit cell was similar to that of the pure alco- 
hol, being rectangular with cell parameters a = 5.7 and b = 7.5. The OH endgroup 
existed in distinctly different orientations with respect to the water surface for 
the n = 9 and n = 10 molecules. The differing abilities of these molecules towards 
nucleation can be attributed to such a molecular rearrangement at the headgroup, 
which may affect the free energy of nucleation. A similar headgroup reorienta- 
tion can also be expected to cause the differing behaviors of the C31H630H and 
C30H61 OH molecules. 
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Uncompressed monolayers of C31 H630H were studied by GID in the tempera- 
ture range $6 "C to freezing point. The studies showed that although some change 
in the molecular tilt between monolayers on water and on ice occurred, the 
C3] H630H monolayer maintained its two-dimensional crystallinity upon nucleating 
ice from the (0001) face. Reduction in the temperature to the threshold freezing 
point produced a homogeneous population of ice crystallites over the monolayer 
surface. GID studies and X-ray powder diffractometer measurements of the mono- 
layer conclusively demonstrated epitaxial growth of ice crystals from the mono- 
layer. The crystals nucleated exclusively from a (0001) face 1281. A coherence length 
of the ice crystallites parallel to the interface of approximately 25 A was measured, 
as was consistent with the extent of match between the monolayer lattice and the 
ab face of ice. A coherence length of 25 A corresponds to a nucleus of approxi- 
mately 50 water molecules and can be equated with the maximum size of the critical 
nucleus. The average separation of nucleation sites at the monolayer is estimated at 
50-60 A. The geometric match between the monolayer and ice lattices extends over 
30-50 A. However, as demonstrated by TEM, the ice crystals can also grow to 
much larger diameters 130, 311. The final size thus appears to be defined by the 
growth conditions. 

Cryogenic studies of the monolayer and nucleated ice crystals provided further 
evidence of an epitaxial match [30, 311. Cryogenic TEM permits virtually in situ 
examination of the monolayer. The monolayer and ice crystals were transferred to 
electron microscope grids and were rapidly frozen by plunging the specimen into 
liquid ethane at its freezing point. Fast freezing ensures that the thin water layer 
supporting the monolayer is frozen in a vitreous state and thus that the original 
monolayer structure is preserved. Selected area electron diffraction techniques 
were applied to determine the orientational relationship between monolayers of 
C31 H630H and ice crystals formed at the threshold freezing point. Patterns taken of 
a single ice crystal within a single domain of the monolayer showed that the ice 
crystals nucleated specifically from the (000 1) plane. 

2.5.2 Kinetic Measurements of Ice Nucleation under Alcohol Monolayers 
1511 

The crystallization of ice under monolayers of C30H610H was studied in order 
to investigate the kinetics of nucleation. While many studies on crystallization in 
association with Langmuir monolayers have been performed, the majority have 
concerned the mechanism by which structural information is transferred from the 
monolayer to nascent crystal, as given by morphological and diffraction data. The 
induction time prior to crystallization was measured as a function of the working 
temperature and considered to be inversely proportional to the nucleation rate. 
Experiment demonstrated that the nucleation rate was increased in the presence of 
the monolayer and that nucleation was heterogeneous. However, the monolayer did 
not affect either the free energy of formation of the critical nucleus or reduce the 
critical nucleus size, compared with control experiments carried out in the absence 
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of a monolayer. The results suggested that the catalytic effect of the monolayer is 
due to the increased number of potential nucleation sites, as opposed to the struc- 
tural compatibility between the monolayer and ice crystals. Indeed, the structural 
match between the nuclei and monolayer was no better than with other heteronuclei 
present in the control situation. The effect of the monolayer dominates at higher 
temperatures since the heteronuclei only become active on temperature reduction. 
In the freezing range - 3  to -5 "C, the critical nucleus size was calculated to be 15- 
30 A, a value consistent with the 20 determined by grazing incidence angle X-ray 
diffraction experiments [31] for crystallization of ice under C3l H630H monolayers. 
It was thus concluded that the alcohol monolayer catalyses the nucleation of ice 
because the structural match between the two surfaces provides active sites for 
heterogeneous nucleation. 

2.6 Biomineralization 

Inorganic crystals of defined phase, size, morphology, and orientation are produced 
by biological systems. Indeed, nature has evolved to use a wide range of minerals 
for purposes as diverse as skeleton, magnetoreception, gravity devices, and eye 
lenses [32]. In all cases, control over the crystal nucleation, growth, and aggregation 
is regulated by organic matrices, in well-defined, spatially delineated sites 152, 531. 
Precipitation can be intra- or extracellular, with greater structural control being 
applied in the former case. Three principal stages are considered to occur during 
biomineralization: supramolecular preorganization, interfacial molecular recogni- 
tion, and cellular processing [54]. An organized reaction environment, such as a 
lipid vesicle or protein cage or an extended protein-polysaccharide network is first 
produced. This structure then provides a framework for mineralization, and crystal 
nucleation is governed by electrostatic, structural, and stereochemical comple- 
mentarity. The specific orientation of crystals with respect to an underlying organic 
matrix has been demonstrated in a number of systems; for example, aragonite 
crystals in mollusc shells are aligned with respect to the 8-pleated protein. The final 
stage of biomineralization involves a variety of constructional processes involving 
large-scale cellular activity. Subsequent to nucleation, particles can grow to a size 
limited by their reaction environment or undergo further cellular processing to give 
unusual sizes and shapes or be organized into elaborate assemblies. 

Although the in vivo system is highly complex, many elements can be investigated 
in an artificial system. Langmuir monolayers were used as substrates on which to 
precipitate inorganic particles, since they constitute a simple ordered organic mem- 
brane [35]. The structure of the monolayer is readily characterized and its effect 
on crystals nucleated and grown at the air-water interface can be determined. The 
influence of Langmuir monolayers formed from a range of surfactants on the 
growth of calcium carbonate, barium sulfate, and calcium sulfate was investigated, 
and the crystal nucleation and growth processes related to the structure of the 
monolayer [35]. 
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2.6.1 Growth of Calcium Carbonate under Langmuir Monolayers 
137-39,42-441 

Monolayers of either octadecylamine (ODA), stearic acid, or eicosyl sulfate were 
spread on supersaturated solutions of calcium bicarbonate. Calcium carbonate 
precipitates on passive loss of C02 from the solution and nucleates and grows under 
the monolayer as three possible polymorphs termed vaterite, calcite, and aragonite. 
All three polymorphs were obtained at the monolayer-solution interface under 
certain experimental conditions. Calcite and vaterite are described by hexagonal 
unit cells with lattice constants a=4.959, c =  17.002, and a=7.15, c =  16.917 re- 
spectively. Aragonite is orthorhombic with lattice constants a = 4.959, b = 7.689, 
and c = 5.741. Experiments were carried out under a range of solution concen- 
trations and monolayer surface pressures. The monolayer-supported crystals were 
sampled over a range of reaction times and were examined by transmission electron 
microscopy (TEM) and scanning electron microscopy (SEM). 

Crystallization under ODA monolayers from subphases of concentration 
4.5 mM < [Ca2+] < 9.0 mM produced oriented vaterite crystals in two contrast- 
ing forms, termed Type I and Type I1 respectively. At early stages of growth, the 
Type I crystals were hexagonal disks which nucleated from the (0001) face, with the 
[OOOl] direction lying perpendicular to the monolayer. Further growth produced a 
floret morphology. In contrast, Type I1 crystals nucleated from the (1 1 .O) face. 
Early crystals were disklike, with outgrowths related by a twofold axis, while mature 
crystals had a complex shape and exhibited twofold symmetry. 

Crystal nucleation and growth under stearic acid monolayers, unlike the ODA 
system, was dependent upon the subphase Ca2+ concentration. At [Ca2+] = 9 mM, 
oriented calcite crystals were preferentially nucleated in two morphological forms. 
Populations of crystals were either almost exclusively Type I calcite or were a mix- 
ture of Type I and Type 11. Both crystal types were platelike at early growth stages 
and nucleated from a ( l ( - l ) . O )  plane such that the [1(-1).0] axis was perpendicular 
to the monolayer plane. Realignment during further growth resulted in the capped 
rhombohedra1 plates of the Type I crystals and a related triangular morphology 
in the case of the Type I1 crystals. When the concentration of subphase calcium was 
reduced to [Ca2+] =4.5 mM, only oriented Type I vaterite crystals, which were 
identical to those produced under ODA monolayers, were observed. Intermediate 
Ca2+ concentrations resulted in mixed populations of calcite and vaterite crystals. 

The influence of the monolayer on calcium carbonate precipitation was con- 
sidered on the basis of ion binding and on geometric and stereochemical com- 
plementarity between the monolayer and the nucleating crystal face. The results 
suggested that Ca2+ binding was necessary for the crystallization of calcite but not 
of vaterite. While vaterite was precipitated on both the positively charged ODA 
monolayers and the negatively charged stearic acid monolayers, calcite was only 
produced under the negatively charged surface. The polymorph selectivity under 
stearic acid monolayers indicated the same dependence on the Ca2+ concentration. 
At high concentrations of Ca2+ ions, the thermodynamically favored phase, calcite 
is precipitated. On reduction of the Ca2+ concentration, the activation energy for 
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calcite nucleation increases until it becomes comparable with that of the metastable 
vaterite phase; calcite is replaced by vaterite at lower Ca2+ concentrations. 

Stereochemical and geometric matching occurs between the stearic acid mono- 
layer and the (l(-lj.0) face of calcite. The monolayer crystallizes in a pseudo- 
hexagonal lattice with interheadgroup spacings in the order of 5 A 1381, which closely 
approaches the carbonate-carbonate spacing of 4.69 in the (1 ( -  1).0) face of calcite. 
A close epitaxial match occurs in two directions. However, such a geometric com- 
plementarity cannot be the sole criterion for selection of the (1  ( -  1).0) plane since, 
for example, the (0001) plane offers a similar geometric match. The stereochemistry 
of the monolayer headgroups is also essential in directing nucleation. The ori- 
entation of the carboxylate groups in the stearic acid monolayer mimics the rows of 
perpendicular carbonate ions in the ( l ( - l ) . O )  calcite face but not in the (0001) face. 
In the case of vaterite nucleation, no geometric match exists and oriented crystal 
growth is directed by stereochemical considerations only. Both the (0001) and the 
(11.0) faces of vaterite contain anions that lie perpendicular to the crystal surfaces 
and can be mimicked by bidentate binding of the carboxylate headgroups in the 
stearic acid monolayers. In the case of the ODA monolayers, no Ca’+ binding at 
the monolayer takes place and only vaterite crystals were produced. The amine 
headgroups in the ODA monolayers also have no stereochemical equivalent in the 
vaterite crystal. That oriented nucleation was observed under this monolayer may 
be due to electrostatic binding of HC03- ions orthogonal to the -NH3+ head- 
groups, which could provide an indirect means of stereochemical recognition. 

Crystallization under monolayers of n-eicosyl sulfate and n-eicosyl phosphonate 
was also investigated since the monolayer headgroups exhibit a trigonal symmetry, 
which contrasts with that of the ODA and stearic acid monolayers [44]. The in- 
duction period prior to precipitation was reduced to under 45 minutes in the pres- 
ence of the sulfate monolayer. Immature crystals were pseudohexagonal in form 
and developed to a trigonal pyramidal morphology. Electron diffraction demon- 
strated that nucleation was from a (0001) face. Monolayers of the corresponding 
phosphonate surfactant yielded similar results, although a reduced nucleation 
density was obtained. An approximate geometric matching exists between the 
hexagonal array of Ca2+ ions in the (0001) calcite face, u=4.96, and the pseudo- 
hexagonal packing of the headgroups in the sulfate, a = 5.5, and the phosphonate, 
a = 5.2, monolayers. However, the stereochemical recognition between the mono- 
layer and nucleating crystal is probably the overriding factor determining the ori- 
entation. The monolayer headgroups have trigonal symmetry, which mimics that of 
the planer carbonate ions in the (0001) face of calcite. 

In the presence of Mg2+ ions in the subphase, aragonite crystals nucleated under 
monolayers of n-eicosanoic acid, n-eicosyl sulfate, and n-eicosyl phosphonate 1441. 
Crystals precipitated under the n-eicosanoic acid monolayers comprised an inter- 
grown bundle of acicular crystals whch were oriented with the [IOO] axis perpen- 
dicular to the monolayer. In the case of the sulfate and phosphonate monolayers, 
pseudohexagonal crystals were produced with the [00 11 axis perpendicular to the 
monolayer. The arrangement of ions in the (001) plane of aragonite is very similar 
to that in the (0001 j calcite face. Thus, the (001 j face of aragonite can be selected by 
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the sulfate and phosphonate monolayers through the same mechanism as was the 
calcite (0001) face. 

2.6.2 Epitaxial Growth of Barium Sulfate under Surfactant Monolayers 
[36, 40, 411 

Barium sulfate was precipitated from supersaturated solutions of barium sulfate, 
which were equimolar in barium chloride and sodium sulfate, in the presence of 
monolayers of n-eicosyl sulfate, eicosanoic acid, and C20H41 PO( OH)2 surfactants. 
The solution concentration was selected such that there was an induction period 
of over 2 hours prior to bulk precipitation. The monolayer was spread and com- 
pressed during this time. Barium sulfate is described by an orthorhombic unit cell of 
dimensions a = 8.878, b = 5.450, and c = 7.152. 

In control experiments in which no monolayer was spread, rectangular tablets 
of Bas04 were precipitated and collected from the bottom of the trough. TEM 
examination showed that they were elongated along a [OOl]  direction [36]. In the 
presence of sulfate monolayers (L), the induction time was reduced to less than 
1 hour, and smaller crystals with larger aspect ratios and complex internal structures 
were precipitated. Each crystal displayed nanoscale texture comprising an inter- 
connecting mosaic of diamond- and rectangular-shaped subunits. Electron diffrac- 
tion demonstrated that the particles were single crystals, that they nucleated from 
the monolayer on a (100) face, and that in common with the control crystals, elon- 
gation was along the [OOl] direction. Crystallization under eicosanoic acid mono- 
layers [36] occurred after a longer induction time of 1.5-2 hours and with a signif- 
icantly lower nucleation density, compared with the n-eicosyl sulfate monolayers. 
The nascent crystals were elongated, asymmetric disks that nucleated on the 
monolayer such that elongation was along the [OOl] axis and the [OlO]  direction 
was perpendicular to the monolayer plane. No well-defined nucleation face was 
observed. Growth produced mature crystals with complex, dendritic, bow-tie mor- 
phologies. The induction time under the phosphonate monolayers was reduced to 
less than 1 hour, and in contrast with the two previous monolayer types discussed, 
three different crystal forms were precipitated [40]. The majority of crystals were 
classified as Type I and were platelike with a central rhombic elevation. These 
developed from small rhombic particles, which nucleated from the monolayer on a 
{ 100) basal plane. The Type I1 crystals possessed a bow-tie morphology and also 
developed from a rhombic nucleus. Growth of two triangular plates in opposite 
directions from the original rhombus resulted in the final form. Diffraction from 
single crystals demonstrated that Type I and Type I1 crystals nucleated from (100) 
faces. The Type I11 crystals were polar laths approximately 300 nm long and 80- 
100 nm in width and were elongated along the [loo] direction. 

Despite the nonpolar nature of the [ 1001 axis, one end of the crystals was rounded 
while the other was well defined. This suggested that nucleation may have occurred 
from one end while the other was directed into the solution. Although diffraction 
demonstrated that the laths were lying in an [OlO] zone, it appeared more reason- 



48 2 Oriented Growth of Nunopurticles at Organized Assemblies 

n-eicosyl sulphate .......... ....... 
monolayer 

'(011) 

eicosyl phosphooate 
monolayer .......... ....... 

eicosanoic acid 

' 10011 

Figure 2.13. Schematic diagram illustrating the orientation and morphology of Bas04 crys- 
tals nucleated under compressed anionic monolayers. (Top) Eicosyl sulfate. (Middle) Eicosyl phos- 
phonate. (Bottom) Eicosanoic acid. Reproduced with permission from Reference [41]. 

able that they had in fact nucleated from a (100) face, and that the [OlO] zone was 
adopted on transfer of the crystals to electron microscope grids. Thus, ail three 
crystal types nucleated from the barite (100) face, but the Type I and Type I1 crys- 
tals developed from rhombic precursors, while the growth mechanism of the Type 
I11 particles was quite different (Figure 2.1 3). 

Stereochemical complementarity between the monolayers and nucleating crystals 
was considered to be the principal factor determining the orientation of the barium 
sulfate, since no close geometric match exists. Both the sulfate and phosphonate 
monolayers promoted the nucleation of a (100) face despite marked differences in 
the dimensions of their unit cells. The tridentate symmetry of the sulfate and phos- 
phonate headgroups at the monolayer mirrors a similar arrangement of the sulfate 
ions in the (100) face of barite. Binding of Ba2+ ions to the monolayer headgroups 
simulates the coordination requirements of ions in the (100) barite face, thus pro- 
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viding a stereochemical matching and inducing oriented nucleation. In the case 
of the eicosanoic acid monolayers, although the headgroup spacing is close to 
that of the eicosyl-phosphonate monolayers, the stereochemistry is quite different. 
The carboxylate headgroup has a bidendate symmetry, as opposed to the triden- 
tate symmetry of the sulfate and phosphonate monolayers. That no geometric or 
stereochemical matching occurs in this system explains the experimentally shown 
absence of a well-defined nucleation face. The preferred [OIO] orientation may be 
due to kinetic factors as opposed to structural recognition [41]. 

2.6.3 Oriented Nucleation of Gypsum (CaS04 - 2H20) under Langmuir 
Monolayers [45] 

The crystallization of gypsum under compressed monolayers of negatively charged 
(eicosanyl sulfate, eicosanyl phosphonate, and stearic acid), positively charged 
(octadecylamine), and polar (octadecanol) surfactants was studied and showed the 
importance of hydrogen bonding and ion binding on inorganic crystal nucleation. 
In the absence of a monolayer, control experiments yielded bunches of intergrown 
needles that were elongated along the c axis. Under a layer of the amorphous, par- 
tially hydroxylated polymer Formvar, the majority of crystals were deposited at the 
bottom of the crystallization dish. Those precipitated at the monolayer-solution 
interface were oriented with their { 01 0) faces parallel to the monolayer. 

In all of the systems studied, the presence of a monolayer increased the nucleation 
density at the air-solution interface, with the negatively charged surfactant being 
more effective than the polar monolayer and the positively charged octadecylamine 
being only slightly more effective than the control situation. The crystals were ori- 
ented specifically with their c axis either parallel or perpendicular to the surface. 
The relative proportions of the two crystal types depended on the nature of the 
monolayer headgroup. Approximately equal numbers of both orientations were 
obtained under charged monolayers, while the c axis was almost exclusively parallel 
to the surface of polar monolayers. SEM examination of large crystals showed that 
crystals whose c axes lay parallel to the surface nucleated off the (010) face, while 
those lying perpendicular were nucleated from a range of crystal planes, possibly of 
{OOl}, (103}, or (203) types. 

The (010) face of gypsum is commonly exhibited in the equilibrium crystal form. 
However, its expression under charged and polar monolayers must also reflect in- 
fluence of the monolayer since the nucleation density of this face was substantially 
reduced under the disordered Formvar film. The crystal structure of gypsum paral- 
lel to the (010) face comprises layers of Ca2+ and S042p ions, interspaced with a 
double layer of water molecules. Thus, the (010) face can be either charged or polar 
in character, depending upon the section through the crystal considered. Prefer- 
ential nucleation of a (010) basal plane may derive from either ions bound to the 
charged headgroups mimicking the crystal face or water molecules under the alco- 
hol monolayer simulating hydrogen bonding interactions in the polar layer of the 
crystal. The organization of oxygen-bound calcium ions in the (010) gypsum face 
may also match the stereochemistry of the headgroup oxygen of the monolayer 
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(-SO3-, -OPO3H-, -COz-). While the former mechanism is valid for many 
gypsum faces, the H-bonding mechanism only holds for the (010) face. The high 
specificity of the polar monolayer for the (010) basal plane suggests that in the 
absence of strong ion-binding effects, hydrogen bonding between the hydrated 
crystal face and the alcohol monolayer acts to direct oriented crystal growth. 

Thus, the experimental results suggest that the ordering of water molecules 
through directional hydrogen bonding is an important factor in the molecular rec- 
ognition at the inorganic-organic interface of hydrated surfaces. 
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Chapter 3 

Electrodeposition of Superlattices and 
Nanocomposi tes 

J. A. Switzer 

3.1 Introduction 

The interest in nanoscale materials stems from the fact that the properties (optical, 
electrical, mechanical, and chemical) are a function of the dimensions of the mate- 
rial. The concept here is not to see how many transistors can be squeezed onto a 
chip, but rather to grow materials in a nanoscale-size regime, in which some nor- 
mally intrinsic property such as a semiconductor bandgap ( e g ,  1.1 eV for silicon 
and 1.4 eV for gallium arsenide) can be tuned by simply changing the dimensions of 
the material. Superlattices and nanocomposites are particularly interesting subclasses 
of these “designer solids”, since they have nanoscale confinement dimensions for 
electrons in the solid, yet they can by grown as large-area films or even monolithic 
solids. This aspect of these materials makes them easily amenable to device manu- 
facture. In this chapter, we will briefly review the general area of nanoscale mate- 
rials and follow this with a discussion of the use of electrochemistry to assemble 
nanoscale architectures such as superlattices and nanocomposites. 

The field of nanoscale materials began about twenty years ago when Esaki and 
Chang reported resonant tunneling across potential barriers in nanoscale structures 
grown by molecular beam epitaxy [l] and Dingle reported optical verification of 
quantum confinement in semiconductor quantum wells [2]. A quantum well is pro- 
duced when a smaller-bandgap material such as GaAs is sandwiched between a 
larger-bandgap material such as GaAlAs. Carriers confined in this quantum well 
behave like quantum mechanical particles in a box. 

Since this early work, there has been explosive growth in the area of nanoscale 
materials. T h s  growth has been driven both by the basic scientific interest in 
quantum physics and by the development of useful devices [3-51. Examples of 
actual devices are the high-electron-mobility transistor, HEMT (also called the two- 
dimensional electron gas field effect transistor, TEGFET), and the semiconductor 
quantum well laser. The nanoscale dimensions produce diode lasers which operate 
at lower threshold currents and emit light at wavelengths that are determined by the 
layer thickness (bandgap engineering). 

Another area of interest in the nanomaterials field is building materials that cir- 
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cumvent a selection rule for optical transitions in semiconductors that derives from 
translational symmetry. In indirect-gap semiconductors such as silicon, the valence- 
to-conduction-band transition is electronically forbidden, since it violates conser- 
vation of momentum. The transition does occur but with a low transition proba- 
bility, since a phonon is needed to assist the transition. This the is reason that Si has 
not been used in optical devices (especially for light emission), whereas direct-gap 
materials such as GaAs perform well in LEDs and diode lasers. There is interest in 
using the much less expensive material silicon for this application. Zu, Lockwood, 
and Baribeau have observed room temperature light emission in SiOZ/Si super- 
lattices with Si layers in the 2 nm thickness range [6]. 

Although the emphasis of this chapter will be on two-dimensional nanomaterials 
known as superlattices, there is also a strong interest in zero-dimensional materials 
known as quantum dots [7-lo]. Research in this area has recently been reviewed by 
Alivisatos [lo]. Most of the work in this area has been on metal chalcogenides like 
cadmium sulfide. This material can be produced by colloidal chemical techniques. 
The bandgap can be tuned from 2.5 eV for macroscopic crystals to 4.5 eV for 
nanocrystals. Also, the radiative lifetime for the lowest allowed optical transition 
can vary from tens of picoseconds to several nanoseconds. An important step in the 
synthesis of these materials is the passivation of the surface. 

One problem with the utilization of quantum dot devices is that it is difficult to 
make a useful device out of the dots because of their small size. In superlattices, the 
dimensions of the layers are in the nanometer range, but the actual superlattice can 
be grown to any size. Bawendi and coworkers have grown a quantum dot system by 
colloidal processing that goes a long way towards solving this problem [I  11. They 
have grown a three-dimensional semiconductor quantum dot superlattice by the 
self-organization of CdSe nanocrystallites. They verified that the material was a 
superlattice by X-ray diffraction. 

A particularly beautiful example of quantum confinement is the work by Crom- 
mie, Lutz, and Eigler [12], in whch the scanning tunneling microscope (STM) was 
used to arrange 48 iron atoms in a “quantum corral” with a radius of 7.1 nm on a 
single crystal copper( 11 1) surface. STM images of this quantum corral showed 
standing waves from the surface electrons that were trapped in the round two- 
dimensional box. 

3.2 Electrodeposition of Inorganic Materials 

How can an electrochemist contribute to a field that is dominated by sophisticated 
high-vacuum deposition techniques and solid state quantum physics? The answer 
lies in the advantages that electrodeposition provides over vapor deposition tech- 
niques such as molecular beam epitaxy when it is applicable for a given material: 

0 The low processing temperatures (usually room temperature) of electrodeposition 

0 One can control the film thickness by monitoring the delivered charge 
minimize interdiffusion 
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Composition and defect chemistry can be controlled 
Films can be deposited onto complex shapes 
Nonequilibrium phases can be deposited 

0 The driving force can be precisely controlled 
0 The technique is not capital intensive 

There is an additional advantage of the electrochemical method that has not been 
explored sufficiently: 

0 The current-time transient following a potential step provides an in situ mea- 
surement of the deposition process, since the current is proportional to the de- 
position rate. 

In this chapter we will briefly review work that has been done on the electro- 
deposition of nanoscale architectures, and we will cite examples that should help to 
crystallize some of these ideas. A common theme in all of the work that we will 
discuss is the use of various tricks to ensure that not only are the electrodeposited 
materials small but that the size distribution of the materials is very narrow. The 
emphasis in this chapter will be on the synthesis of nonmetallic inorganic phases in 
the nanometer regime. We will first outline synthesis schemes for these materials, 
followed by techniques for building nanometer-scale architectures. 

3.2.1 Electrodeposition of Metal Chalcogenides 

When you think of electrodeposition, you think of metal electroplating. There are 
several nonmetallic materials, however, such as conducting polymers, semiconduc- 
tors, and ceramics that have been electrodeposited. We will focus our attention on 
compound semiconductors and ceramics. Most of the work on semiconductor dep- 
osition has been on Group 11-VI compound semiconductors of metal chalcoge- 
nides, such as CdS, CdSe, CdTe, and Hgl-,Cd,Te [13-161. Both anodic and 
cathodic processes have been used to deposit metal chalcogenides. In the anodic 
process, the metal is simply electrochemically oxidized in the presence of chalcoge- 
nide ions. The technique is simple, but it does not allow the deposition of the metal 
chalcogenide onto substrates other than metals. The cathodic process is a true dep- 
osition process, since both components of the film are deposited from solution pre- 
cursors. In this case higher-valency metal and chalcogenide ions (for example, Cd2+ 
and HTe02+) are electrochemically reduced to the elements at the electrode surface, 
where they combine to form the metal chalcogenide. These reactions are summa- 
rized in Eqs. (3.1-3.5). 

Cathodic 

Cd2+ + 2e- = Cd 

HTe02 + + 4e- + 3H+ = Te + 2H20 

Cd + Te = CdTe 
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Anodic 

Cd = Cd2+ + 2e- 

Cd2+ + Te2- = CdTe 

(3.4) 

(3.5) 

Rajeshwar has shown that the cathodic reactions shown above are a simpli- 
fication of the actual deposition process [16]. The reduction of HTe02+ according 
to Eq. (3.2) is thought to be the crucial step, followed by the subsequent assim- 
ilation of Cd into the Te layer in a two-electron process, as shown in Eq. (3.6) be- 
low. The Te electrodeposition is also very complex, and the six-electron reduction 
product, H2Te, may also participate in the precipitation of CdTe, according to Eq. 
(3.7). A further complication in the deposition process is that homogeneous chem- 
ical reactions between electrogenerated species can lead to impurities in the film. 
The homogeneous reaction in Eq. (3.8), for instance, will lead to Te impurities. 

Cd2+ + 2e- + Te = CdTe 

Cd2+ + H2Te = CdTe + 2H+ 

2H2Te + HTe02+ = 3Te + 2H20 + H+ 

In spite of the complexity of the electrodeposition process for the metal chalco- 
genide semiconductors, these electrodeposited materials have been shown to com- 
pete very successfully with vapor-deposited materials for optoelectronic applica- 
tions such as photovoltaic solar cells, infrared detectors, and “smart” goggles. 
Photovoltaic conversion efficiencies in the 8-10% range have been observed [16]. 
The majority of these studies have been on electrodeposited polycrystalline films. 
There has been recent work by Daniel Lincot et al., however, that shows that single 
crystal films of CdTe can be epitaxially grown onto single crystal InP substrates 
[17]. The deposition was carried out in an aqueous solution at pH 2 with 1 M 
CdS04, 5 x M TeO2, a deposition temperature of 85 “C, and a deposition rate 
of 0.7 pm hr-’ . Epitaxy was verified by five-circle X-ray diffraction and reflection 
high-energy electron diffraction (RHEED). The epitaxy was found to exhibit higher 
perfection when the InP was covered with a thin film (20-30 nm) of epitaxial CdS 
grown by chemical bath deposition. 

3.2.2 Electrodeposition of Metal Oxides 

Oxide ceramics can be electrodeposited using either a redox change method or 
the electrochemical generation of base [18, 191. In the redox method, a metal ion 
or complex is placed in a solution at a pH at which the starting oxidation state 
is stable but the oxidized (or reduced) form of the ion undergoes hydrolysis to 
form the oxide. We have used the redox method to produce thallium(II1) oxide 
[20-221, lead(1V) oxide [23], silver( 11) oxide [24], copper( I) oxide [25], the oxysalt 
Ag(Ag304)2N03 [23], and superlattices in the Pb-T1-0 system [24-311. All of the 
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redox depositions were done using anodic reactions except for the case of Cu20, 
which was deposited by electrochemically reducing a Cu(I1) lactate complex in a pH 
range of 9-12. All of these films grew as columnar films with a very strong preferred 
orientation. 

We have also grown oxide ceramics using the electrochemical generation of base. 
In this case the metal ion or complex is already in a high oxidation state, and the 
local pH at the electrode surface is increased by a cathodic reaction such as the re- 
duction of water to produce hydrogen gas. We have used this technique to prepare 
nanoscale Ce02 [18, 321 and ZrO2 [33]. Mitchell and Wilcox used the base gen- 
eration method to produce preshaped ceramic bodies [34], and Redepenning has 
used this technique to deposit brushite onto prosthetic alloys [35] .  

3.3 Electrodeposition of Nanophase Materials 

3.3.1 Growth in Nanobeakers 

We now turn our attention to the various techniques that use electrochemistry to 
produce materials in the nanometer regime. One approach to growing nanoscale 
materials is to use nanoscale beakers. Chuck Martin at Colorado State University 
has been exploring this area for about ten years [36]. This approach involves using 
the pores in nanoporous membranes as templates to prepare nanoscopic particles 
of the desired material. The membranes (such as anodized aluminum or track-etch 
polymers) have cylindrical pores of uniform diameter. When a polymer, metal, 
semiconductor, or carbon is synthesized electrochemically within one of these pores, 
a nanocylinder of the desired material is obtained. Depending on the material and 
the chemistry of the pore wall, this nanocylinder may be hollow (a tubule) or solid 
(a fibril). Martin has shown that metal nanotube membranes can also serve as ion- 
selective membranes [37]. The nanotube diameter can be as small as 0.8 nm, and the 
length of the nanotube can span the complete thickness of the membrane. These 
membranes show selective transport analogous to ion-exchange polymers. The ion 
permselectivity is thought to occur because of excess charge density that is present 
on the inner walls of the nanotubes. Since the sign of the excess charge can be 
changed potentiostatically, a metal nanotube can be either cation or anion selective, 
depending on the applied potential [37]. 

3.3.2 Scanning Probe Nanolithography 

Penner and coworkers at the University of California, Irvine use a different strat- 
egy. An STM is used to modify a surface with nanometer-scale defects, so as to 
induce nucleation of the deposited material at these defect sites. Penner’s group 
has produced silver pillars 10-30 nm in diameter and 4-10 nm high on an STM- 
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modified highly ordered pyrolytic graphite surface [38]. They have also fabricated a 
nanometer-scale galvanic cell composed of copper and silver nanopillars [ 391. 

3.3.3 Epitaxial Growth of Quantum Dots 

Rubinstein, Hodes, and coworkers at the Weizmann Institute have produced epi- 
taxially oriented CdSe quantum dots with diameters of about 5 nm with a control- 
lable spatial distribution and narrow size distribution by electrodepositing the 
nanocrystals on evaporated gold substrates [40, 411. An interesting feature of their 
work is that the size of these quantum dots is believed to be controlled by the strain 
that is induced by the CdSe/Au lattice mismatch. 

3.3.4 Electrodeposition of Superlattices 

The Switzer group entered the nanoregime in 1990, when they showed that it was 
possible to electrodeposit nanometer-scale ceramic superlattices based on the Pb- 
T1-0 system [26]. A superlattice is a crystalline multilayer structure with coherent 
stacking of atomic planes and periodic modulation of the structure or composition 
or both [28]. A schematic of a superlattice is shown at the top of Figure 3.1. A 
general requirement for growing a superlattice is that the layers grow epitaxially, so 
the lattice mismatch must be fairly small. For the Pb-T1-O systems the mismatch is 
on the order of 0.3%. The layers of the superlattice do not need to be equal, as long 
as the structure is periodic. The bilayer thickness is called the modulation wave- 
length. As shown at the bottom of Figure 3.1, superlattices can be grown by pulsing 
either the applied current or potential in a solution containing precursors of the 
materials in both layers. The thickness of each layer is determined by the charge 
passed. The Pb-TI-0 compositional superlattices were deposited from a solution of 

Figure 3.1. Schematic of a superlattice (top) and the 
current-time or potential-time waveform used to grow 
the superlattice (bottom). The bilayer thickness is called 
the modulation wavelength. Superlattices can be grown 

- .- m 

electrochemically with layers that are only a few atoms 
Time - thick 
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0.005 M Tl(1) and 0.1 M Pb(I1) in 5 M NaOH. Thallium-rich films deposited at low 
overpotential, and lead-rich films deposited at higher potentials at which the depo- 
sition was mass-transport-limited in thallium. 

A new type of nanoscale material called a defect chemistry superlattice was 
grown electrochemically at the University of Missouri-Rolla [3 I]. These nanometer- 
scale layered structures based on thallium( 111) oxide were electrodeposited in a 
beaker at room temperature by pulsing the applied potential during deposition. The 
conducting metal oxide samples had layers as thin as 6.7 nm. The defect chemistry 
was a function of the applied overpotential: high overpotentials favored oxygen 
vacancies, whereas low overpotentials favored cation interstitials. The transition 
from one defect chemistry to another in this nonequilibrium process occurred in the 
same overpotential range (100-120 mV) in which the back electron transfer reaction 
became significant (as evidenced by deviation from linearity in a Tafel plot). The 
epitaxial structures have the high carrier density and low dimensionality of high- 
transition-temperature superconductors. They also have very interesting near-IR 
optical properties because of their high carrier density. The materials exhibit a 
plasma resonance in the near-IR at about 1500 nm, and the optical bandgap is 
shifted by up to 1.1 eV by the Moss-Burstein shift owing to the high free carrier 
density [42]. 

Several workers have shown that compositionally modulated metallic alloys can 
be electrochemically deposited if either the potential or current is cycled in a single 
plating solution containing salts or complexes of both metals [43-471. The interest 
in these metallic multilayers stems from the enhanced mechanical properties in- 
duced by the low dimensionality and nanometer-scale dimensions [45] and recently 
from the discovery of the giant magnetoresistance (GMR) effect in nanoscale mag- 
netic materials [48-501. GMR materials have attracted attention because of their 
application in magnetic recording heads [51]. The general scheme for the deposition 
of metallic superlattices from a single plating bath is to use a solution containing a 
large excess of the ion with the more negative standard reduction potential. For 
example, in the electrodeposition of Cu/Ni superlattices, copper is present in solu- 
tion at typically 1% of the total electroactive ion concentration. At low currents, 
pure copper is deposited. At higher currents, the copper deposition becomes mass- 
transport limited, and the films are essentially pure nickel. Using a different tech- 
nique, Spaepen and coworkers have deposited Ni/NiPx multilayers from a dual 
bath, in which the electrode is moved repeatedly from one bath to another [52]. 

3.4 Characterization of Superlattices 

3.4.1 X-ray Diffraction 

How do you know if you have a superlattice? The best evidence is X-ray diffraction 
[26, 28, 53-55]. X-ray patterns of two different superlattices are shown in Figure 
3.2. First, notice that the two superlattices have different preferred orientations. The 
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Figure 3.2. X-ray diffraction patterns of 
two electrodeposited PbbTI-0 compositional 
superlattices. The top superlattice has a strong 
[loo] orientation and a modulation wave- 
length of 13.3 nm, and the bottom superlattice 
has a strong [210] orientation and a modu- 
lation wavelength of 11.8 nm. The super- 
lattices are epitaxial structures that follow the 
crystallographic orientation of the prelayer. 
The spacing of the satellites around the Bragg 
peaks is used to determine the modulation 
wavelengths. 

top superlattice has a [loo] orientation and the bottom superlattice has a [210] 
orientation. These preferred orientations were induced by first depositing oriented 
prelayers. Since the superlattices grow epitaxially, this orientation is followed 
throughout the entire growth process. In addition, the Bragg peaks are flanked by 
superlattice satellites. The satellites are caused by the superperiodicity in the system, 
because the X-ray pattern is the Fourier transform of the product of the lattice and 
modulation functions convoluted with the basis [31, 531. The wavelength of the 
periodicity, A, can be calculated from the satellite spacing according to, 

A = [(LI - L2)1]/[2(sin 81 - sin &)I  (3.9) 

where 19 is the X-ray wavelength used, L is the order of the reflection, and 0 is the 
diffraction angle [26, 47, 541. In Eq. (3.9), L = 0 for the Bragg reflection, while the 
first satellite at lower angle has the value L= -1, and the first satellite at higher 
angle has the value L = +l.  The superlattice at the top of Figure 3.2 has a modu- 
lation wavelength of 13.3 nm, and the superlattice at the bottom of the figure has a 
modulation wavelength of 1 1.8 nm. As the modulation wavelength increases, the 
satellites move closer to the Bragg peaks. 

X-ray diffraction also provides a measure of the squareness of the composition 
profile in a superlattice. Since the X-ray pattern is the Fourier transform of the 
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Figure 3.3. X-ray diffraction pattern of a Pb-T1-0 
superlattice produced under potential control. Superlattice 
satellites out to the fourth order are seen around the (420) 
Bragg reflection. The modulation wavelength calculated 
from the satellite spacing is 13.4 nm. The X-ray radiation is 
CuK. The splitting of the peaks is caused by the presence of 
c q  and c12 radiation (wavelengths of 0.1540562 and 
0,1544390 nm, respectively). (Figure adapted from [ZS]). 
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product of the lattice and modulation functions convoluted with the basis, the rela- 
tive intensities of the various orders of X-ray satellites is a function of the modu- 
lation function. For example, if the composition is modulated sinusoidally in a 
superlattice, only first-order satellites are found to flank the Bragg reflections. Only 
one Fourier term is needed to describe a sinusoidal function. For square profiles, 
higher-order Fourier terms are necessary, and higher-order satellites are observed. 
The X-ray diffraction pattern of a Pb-TI-0 superlattice that was produced by 
modulating the electrode potential between 52 and 242 mV vs. SCE is shown in 
Figure 3.3 [28]. The superlattice, which has an X-ray modulation wavelength of 
13.4 nm and an STM modulation wavelength of 12.7 nm, has superlattice satellites 
out to fourth order. The existence of higher-order satellites shows that the super- 
lattice has a relatively square composition profile. Superlattices grown by pulsing 
the applied current rather than the applied potential had nearly sinusoidal compo- 
sition profiles, and only first-order satellites were observed in the X-ray diffraction 
pattern [28]. 

3.4.2 Scanning Probe Microscopy 

Another way to characterize superlattices is by scanning tunneling microscopy. 
Cleaved cross sections of both compositional and defect chemistry superlattices 
can be readily imaged in the STM [27-29, 311. An STM image of a compositional 
superlattice is shown in the top of Figure 3.4. Since the layers of the superlattice are 
only 3 nm thick and the total thickness of the sample is 10 pm, this superlattice 
consists of over 3 000 layers. The modulation wavelength can be determined using 
Fourier analysis of the STM images 1291. A comparison of modulation wavelengths 
measured by STM and X-ray diffraction and calculated from Faraday’s law for 
samples with modulation wavelengths ranging from 3 to 15 nm is shown in the 
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Figure 3.4. The top of the figure shows a scanning 
tunneling microscope (STM) image of a cleaved c r o s  
section of a Pb-Tl-0 superlattice with a moduldtion 
wavelength of only 6 nm The bottom of the figure 
shows a comparison of modulation wavelengths 
measured by STM and X-ray diffraction to those 
calculated from Faraday's law 
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bottom of Figure 3.4. The STM is especially well suited to the measurement of 
modulation wavelengths that are too large to measure by X-ray diffraction but too 
small to measure by scanning electron microscopy. The STM can also give quali- 
tative information about the composition profile in electrodeposited superlattices. 
For example, superlattices grown under current control have nearly sinusoidal 
profiles, while superlattices grown under potential control have much more abrupt 
profiles [28]. 

3.5 In Situ Studies of Epitaxial Growth 

In addition to this qualitative information that is obtained after deposition of the 
superlattices, it is also possible to use the current-time transients that result during 
potentiostatic growth to both quantify and tune the composition profiles of super- 
lattices during deposition [30]. Basically, when one of the precursors is in low con- 
centration in the solution, and the layer is grown at high overpotential, the com- 
position is graded throughout the layer with a (time)-'i2 dependence. Superlattices 
grown at lower potentials in which both reactants are deposited under activation 
control have square composition profiles. The calculated profiles are shown in Fig- 
ure 3.5 for three Pb-TI-0 superlattices that were grown by pulsing between 70-mV 
and 150, 230, or 260 mV vs. SCE. The composition of the 150 mV layer is relatively 
constant at 64% lead, while the lead content of the 260 mV layer varies from 39 to 
76% through the layer. The graded composition profile may be desirable for some 
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Figure 3.5. Composition profiles calculated by the Cottrell 
method for Pb-TI-O superlattices grown by pulsing the 
potential between 70 mV and 150, 230, and 260 mV vs. 
SCE. This method can be used to both calculate and tailor 
composition profiles from graded to very abrupt in real 
time during the deposition process. (Figure adapted from 
Reference [30]). Thickness (nm) 

applications. For example, grading the composition and lattice parameter may in- 
hibit misfit dislocation formation in strained-layer superlattices. In semiconductor 
devices for optical or electronic applications, however, it may be desirable to have 
square composition profiles. The important point is that the electrochemical 
method is ideal for both measuring and tailoring the interface symmetry and com- 
position profile in real time on a nanometer scale. 

3.6 Electrodeposition of Nanocomposites 

Nanophase materials are also of considerable interest because of their enhanced 
mechanical properties relative to bulk materials [56]. One reason for the different 
properties of these materials is that an increasing fraction of the atoms occupy sites 
at interfaces. It has been estimated that only about 3% of the atoms in a material 
are at boundaries when the grain size is 100 nm, but this increases to 25-50% when 
the grain size approaches 5-nm [57]. In metals there is typically an increase in the 
yield strength with decreased grain size as described by the well-known Hall-Petch 
relation, which describes the yield strength as a linear function of the inverse square 
root of the grain size. The behavior is due to the influence of grain boundaries on 
dislocation motion. As the grain size approaches the nanometer scale, large in- 
creases in strength can be obtained. In the nanoregime, however, the crystallite size 
becomes smaller than the characteristic length scales associated with dislocation 
generation and glide, which are the typical processes that determine mechanical 
behavior in metals. Deviations from the Hall-Petch relationship have been ob- 
served in nanocrystalline materials, even softening at the smallest grain sizes. This 
softening has been observed in nanocrystalline electrodeposits of Ni with grain sizes 
below approximately 12 nm [ 5 8 ] .  
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Thick films of metals with nanocrystalline or amorphous structures for mechan- 
ical applications can be produced by codepositing a metalloid element such as 
phosphorous or boron with nickel and other iron group elements 1591. Another ap- 
proach is to take advantage of the high supersaturation that is achievable during the 
very high peak current densities possible in pulse plating [60]. This is the electro- 
chemical version of splat cooling of molten metals. 

Electrochemical deposition is a very attractive processing route for the synthesis 
of composite materials. The low processing temperatures minimize the problems of 
chemical interaction and thermally induced stresses that are often serious problems 
in the conventional sintering, vapor phase, or liquid metal processes used to fab- 
ricate composites. A simple approach is to suspend particulate material in the 
plating electrolyte and codeposit this with the metallic matrix. This can be accom- 
plished both by electroless deposition and by electroplating. Commercial applica- 
tions of this approach include codeposition of alumina, silicon carbide, or diamond 
with a metal such as nickel. The particulates are normally in the micrometer range, 
but there have been a few studies involving nanoparticles [56]. A challenge in this 
work is to prevent agglomeration of the particles prior to codeposition. 

Another electrochemical scheme for growing composites is electrochemical in- 
filtration. Recently, the Sheppard group has used electrochemical infiltration to fill 
the 5 nm pores of a silica xerogel film with nickel [61]. In this manner, room tem- 
perature processing has been used to synthesize three-dimensionally interconnected 
nanoscale networks of metal and ceramic. 

The Switzer group has recently shown that it is possible to electrodeposit nano- 
composites of copper metal and cuprous oxide from alkaline aqueous solutions of 
copper(I1) lactate [62, 631. A fascinating feature of this system is that the electrode 
potential spontaneously oscillates when the films are deposited at a constant applied 
current density (galvanostatic deposition). Composites are deposited when the 
system oscillates. At constant pH the copper content in the films increases as the 
applied current density is increased. At constant current density the copper content 
increases as the pH is decreased. At pH 9 the phase composition varies from pure 
cuprous oxide at cathodic current densities below 0.1 mA cmP2 to 96 mole percent 
copper at 2.5 mA cmP2. The cuprous oxide crystallites in the composites have 
the optical properties of quantum dots. For a film grown at a current density of 
0.5 mA cmP2, the optical absorption edge blueshifts from 2.1 eV for the bulk 
material to 2.5 eV for the nanophase crystallites [62]. In addition, discrete features 
develop in the spectrum, and there is approximately a twentyfold increase in the 
absorption coefficients for the quantum-confined semiconductor. 

Potential oscillations at an applied current density of 0.5 mA cm-2 are shown in 
Figure 3.6 for copper lactate solutions in the pH range of 8.7-9.7. The oscillation 
period is a function of the solution pH, varying from 69 seconds at pH 8.7, to 11 
seconds at pH 9.7 [63]. No oscillations were observed if the pH was below 8.5 or 
above 10. A map of the current densities and pH values for which oscillations are 
observed is shown in Figure 3.7. Nanocomposites are formed in the cross-hatched 
region of the figure. The oscillations are quasiperiodic, since the oscillation ampli- 
tude remains fairly constant, but the oscillation period increases slightly throughout 
the deposition. All the solutions used to observe the oscillations in Figure 3.6 were 
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Figure 3.6. Potential oscillations as 
a function of pl I observed during 
the growth of copper/cuprous 
oxide nanocompositcs. The applied 
current density was 0.5 mA cm '. 
The solution was 0.6 M CuSO4 and 
3 M lactate ion at  30 "C. (Figure 
adapted from Keference [ 6 3 ] ) .  

I 

0 6M CuSO,, 3M lactic acid 30°C 

j = 0 500m~cm~ p~ = 9 7 - 

1000 1500 2000 
- 0 2  I I " , '  

p H = 9 0  

' 1000 1500 2000 ' -02,' 1 1 I I I . 1 I I 1 
Y 

I 3 1  p l l =  9 5 ._ .- 
Y 5 - 0 4  

0 
+- 

a 
-0 6 

Figure 3.7. Map of the pH and current density 
over which potential oscialltions occur for the 
electrodeposition of coppcrlcuprous oxide nano- 
composites. The solution was 0.6 M CuSO4 and 
3 M lactate ion at  30 "C. The polcntial oscillates 
and composites arc deposited in the cross- 
hatched region of the figure. (Figure adapted 
from Reference 1631). 
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Table 3.1. Phase composition, oscillation period, modulation wavelength, and cuprous oxide layer 
thickness as a function of solution pH for a series of copper/cuprous oxide nanocomposites. The 
applied current density was 0.5 mA cm .2. 

PH Cu content Oscillation period Modulation Cu20 layer 
(mol ‘XU) (seconds) wavelength thickness 

(nm) (nmj 

8.7 80 69 19 8 
9.0 74 36 11 6 
9.5 42 15 I 5 
9.7 I 11 7 6 

stirred. If the solutions are not stirred, the oscillations are not periodic and “ring 
out” in the time period shown in Figure 3.6. The potential oscillations observed 
during the deposition of all of the composites would suggest that these materials are 
modulated. Table 3.1 shows the phase composition, oscillation period, modulation 
wavelength, and cuprous oxide layer thickness as a function of pH for a series of 
copperlcuprous oxide nanocomposites grown at a current density of 0.5 mA cmP2 
[63]. The oscillations for these composites are shown in Figure 3.6. The phase 
compositions in Table 3.1 were measured by X-ray diffraction, and the modulation 
wavelengths and layer thicknesses were calculated from the oscillation period using 
Faraday’s law. Work is in progress to experimentally measure by TEM, STM, and 
Auger depth profiling the thickness of copper metal and cuprous oxide in these 
materials. 

We chose the Cu/Cu20 system to electrodeposit because of the dramatic differ- 
ences between the two materials. Selected properties of cuprous oxide are sum- 
marized in Table 3.2 [63]. Cuprous oxide is a relatively nontoxic p-type semi- 
conductor with a bandgap of 2.17 eV. Interest in the semiconducting properties of 
the material began as early as 1926, when Grondahl produced the Cu/Cu20 rec- 
tifier [64]. Cuprous oxide is also a textbook example of a Wannier-Mott excitonic 
solid [65]. Up to ten hydrogenlike exciton lines can be seen in the absorption spec- 
trum of CuzO at low temperatures [66-681. Unbound excitons in Cu20 have a 
binding energy of 150 meV, and a radius of 0.7 nm. The physics community is 
presently very excited about the excitonic properties of Cu20, since there is evi- 
dence that Bose-Einstein condensation of excitons can occur in the material [69]. 
Since the effective mass is close to that of a free electron, the de Broglie wave- 
length is large, and condensation of excitons can be observed at relatively high tem- 
peratures. Because excitons, like photons, are bosons, they can be made to prop- 
agate through a solid coherently [70-711. Studies of Bose-Einstein condensation 
of excitons in Cu20 have all been on single crystals. We are interested in producing 
nanostructures in which the dimensions of the CuzO are comparable to the ex- 
citon de Broglie wavelength. Nanoscale confinement in these materials should 
push the threshold for observation of Bose-Einstein condensation to even higher 
temperatures. 
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Table 3.2. Properties of cuprous oxide (from [68]) 
~ 

Name Value 

Lattice parameter 0.427 nm 
Bravais lattice 
Space group 
Formula units per unit cell 
Copper special positions 
Oxygen special position 
Density 
Dielectric constant 
Resistivity 
Majority carriers 
Bandgap (@ 4 K) 
Electron mass 
Hole mass 
Orthoexciton mass 
Exciton radius 

Primitive cubic 
Pn 3 
2 
( ~ 4 ,  1/4, 1/41; (314, 3/4, 1/41; (3/4, w, 3/41; ( ~ 4 ,  3/4,3/4) 
(0, 0, 0); (1/2, 1/2, 1/21 
6.10 g cm-3 
7.1 I 
3 x lo6 ohm-cm 
Holes (p-type) 
2.17 eV 
0.84mo 
0.61mo 
3.0rno 
0.7 nm 

Exciton binding energy 150 meV 

3.7 The Future 

What lies ahead in the area of nanoscale materials electrodeposition? There will 
certainly be increased emphasis on the electrodeposition of nanophase materials 
for magnetic applications, such as giant magnetoresistance materials [48-511, and 
for optical and electrical applications. Another big area of work should be the 
codeposition of very dissimilar materials, such as the copperlcuprous oxide nano- 
composites described in this chapter. The low processing temperatures of electro- 
deposition allow the codeposition of materials (ceramics, metals, polymers, semi- 
conductors) that would not tolerate each other at the high temperatures used for 
traditional thermal processing. There are really a lot of interesting possibilities. 
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Chapter 4 

Size and Morphology Control of Nanoparticle 
Growth in Organized Surfactant Assemblies 

M. P. Pileni 

4.1 Introduction 

The fabrication of assemblies of perfect nanometer-scale crystallites (quantum 
crystals) identically replicated in unlimited quantities in such a state that they can be 
manipulated and understood as pure macromolecular substances is the ultimate 
challenge of modern materials research with outstanding fundamental and potential 
technological consequences [ 11. These potentialities are mainly due to the unusual 
dependence of the electronic properties on the size of the particles. Optical proper- 
ties are one area where nanoparticles have markedly different properties from the 
bulk phase. These are described in terms of size quantization [2]. Since the size 
dependence of the band levels of semiconductor particles results in a shift of optical 
spectrum, quantum mechanical descriptions of the shift were carried out by several 
researchers [3-  lo]. At nanometer size, crystallites of semiconductors are influenced 
by the quantum confinement of the electronic states and modified from those of the 
bulk crystals. Colloidal dispersions of metals exhibit absorption bands or broad 
regions of absorption in the UV-visible range. These are due to the excitation of 
plasma resonances or interband transitions. They are characteristic properties of the 
metallic nature of the particles. The optical spectra of colloidal metallic particles 
have been described, including the effect of the size of the particle Ill-131. Indeed, if 
the particle dimensions are smaller than the mean free path of the conduction elec- 
trons, collisions of these electrons with the particle surface are noted. If the particle 
radii, R, are comparable with the mean free path of conduction electrons, L, the 
collisions of conduction electrons with the particle surface become important. Thus 
the effective mean free path is less than that in bulk materials. The electron energy 
bands are quantized and the number of discrete energy levels is of the order of 
magnitude of the number of atoms in the crystal. 

In biomineralization, inorganic precipitates form under the full control of an 
organic tissue matrix. This control includes manipulation of the local concentration 
of the precipitants, the presence of nucleating surfaces, and the presence of in- 
hibitors in solution. Particle size, shape, and orientation are regulated by the matrix. 

Nanoparticles and Nanostructured Films 
Janos H. Fender 
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Such in situ deposition processes also avoid the difficulties of handling nanosized 
particles while avoiding aggregation and without the need for large amounts of 
surfactant to keep them in suspension. 

In terms of growth of particles, some analogies between surfactant self-assemblies 
and natural media can be proposed. In both cases, the growth of particles needs a 
supersaturated media where the nucleation takes place. Increasingly chemists are 
contributing to the synthesis of advanced materials with enhanced or novel prop- 
erties by using colloidal assemblies as templates. In solution, surfactant molecules 
self-assemble to form aggregates 1141. At low concentration, the aggregates are gen- 
erally globular micelles, but these micelles can grow upon an increase of surfactant 
concentration and/or upon addition of salt, alcohols, etc. In this case, micelles have 
been shown to grow to elongated, more or less flexible, rodlike micelles (15-221, in 
agreement with theoretical prediction on micellization [23, 241. 

The preparation and characterization of these colloids have thus motivated a vast 
amount of work 1251. Various colloidal methods are used to control the size and/or 
polydispersity of the particles, using reverse [2] and normal 1261 micelles, Langmuir- 
Blodgett films [27, 281, zeolites 1291, or multilayer cast film [30, 311. The achieve- 
ment of an accurate control of the particle size and stability and a precisely con- 
trollable reactivity of the small particles are required to enable attachment of 
the particles to the surface of a substrate or to other particles without leading to 
coalescence and hence loss of the particles’ size-induced electronic properties. Diffi- 
culties turn out to be manipulating nearly monodispersed nanometer-size crystal- 
lites of arbitrary diameter. 

There are a number of reasons for forming films of inorganic particles’ attached 
to or embedded just under the surface. Moreover, the ability to assemble particles 
into well-defined two- and three-dimensional spatial configurations should produce 
interesting properties as new collective physical behavior [32]. The development of a 
general procedure for the fabrication of “quantum” crystals is a major challenge of 
future research. One of the approaches to obtain 2D and 3D structure is to assem- 
ble nanoparticles themselves in ordered arrays. This requires a hard sphere re- 
pulsion, a controlled size distribution, and the inherent van der Waals attraction 
between particles and dispersion forces. The polydispersity in particle size prevents 
fabrication of such well-defined two- or three-dimensional structures. Recently, 
spontaneous arrangements with semiconductors such as Ag2S [33] and CdSe (341 or 
metallic particles such as gold or silver [35, 361 have been reported. FCC arrange- 
ments of particles of different sizes have been characterized for microcrystals of 
silver sulfide nanoparticles [33]. Similar results were also reported in the case of 
CdSe nanoparticles (341 or gold metallic nanoparticles [35, 361. 

In this chapter we demonstrate that colloidal assemblies are good candidates to 
be used as biomimetic routes for controlling the size and shape of nanoparticles. We 
present some examples in which the optical properties of nanoparticles vary with 
their size and shape. In the case of magnetic particles, we demonstrate a change in 
the magnetic properties with particle size. Some of these particles are able to 
arrange themselves and form monolayers in a hexagonal network or crystal with a 
centered cubic face. 
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4.2 Reverse Micelles 

Reverse micelles are well known to be spherical water-in-oil droplets, stabilized by 
a monolayer of surfactant. The most used surfactant is sodium bis( 2-ethylhexyl) 
sulfosuccinate, also known as Na(A0T). The phase diagram of Na(A0T)-water- 
isooctane shows a very large domain of water-in-oil droplets. This is why this sur- 
factant is the most commonly used to form reverse micelles [2, 371. The water pool 
diameter is related to the water content, w = [H20]/[AOT], of the droplet as follows 
PI : 

D (nm) = 0.3 w 

If we take into account the existing domain of water-in-oil droplets in the phase 
diagram, the diameter of the droplet varies from 0.5 nm to 18 nm. 

Reverse micelles are dynamic [38-411, and attractive interactions between drop- 
lets take place. The intermicellar potential decreases either by decreasing the num- 
ber of carbon atoms of the bulk solvent or by increasing the number of droplets. 
This is because of the discrete nature of solvent molecules and is attributed to the 
appearance of depletion forces between two micelles (between the two droplets, the 
solvent is driven off). When the droplets are in contact, forming a dimmer, they 
exchange their water content. This exchange process is associated with the interface 
rigidity that corresponds to the binding elastic modulus of the interface. Hence, by 
collisions the droplets exchange their water content and again form two indepen- 
dent droplets. This process has been used to make nanosized material by either 
chemical reduction of metallic ions or coprecipitation reactions. These various fac- 
tors (water content, intermicellar potentials) control the size of the particles. 

When the syntheses are performed in reverse micelles, the nanoparticles formed 
are dispersed in the solution. This allows one to determine the absorption spectrum 
of the particles dispersed in the solvent. If we take a drop of this solution, it is 
possible, by TEM, to determine the average size of the particles. In this section, we 
present syntheses of metallic copper particles and semiconductor semimagnetic 
quantum dots. It is demonstrated that it is possible to make nanosized particles of 
a highly oxidable material and to control its size. Similarly, a solid solution of 
Cdl _,Mn,S nanoparticles is made. As examples, syntheses and optical properties 
of semiconductor semimagnetic are presented. 

4.2.1 Syntheses and Optical Properties of Metallic Copper Particles 

Copper in its metallic form is well known to be oxidable. In the bulk phase, the 
surface is passivated. Copper nanosized particles have been extensely studied by 
ultra vacuum techniques. In solution, the copper nanosized particles are usually un- 
stable. The metal is immediately transformed into its oxide form. Reverse micelles 
are good candidates for making nanosized metallic copper particles [42-441. To 
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Figure 4.1. Electron microscopy patterns of copper 
metallic particles synthesized in CuiAOT)? NaA07’ 
water-isooctane reverse micelles for various water 
contents: [Na(AOT)] = 9 x lo-’ M; [Cu(AOT)>] = 

and 15. 
lo-* M; [N?H4]=3 x lo-’ M: W =  1: 2; 3: 4: 5;  10: 

form this material, a functionalized surfactant such as copper bis( 2-ethylhexyl) sul- 
fosuccinate, Cu(AOT)2, is needed. 

When Cu(A0T)z is replaced by copper sulfate (Cu2+), metallic copper particles 
are not formed. They exist in their oxidized form. Furthermore, a few minutes after 
beginning the reaction, the particles flocculate. Mixed micelles made of sodium and 
copper bis(2-ethylhexyl) sulfosuccinate are prepared. The water content, tv = [H20]/  

[Na(AOT) + Cu(AOT)2], is fixed at a given value. This solution is mixed to a 
Na(A0T) micellar solution having the same water content and filled with hydra- 
zine. The chemical reduction of copper bis(2-ethylhexyl) sulfosuccinate takes place 
and metallic copper particles are formed. They are characterized by TEM, electron 
diffraction, and absorption spectroscopy. Figure 4.1 shows an increase in the par- 
ticle size with increasing water content. The absorption spectrum of colloidal par- 
ticles obtained for various water contents shows a progressive appearance of the 
plasmon peak (Figure 4.2). Hence, a direct relationship between the absorption 
spectrum and the size of the particles is obtained. This enables us to obtain a cali- 
bration curve relating the particle diameter to its absorption spectrum (Figure 4.3). 

4.2.2 Syntheses and Optical Properties of Semiconductor Semimagnetic 
Quantum Dots 

Syntheses of Cdl-,Mn,S are performed in reverse micelles 1451. A coprecipitation 
takes place by mixing two micellar solutions having the same water content, 
w = [HzO]/[AOT]: one is made of 0.1 M Na(A0T) containing S2- ions; the other is 
a mixed micellar solution made of Cd(AOT)2, Mn(AOT)2, and Na(A0T). The 
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Figure 4.2. Absorption spectra of copper 
metallic particles synthesized in Cu(AOT)2- 
NaAOT-water-isooctane reverse micelles 
at various water contents. [Na(AOT)] = 

9 x 
[N2H4] = 3 x lo-* M: W =  1; 2; 3; 4; 5;  10; 

M; [Cu(AOT)z]= lo-’ M; 
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10 Figure 4.3. Variation of ratio of the extinction 
coefficients &566/&500 and &566/&400 of the colloidal copper 
solution with the size of the copper particles synthe- 
sized in Cu(AOT)2-NaAOT-water-isooctane reverse 
micelles: pa(AOT)]  = 9 x M; [Cu(AOT)2] = 0 2 4 6 8 1 0 1 2 1 4  
lo-* M; [NzH4]=3 x lo-* M. 

syntheses are performed for various ratios of Mn(AOT)Z, Cd(AOT)2, and water 
content. The composition of the particles is measured by energy dispersion spec- 
troscopy (EDS). Only a small amount of manganese remains in the CdS matrix. A 
formation of a Cdl-,Mn,S solid solution is obtained. 

When the syntheses are performed for various water contents and for a fixed 
composition, y,  an increase in particle size is observed. Figure 4.4 shows a red shift 
in the absorption spectra when the particle size increases. This behavior is similar to 
that observed previously [2, 3-1 1, 46, 471. Syntheses performed at fixed water con- 
tent and for various compositions induce formation of particles having the same 
size and differing in their compositions. Figure 4.5 shows the change in the ab- 
sorption spectrum with composition (the average diameter of the particles is 3 nm). 
The direct band gap of the nanocrystallites is deduced from the following equation 
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Figure 4.4. Histograms deduced 
from TEM patterns and absorption 
spectra of Cdo 9Mno I S  particles 
synthesized for various water 
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Figure 4.5. Histograms deduced from 
TEM patterns and absorption spectra 
of Cdl-,Mn,S for various J': J' = 0 (aj, 
0.08 (b), 0.12 (c), 0.23 (d). The size of' 
the particles is kept equal to 3 nm. 
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Figure 4.6. Bandgap (E,) Cdl-,Mn,S 
crystallites versus manganese composition 
y .  0 :  bulk14; +: diameter = 32 A; 
W :  diameter = 18 A. 
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[47]: ohv = (hv - Eg)'/2. From the absorption spectra recorded for various compo- 
sitions, the energy band gap is deduced. It is compared to that given in the literature 
for the bulk phase [48]. The behavior of the energy band gap depends on the com- 
position and particle size (Figure 4.6), as follows: 

(i) For a given composition, y ,  the energy band gap increases with a decrease in 
particle size. This phenomenon is attributed to a quantum size effect. 

(ii) With increasing composition, y ,  the energy band gap decreases and then in- 
creases (Figure 4.6). The variation of the energy band gap with composition is 
more pronounced when the particle size decreases. The position of the energy 
band gap minimum depends on the particle size. For particles having an aver- 
age diameter equal to 2 nm and 3.2 nm, the minimum of the energy band gap is 
reached at y=O.O5 and 0.08 respectively. Similar behavior is obtained in the 
bulk phase. Opposite to what is observed with quantum dots, the variation of 
the energy band gap with composition, y ,  is not very pronounced. The mini- 
mum is not well defined (about y = 0.02 - 0.05). These strong changes in the 
behavior of the energy band gap with the size of nanoparticles and with the 
bulk phase could be attributed to perturbation induced by hybridation of mag- 
netic cation orbitals (Mn2+) with the band structure and to exchange inter- 
actions in a confined regime. 

4.3 Oil-in-Water Micelles 

Dissolved in water at a concentration below the critical micellar concentration, (or 
c.m.c.), the surfactant behaves as a strong electrolyte, entirely dissociated, whereas 
above the c.m.c., the monomers form spheroidal aggregates called normal micelles. 
The most often used surfactant is sodium dodecyl sulfate, Na(DS). The size, shape, 
and degree of ionization for micelles change with increasing surfactant concen- 
tration [49, 501. 

Divalent dodecyl sulfate is made by mixing an aqueous solution of sodium do- 
decyl sulfate (0.1 M)  with divalent ion derivatives (0.1 M), as described elsewhere 
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[51]. The solution is kept at 2 "C and a precipitate appears. It is washed several 
times with a 0.1 M solution of divalent ions and recrystallized in distilled water. 
Divalent dodecyl sulfate, X(DS)2, forms micellar aggregates above the c.m.c. It 
does not differ greatly with various divalent counterions, staying in the region of 
lop3 M. The shape and size of these aggregates have been determined by small- 
angle X-ray scattering (SAXS) and by light scattering [52]. Prolate ellipsoidal mi- 
celles with a hydrodynamic radius equal to 2.7 nm are found. 

We used oil-in-water micelles either to make magnetic fluid [53] and control the 
size of the particles [54, 551 or to control the shape of metallic copper particles 1261. 
Two examples are presented in the following sections. 

4.3.1 Magnetic Fluids: Syntheses and Properties 

Aqueous methylamine, CH3NH30H, is added to a mixed micellar solution formed 
by Co(DS)2 and Fe(DS)2 surfactants. The solution is stirred for two hours at room 
temperature. A magnetic precipitate appears. The supernatant is removed and re- 
placed by pure bulk aqueous phase. The precipitate is redispersed and a brown 
magnetic suspension is obtained. This is usually called magnetic fluid. The per- 
centage of surfactant remaining in solution is less than 0.1% in weight, The com- 
position in metal of cobalt ferrite particles consists of Fe(II1) and Co(I1). Electron 
diffractogram patterns are in good agreement with the intense peaks listed for Co- 
Fez04 in standard reference tables. This indicates the formation of material having 
an inverted spinel crystalline structure as in the bulk phase. EDS confirms the rela- 
tive ratio of cobalt and iron elements in the CoFe204 particles (the percentages of 
the iron and cobalt elements are found to be equal to 65.63% and 34.37% re- 
spectively). The Mossbauer spectrum of particles of 5 nm diameter recorded at 4.2 K 
is similar to that observed for larger CoFezO4 particles (30-350 nm) [56] with the 
sixth B-site line apparently less intense than the sixth A-site line, as observed for 
bulk cobalt ferrite. By using the same procedure, Fe304 nanoparticles have been 
obtained from syntheses performed with Fe(DS)2 as the reactant [57]. 

Several syntheses have been performed by increasing the Fe(DS)2 concentration, 
from 6.5. lop3 M to 2.6. M, keeping the [Co(DS)2]/[Fe(DS)2] and [Fe(DS)2]/ 
[CH3NH30H] ratios equal to 0.325 and 1.3 x lop2 respectively. From TEM pat- 
terns and histograms, Figure 4.7 shows an increase in the particle size with an in- 
crease in Fe(DS)2 concentration. Hence, control of the size is obtained by changing 
the Fe(DS)2 concentration by a factor of two. This control of particle size is 
obtained without large changes in the experimental conditions. This allows us to 
assume, to a first approximation, that the surface of the particle keeps the same 
composition. This makes possible the study of the relationshp between size and 
magnetic properties. 

Figure 4.8 shows the magnetization curve, obtained at 200 K, for particles having 
an average diameter equal to 2, 3, and 5 nm respectively. The initial susceptibility 
shows no hysteresis; that is, both remanence and coercitivity are zero. This indicates 
superparamagnetic behavior, as expected for the nanoscale dimensions of the par- 
ticles. The average magnetic size of the particles can be deduced from simulation 



Figure 4.7. Electron microscopy patterns 
and histograms of magnetic fluid made at 
various surfatant concentrations, keeping 
[CO(DS)ZI/[F~(DS)ZI = 0.325, [Co(Ds)zl/ 
[NHzCHj] = 1.3 x 
[Fe(DS)2] = 6.5 x 10-3 M (a), 
[Fe(DS)]= 1.3 x M (b), 
[Fe(DS)t] = 2.6 x lo-’ M (c). 

Figure 4.8. Left: Magnetization as a 
function of the applied field at 200 K 
for particles shown in Figure 4.1. 
Right: Magnetization as a function 
of the applied field at 10 K for for 
2 nm (a), 3 nm (b), and 5 nm (c) 
cobalt ferrite fluid. Volume 
fraction = 1%. 
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Table 4.1. Variation of the saturation magnetization at  200 K (Ms200) and 10 K (M,lo) ;  the average 
diameter of the particles deduced from TEM, DTEM (nm), from simulation, D M  (nm), and from 
SAXS, D s ~ x s  (nm); the polydispersity in size determined by TEM, CJTEM, and from simulation, C T ~ :  

the ratio of the remanence and saturation magnetization. 

DTEM (nm) 2 3 5 
~ T E M  (%) 37 36 23 
DSAXS (nm) 2.6 3.6 5.4 
DM (nm) 2 3 4.2 
DM 42 40 35 
MQOO (emu g-') 14 22 35 
MSlo (emu g-') 23 31 50 
Ms200/Msio 0.60 0.71 0.70 
Mrio/MSio 0.31 0.43 0.74 
Hc W e )  5 7.5 9 
xzo0. 1 o4 (Oe) 2 2.4 4 
KAX (erg ~ r n - ~ )  7 3 1 

of the Langevin relationship, assuming a log normal size distribution 1581. A good 
agreement between the size determined by TEM and SAXS 1551 and the magnet- 
ization curve is observed (Table 4.1). 

The magnetic field needed to reach the saturation magnetization depends on the 
size of the particles. For particles having an average size equal to 2 nm and 3 nm, 
the saturation is not reached even for a magnetic field equal to 40 kOe. On the other 
hand, it is obtained with 5 nm particles. For particles having an average size equal 
to 2 and 3 nm, the saturation magnetization is deduced from zero extrapolation of 
M vs. 1/H. It decreases with a decrease in particle size. Even for the larger particles 
( 5  nm diameter), the saturation magnetization is less than the bulk value (Table 
4.1). This could be explained by an increase in noncollinear structure when the 
particle size decreases. Cobalt ferrite, known to have a relatively high magneto- 
crystalline anisotropy, has a noncollinear structure 159, 601. This increases with 
coating by surfactant and with a decrease in particle size in the range of few hundred 
Angstroms. 

The magnetic particles are frozen in zero field at 10 K. Figure 4.8 shows the 
presence of hysteresis with an increase in the coercitivity with particle size. The ratio 
of the remanence to saturation magnetizations, M,/M,, deduced from the magnet- 
ization curve, decreases with a decrease in particle size (Table 4.1). The reduced 
remanence, M,/M,, depends on the magnetocrystalline anisotropy constant, the 
median diameter and the standard deviation of the system [61]. For random distri- 
bution of easy magnetic axes of particles with cubic magnetocrystalline anisotropy, 
the reduced remanence is expected to be equal to 0.83 at 0 K. For particles having 
5 nm as an average diameter, Table 4.1 shows a M r / M s  ratio equal to 0.74 at 10 K. 
The large remanence and coercitivity values and the remanence-to-saturation- 
magnetization ratio indicate that 5 nm particles consist of randomly oriented equi- 
axial particles with cubic magnetocrystalline anisotropy [62]. Table 4.1 shows a 
progressive decrease of Mr/Ms  ratio with a decrease in particle size. This is ex- 
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plained as a progressive change of magnetocrystalline anisotropy from cubic (for 
5 nm) to axial (for 2 nm and 3 nm) structure. This is confirmed from the simulation 
of the Mossbauer spectra recorded at various temperatures and various particle 
sizes [63]. 

Figure 4.9 shows a decrease in the saturation magnetization with specific surface 
per area. Mollar et al. [64] have established, for CoFezO4 particles with diameters 
ranging from 6.2 to 33 nm, that the saturation magnetization (measured at 4.2 K) in 
a strong magnetic field decreases linearly with an increase in specific surface area. In 
the range 2-5 nm, the measurements performed at 10 K show similar behavior, as 
has been proposed by Mollar et al. [64] (Figure 4.9). The experiments performed by 
these two groups were not carried out at the same temperature (4.2 and 10 K re- 
spectively), but the change of the saturation magnetization with temperature is 
small enough (Figure 4.9) to allow comparison. For particles of a similar size (6.2 
and 5 nm respectively) a relatively good agreement of the saturation magnetization 
given by the two groups is observed. Mollar et al. [64] found a linear relationship of 
the saturation magnetization with the specific area. The extrapolation of the slope 
to zero magnetization is obtained for particles having an average diameter equal to 
4 nm. This has been explained, as has been demonstrated for films made of ferro- 
magnetic transition metals [65, 661, as resulting from a formation of layers that 
remain nonmagnetic (“dead layers”). The thickness of the layer is evaluated to be 
twice the lattice parameter. For CoFe204, this corresponds to 1.6 nm. In our ex- 
perimental conditions, this explanation can be excluded for the following reasons: 

(i) The saturation magnetization for 4 nm particles is equal to 40 emu gg’, whereas 
it is found equal to zero from extrapolation of the Mollar curve (Figure 4.9). 

(ii) Magnetization is still obtained for particles with an average diameter equal to 
2 nm. This is not compatible with a dead layer having a thickness equal to 
1.6 nm. The decrease in the saturation magnetization with a decrease in size of 
the particles is attributed to an increase in the noncollinearity of the structure. 

The samples are cooled in zero field to 10 K. The magnetization is measured as a 
function of temperature in a 100 Oe field. As expected, the blocking temperature 
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Figure 4.10. Variation of the anisotry en- 
ergy, K A ,  with &’, where d is the diameter 

d-2 (nin-2) of the particle. 

increases with particle size (Table 4.1). From the blocking temperature, the aniso- 
tropy constant is deduced. It decreases with a decrease in particle size. It varies as 
dp2, where d is the diameter of the particle (Figure 4.10). It is larger than the bulk 
value of CoFe204 material. Such variation of the anisotropy constant with the 
particle diameter is confirmed by Mossbauer spectroscopy 1631. 

4.3.2 Control of the Shape of Metallic Copper Particles 

Syntheses of metallic copper particles are performed in an aqueous solution con- 
taining copper(I1) dodecyl sulfate, Cu(DS)2. The copper ions associated with the 
surfactant are reduced by sodium borohydride, NaBH4. The ratio NaBH4/Cu(DS)2 
is equal to 2. The syntheses are performed at and above the c.m.c. In all the cases, 
formation of metallic copper aggregates is observed. These are characterized by elec- 
tron diffraction and from the absorption spectrum of the colloidal solution. At the 
c.m.c., (1.2 x M), the colloidal solution is characterized by an absorption spec- 
trum centered at 570 nm. A drop of this solution is deposited on a carbon grid and 
TEM measurements show the formation of large domains of aggregates arranged in 
an interconnected network (Figures 4,11(a) and 4.12). The expansion of the TEM 
pattern (Figure 4.12(b)) shows that the network corresponds to a change in the 
particle shape and not to aggregation of small particles in strong interaction. 

Synthesis performed at 2 x lop3 M Cu(DS)2 induces the formation of elongated 
particles. The maximum of the absorption spectrum is characterized by a maximum 
centered at 564 nm. When the syntheses are performed at higher Cu(DS)2 concen- 
tration, the size of the rods decreases with the formation of more spherical particles, 
(Figure 4.1 1). 

The absorption spectrum of 10 nm spherical metallic copper particles is charac- 
terized by a plasmon peak centered at 558 nm (Figure 4.2(f)). Figure 4.13 shows a 
red shift in the plasmon peak when the shape of the metallic copper particles 
changes from spheres to rods. Such changes in the absorption spectra of metallic 
copper particles can be related to those predicted at various Y values, where r is 
defined as the ratio of the length to the diameter of a cylinder [67-691. The plasmon 
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Figure 4.1 1. Electron microscopy of colloidal 
copper dispersion prepared in a pure copper 
dodecyl sulfate solution: [Cu(DS)2] = 1.2 x 10-3 
M, 2 x M, 3 x 10. M, lo-’ M, [NaBH4] = 

2[Cu(DS)2]. 

Figure 4.12. Electron microscopy (a) and an 
expanded picture (b) of the copper network 
prepared in a pure copper dodecyl sulfate 
solution: [Cu(DS)2] = 1.2 x 1O- j  M, [NaBH4] = 
2.4 x lo-’ M. 

peak due to the rod particles is centered at  570 nm (Figure 4.13). According to 
simulated absorption spectra [26], the plasmon peak centered at 570 nm corre- 
sponds to an Y value equal to 2.5. From the imagery analysis of the skeleton of the 
interconnected network (Figure 4.12(a)) corresponding to a plasmon peak centered 
at 570 nm, the average length of linear strands is found to be equal to 22 nm. The 
average minor diameter is equal to 6.5 nm. Hence, the r value is found to be equal 
to 3.3. From theoretical predictions, such an r value (r-3.5) corresponds to a 
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Figure 4.13. Absorption spectra of inter- 
connected (0  0 0 .), elongated ( 0 0 0 0 )  and 
spherical (. . . .) colloidal particles [22]. 

higher shift in the plasmon peak (620 nm) than that obtained (570 nm). This dif- 
ference between r and the maximum of the plasmon peak is explained by the fact 
that the simulation is related to one size of cylindrical particles. In the present ex- 
periment, the particles are interconnected and not isolated cylinders. Furthermore, 
the polydispersity has to be taken into account. A qualitative shift in the maximum 
of the plasmon peak with particle shape is in good agreement to what is predicted. 
Hence, the shift and the growth in the absorption band, compared to spherical and 
elongated particles, indicate that the interconnected network, observed by TEM, 
exists in solution. This is due to a change in the effective mean free path of the 
conduction electron and not caused by the evaporation process of the solutions. 

4.4 Interconnected Systems 

The 5 x lop2 M Cu(A0T)z in isooctane solution is an isotropic phase. By water 
addition, the phase diagram evolves progressively. At w = 5.5 a phase transition 
takes place. The lower phase is optically clear and keeps the blue color charac- 
teristic of Cu(AOT)2. The upper phase is pure isooctane. If the water content is 
increased from w = 5.5 to 11, the following are observed: 

(i) An increase in the isooctane volume (upper phase). This induces an increase in 
the Cu(A0T)z concentration in the lower phase. 

(ii) An increase in the conductivity of the lower phase, whereas that of the upper 
phase is similar to that obtained in pure isooctane. 

(iii) A progressive increase in the viscosity of the lower phase and then a decrease. 
The maximum in viscosity is reached for a w value close to 7. 

(iv) A characteristic scatter of cylinders, observed by SAXS 1701. The gyration 
radius of the normal section and persistence length of the cylinders, (I), are 
deduced, for various water contents. Table 4.2 shows no drastic changes in 
either the gyration radius or in the persistence length with an increase in water 
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Table 4.2. Gyration radius, R,, and persistence length (nm), ( I ) .  

W 6.5 1.5 8.5 9.5 10 11 

(1 )  (nm) 3 3 3.2 3.1 3 3.1 
R, (nm) 1 0.9 1 1 1 1.1 

content. From this, the average size of the cylinders is deduced. This remains 
constant when the water content increases. The errors in the values given in 
Table 4.2 are evaluated to 10Yi 

(v) Freeze fracture replicas show a homogeneous system made up from only very 
small objects. 

The increase in conductivity and viscosity of the lower phase with an increase in 
the water content can be related to the increase in Cu(AOT)2 concentration: At low 
water content (below w = 5.54, the water-in-oil phase is rather diluted. The increase 
in water content from w = 5.5 to 11 induces a phase transition with an increase in 
the Cu(AOT)2 concentration in the lower phase. This favors an increase in the 
number of connections between cylinders to form a bicontinuous network. Similar 
behavior has already been observed with other self-assembled surfactants. It is 
attributed to the formation of disordered open connected microemulsions [7 1-73]. 
At hgh  water content, w > 7, the decrease in viscosity is explained in terms of 
branching of one cylinder into another with, locally, a saddle structure. Similar be- 
havior has been observed in oil-in-water micelles [74]. 

Similar structure, with interconnected cylinders having similar persistence length, 
is observed in the range w = 30-35. Syntheses of metallic copper particles are per- 
formed in the two domains (5.5 < w < 11 and 30 < w < 35) [75]. 

(i) Syntheses performed at w = 6 show (Figure 4.14) the formation of a relatively 
large amount of metallic copper cylinders (32%) in coexistence with 68% of 
spheres. The average diameter of the spherical particles is 9.5 1.1 nm. The 
histogram shows the formation of large cylinders (Figure 4.14(c)). The average 
length-to-width ratio of the cylinder is found to be equal to 3.5 with 40% poly- 
dispersity. The length and width of the cylinders are equal to 22.6 & 5.4 nm and 
6.7 k 1.4 nm respectively. 

(ii) Figure 4.15 shows a TEM pattern obtained at w = 3 4 .  As at lower water 
content, cylindrical (42%) and spherical (58%) nanoparticles are observed. The 
average diameter of spherical particles is equal to 9.5 f 0.9 nm. The length and 
width of the cylinders are equal to 19.8 f 2.7 nm and 6.5 f 0.8 nm respectively. 

Syntheses performed in these two domains (5.5 < w < 11 and 30 < w < 35) show 
very strong correlation and similar data. A very great similarity in the size and 
shape of nanoparticles is obtained from syntheses performed in the two parts of the 
phase diagram having the same structure (interconnected cylinders) and differing in 
their water content. No other particle shapes have been observed. In both regions: 
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Figure 4.14. TEM pattern obtained after syn- 
thesis at IY = 6 ,  [Cu(AOT)>] = 5 x 10 M (a), 
and histograms of the diameter of the spheres 
(b), and ratio of the length to the width of the 
cylinders (c). 

Figure 4.15. TEM pattein obtained after syn- 
i 10 i ' i  20 i I 3 7 o thesis at  w=34,  [Cu(AOT)2]=5x 10 M (a), 

and histograms of the diameter of the spheres 
(b), and ratio of the length to the width of the Sphcic\ Cylindi i c ~ l  

dramelel (nm) axial idtio cylinders (c) 

(i) The average diameter of the spherical particles is the same (9.5 nm). The poly- 
dispersity is a little higher at low water content (Table 4.3) .  

(ii) The size of the cylinders remains identical in the two domains (Table 4.3). The 
same average diameter and same ratio of cylinder axes ( #  3.3) are observed at 
low (5.5 < w < 11) and high (30 < w < 35) water content. Because of this great 
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Table 4.3. Variation with water content, M', of the average diameter of the spheres, ( d , ) ,  the poly- 
dispersity of the spheres, rr,, the percentage of spheres, Yn,, the percentage of cylinders, Ync, the 
percentage expressed in weight of copper metallic cylindrical particles, %,(weight), the average 
length, ( L e ) >  and width, (/,), of the cylinders, the polydispersity in the average length, mLC, and 
width, mlC, of the cylinders, the average ratio of the cylinder axes, ( L C / l C ) ,  and the polydispersity in 
this ratio, oLC/lc. 

w (4) (nm) gS (yo) Yo Yo, YnC (weight) ( L c )  (nm) 

6 9.5 27 68 32 45.5 22.6 
34 9.5 19 58 42 51.4 19.8 

6 24 6.7 21 
34 27 6.5 24 

3.5 40 
3.2 33 

similarity in various experimental conditions, this phenomenon is attributed to 
the structure of the colloid used as a template. This could be explained as in 
nature [76], where the key step in the control of mineralization is the initial 
isolation of a space. 

4.5 Onion and Planar Lamellar Phases in Equilibrium 

With the addition of water to a 5 x M Cu(AOT)2 in isooctane (1 1 < w < 15), a 
birefringent phase appears in equilibrium with the inverted phase and isooctane. By 
increasing the water content to w = 15, the inverted phase progressively disappears. 
From freeze-fracture images the coexistence of a rather well ordered planar lamellar 
phase (Figure 4.16(a)) with poorly ordered spherulites (Figure 4.16(b)) is observed. 

Syntheses show the formation of rodlike metallic copper particles (Figure 4.17(a)). 
The diameter of the rods varies from 10 to 30 nm and the length from 300 to 
1500 nm. High-resolution electron microscopy shown in Figure 4.17(b) indicates a 
high crystallinity with a very low number of defects. The formation of such large 
rods having a high crystallinity indicates that the phase structure governs a slow 
nucleation. 

4.6 Spherulites 

Water is added to 5 x M Cu(AOT)2 in isooctane solution. The overall water 
concentration varies from 1.5 to 2 M (15 < w ~ 2 0 ) .  Immediately after water addi- 
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Figure 4.16. Free7e-fracture electron 
micrographs of w = 14 samples (a, b) 
Note the presence 111 both samples of 
planar lamellar phases and spherulites 
The bars represents 500 nm. 

Figure 4.17. (a) Electron micrographs of copper rods prepared 
in lamellar phases La. (b) High-resolution electron microscopy 
of a rod particle. 

tion, a phase transition occurs. The lower phase contains Cu(AOT)l, water, and 
isooctane, whereas the upper part is pure isooctane. The lower phase is birefringent 
and its conductivity remains unchanged with the various amounts of water added 
(12.8 pS). SAXS measurements reveal one Bragg peak with no second-order peaks 
and a strong increase in the scatter at low angles. The characteristic distance? d, is 
deduced. It increases linearly with increasing water concentration. This is explained 
in the following way. The equilibrium with almost pure isooctane forces the iso- 
octane lamellae to be maximally swelled. Addition of water causes swelling of the 
aqueous lamellae and increases the characteristic distance, d. However, d is smaller 
than the value expected from the measured isooctane content. This may be due to 
onionlike lamellar structures containing the excess isooctane in between the spher- 
ulites and in their centers. This is confirmed by the freeze-fracture replicas, which 
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Figure 4.18. Freeze-fracture electron micro- 
graphs of 1%' = 13 (a) and M: = 22 (b) samples. 
The bar represents 1000 nm. 

and histograms of the diameter of the spheres 
(b) and the ratio of the length to the width of \phclc\ ( ~ l i l l d l l ~ ' l l  

the cylinders (c). I l l ' l I l lCICI  ( I l l l l i  '1\1'11 1 ' 1 1 1 0  

show almost exclusively the presence of spherulites (Figure 4.18). These are formed 
without any external forces, in contrast to those usually observed after shearing of 
lamellar phases 177, 78). The size of the spherulites varies greatly (from 100 to 
8000 nm). 

Syntheses show the formation of particles having a higher polydispersity in size 
and shape (Figure 4.19) compared to what is observed in the other parts of the 
phase diagram. Figure 4.19 shows the formation of triangles, squares, cylinders, 
and spheres. However, in some regions of the carbon grid, self-assemblies made of 
spherical particles are observed (insert in Figure 4.19(a), 24% of particles are char- 
acterized by a spheroidal shape). Because of the strong change in the particle shape, 
it is difficult to produce histograms. The size distribution has been measured in the 
following way: triangular and tetrahedrical particles have been assimilated to 
spheres. When the difference in length and width of particles was greater than 3 nm, 
it was assumed that the particles were cylinders. 
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4.7 Self-organization of Nanoparticles in 2D and 3D 
Superla ttices 

Several factors act simultaneously to produce a self-assembly made of nanoparticles 
and organized 2D and 3D superlattices. The low polydispersity in particle size and 
the interactions between particles are strong enough to induce such organization. 

Metallic silver, (Ag),, and silver sulfide, ( AgZS),, nanoparticles organize them- 
selves in a very large network. In both cases, the syntheses are performed in mixed 
reverse micelles made of Ag(A0T) and Na(A0T). In both cases, control of particle 
size is obtained. However, some differences appear: with (Ag), particles the average 
diameter varies from 2 to 6 nm [79]. With (Ag2S),, it varies from 2 to 10 nm [SO]. To 
stabilize the particles and to prevent their growth, 1 pl ml- ' of pure dodecanethiol is 
added to the reverse micellar system containing the particles. This induces a se- 
lective reaction at the interface, with covalent attachment, between thio derivatives 
and silver atoms [81, 821. The micellar solution is evaporated at 60 "C and a solid 
mixture made of dodecanethiol coated nanoparticles and surfactant is obtained. To 
remove the AOT and excess dodecanethiol surfactant, a large amount of ethanol is 
added. The particles remaining are dried and dispersed in heptane. Surprisingly. the 
behavior differs for (Ag*S), and (As), nanoparticles. With (Ag2S),, only it small 
fraction of the particles are dispersed in heptane and size selection takes place. The 
polydispersity drops from 30% to 14%. With (Ag), slight size selection occurs and the 
polydispersity varies from 43% to 37%. 

In both cases, when the particles are dispersed either in reverse micellar solution 
or in heptane, the solutions are optically clear. This permits one to follow the col- 
loidal particles by spectroscopy. As predicted by simulation, the absorption spec- 
trum of (Ag), nanoparticles varies with particle size: the plasmon peak decreases 
with a decrease in particle size [79]. The attachment of dodecanthiol on the silver 
particles can be monitored by UV-visible spectroscopy: Figure 4.20 (dotted line) 
shows a drastic decrease in the extinction coefficient of the plasmon band after 
dodecanthiol addition, whereas below 300 nm, no change in UV absorption is 

Figure 4.20. UV-visible absorption spectra 
of silver colloidal solution after synthesis in 
reverse micelles (-) and after the addition 

-\ 
Oa4 0 * 

450 550 650 of dodecanthiol to the micellar solution 250 350 

Wavelength (nm) (---). 
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Figure 4.21. T.E.M patterns and absorption spec 
of coated (Ag2S), particles differing in their size. 

:tra 
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observed. This strong decreases in the intensity and the red shift of the maximum 
observed in the absorption spectrum for coated particles are due to a change in the 
free electron density. This induces changes in the surface plasmon band of silver 
particles 1831 and leads to a variation of the width and maximum of the plasmon 
band absorption [83, 841. Similar behavior has been observed by NaSH addition 
to silver colloids in aqueous solution [SS]. Contrary to what is observed for other 
nanoparticles, the absorption spectrum of (AgzS), particles is not structured and a 
long tail is observed. However, a blue shift compared to the optical band edge of 
bulk silver sulfide, which is well known to be at 1240 nm (1 eV), is obtained. Sur- 
prisingly, this does not change with the size of the particles (in the range 2-10 nm) 
(Figure 4.21). For nanocrystals with direct gap absorption, a sharp absorption onset 
with multiple discrete features consistent with quantum confinement is observed 
[86]. For indirect transition in nanocrystals, the electronic absorption shows no 
discrete features in the visible-IR region. However, for particles having an indirect 
transition, such as PbS [87] or CdSe, submitted to high pressure [88] a blue shift 
compared to the bulk phase with a decrease in particle size is observed. In the case 
of silver sulfide, a direct and an indirect transition take place. So, whatever the 
transition is, we would expect a large change in the energy band gap with a change 
in particle size. Because of the similarity of the Ag2S absorption spectra of particles 
observed before and after extraction from reverse micelles, this phenomenon cannot 
be attributed either to polydispersity in size or to an enhancement of the excitonic 
absorption by change in the particle surface, as described by Wang [89]. In fact, the 
polydispersity in size decreases from 30% to 14% after extraction from micelles. 
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Because of the fact that size selection takes place during the extraction of (Ag*S), 
particles from the micelles, self-assemblies in 2D and 3D dimensions are obtained. 
On the other hand, for (Ag), particles a size-selected precipitation has to be per- 
formed. In the following section the two self-organizations are presented. 

4.7.1 Silver Sulfide, (AgZS),, Self-assemblies 

By using a dilute solution of (Ag2S), nanocrystallites (particle volume fraction, 4, 
equal to 0.01%), monolayers of particles are formed. The particles are organized 
in a hexagonal network. However, the area covered by the monolayer of (Ag*S), 
nanocrystallites differs strongly with the preparation. When particles are deposited 
on the support, drop by drop while one waits for solvent evaporation before adding 
another droplet, monolayers are formed on a very small area [33]. The particles are 
arranged in a hexagonal network with an average interparticle distance equal to 
2 nm. However, the micrographs are not totally covered by particles and large 
domains on the TEM grid are free of particles (Figure 4.22(a)). Instead of adding 
drop after drop of the solution, several drops are added immediately and then the 
solvent is evaporated. Large domains of monolayer are obtained (Figure 4.22(b)). 
The surface of the TEM grid, which is not covered by particles, decreases greatly. 
The monolayer domain is very large and it forms long monolayer ribbons 1901. The 

Figure 4.22. T.E.M. micrograph of a 
monolayer of 5.8 nm Ag2S particles obtained 
by deposit: (a) a drop of the colloidal solution, 
the solvent is dried, and the procedure is 
repeated; (b) several drops of the solution, and 
then the solvent is removed. 
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Figure 4.23. Islands on a large range 
made of 4 nm AgzS nanocrystallites: 
(a) TEM experiment, image scale 
5 mm x 3.7 mm, insert: (a!) magnifi- 
cation of monolayers in coexistence 
with an island, (a>) high magnifi- 
cation of a monolayer; (b) TMAFM 
experiment, image scale 10 mm x 7 
mm, z range: 100 mm from black to 
white. 

length and width of the ribbons depend on the particle size. Whatever the size of 
particles, the ribbons are always very long. Direct observations using the TEM 
allowed an estimate to be made of the length of the ribbons: about 100 m. This fea- 
ture cannot be reproduced on a micrograph since the size of the particles is too small 
compared to the length of the ribbons. On the other hand, the width of monolayer 
ribbons varies from 0.3 to 1 m when the particle size increases from 3 to 5.8 nm. 

At high particle concentration (about lop3 M), the solution remains optically 
clear. Supports used for TEM and TMAFM (tapping model atomic force micro- 
scopy) experiments are immersed in the solution for two hours and then dried at 
room temperature. TEM images reveal the formation of large aggregates (Figure 
4.23(a)) over large areas [91]. Figure 4.23(b) shows that a similar pattern over a 
large area is obtained by TMAFM experiments as observed by TEM (Figure 
4.23(a)). The size and the average distribution of the islands are similar. A cross sec- 
tion of one of these islands has been performed. Figure 4.24 shows the formation of 
a large aggregate with the form of a truncated pyramid. The height of the aggregate 
presented on Figure 4.24 is 116 nm and it is 1 m long. If we take into account the 
average diameter of the particles (4 nm) and the average distance between particles 
(1.77 nm), then there is an average of 20 layers. 
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Figure 4.24. T.M. A. F.M . experi- 
ment: cross section of an island made 
of 4nm (AgZS), nanocrystallites. 

Magnification of one of these islands (Figure 4.25) shows that they are made of 
nanosized particles. Higher resolution of the island shows that the particles are 
highly oriented in a fourfold symmetry, attributed to the orientation of the particles 
in the (001) plane of a face-centered cubic (f.c.c.) structure, is observed. By tilting 
the sample, other orientations could be found, such as the (110) plane of face- 
centered cubic packing of nanocrystallites. This behavior is observed for various 
particle sizes. Hence, it is possible to make crystals of (AgZS), particles that differ in 
size. 

4.7.2 Self-assemblies Made with Silver Metallic Nanoparticles 

In the case of (Ag), particles, most of the coated particles with dodecanethiol are 
redispersed in heptane. The polydispersity in size is rather large (Figure 4.26(a, b)). 
To reduce the polydispersity, size-selected precipitation, SSP, is used. This method 
is based on the mixture of two miscible solvents that differ in their ability to dissolve 
the surfactant alkyl chains. The silver-coated particles are highly soluble in hexane 
and poorly in pyridine. Thus, a progressive addition of pyridine to hexane solution 
containing the silver-coated particles is performed. At a given volume of pyridine 
(which corresponds to roughly 50%), the solution becomes cloudy and a precipitate 
appears. This corresponds to the agglomeration of the largest particles as a result of 
their greater Van der Waals interactions [92-941. The solution is centrifugated and 
an agglomerated fraction rich in large particles is collected, leaving the smallest 
particles in the supernatant. The agglomeration of the largest particles is reversible 
and the precipitate, redispersed in hexane, forms a homogeneous clear solution. An 
increase in the average diameter and a decrease in the polydispersity compared to 
what it was observed before the size selection is observed. This procedure is also 
performed with the supernatant, which contains the smallest particles. It is repeated 



4.7 Self-organizution of Nunciparticles in 2 0  und 3 0  Superfatrices 95 

Figure 4.25. TEM and magnification of an 
island of AgzS in an { 001 } plane of a close- 
packed structure made of nanoparticles 
having an average size equal to 3 nm (a, b), 
4 nm (c, d), and 6 nm (e, f ) .  

several times and a strong decrease in the average particle size and its distribution 
is observed. When the polydispersity in size is small enough, self-organization is 
observed. The silver nanosized particles form a hexagonal network with an average 
distance between particles equal to 2 nm (Figure 4.26(c)). To build a 3D self- 
organization, we keep the particles obtained after one SSP. Particles having an 
average diameter equal to 4.1 nm are dispersed in hexane. By leaving a drop of 
the solution on a TEM carbon grid, an imperfect organization (Figure 4.27(a)) is 
obtained. By leaving the carbon grid in the solution for 3 hours, the TEM pattern 
becomes completely covered by a monolayer made of particles (Figure 4.27(b)). 
These are organized in a hexagonal close-packed network. In some region of the 
TEM pattern, a difference in the contrast can be observed. This can be attributed to 
the start of 3D self-organization. The increase of the immersion time until complete 
evaporation of the solvent leads to the formation of large aggregates. Figure 4.28(a) 
shows a rather high orientation of these aggregates around a large hole or ring. The 
average distance between the oriented aggregates varies from 20 to 60 nm. The 
magnification of the aggregates indicates that they are formed by (Ag), nano- 
particles. The average size of these aggregates ranges from 0.03 to 0.55 pm2. High 
magnification of one of these aggregates shows that the particles are arranged in 
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Figure 4.26. TEM micrograph and histo- 
grams of the size of silver particles: in a re- 
verse micelle (a),  after extraction (b), and at  
the end of the size-selected precipitation 
process (see text) (c). 

Figure 4.27. TEM micrographs of monolayers 
obtained by depositing a droplet of silver col- 
loidal solution on a grid (a) or by immersing a 
TEM grid into the solution for 3 hours (b). 
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Figure 4.28. TEM micrograph of the grid at  high 
magnification showing the different orientation of 
the silver particles: (a) general view, (b) magnifi- 
cation of one of these aggregates, and (C) magnifi- 
cation of the indicated region. 

two different symmetries. Figure 4.28(b) shows the formation of a polycrystal. 
Magnification of Figure 4.28(b) (Figure 4.28(c)) shows either a hexagonal or a cubic 
arrangement of nanoparticles. 

The transition from one structure to another is abrupt and there is a strong 
analogy with “atomic” polycrystals with a small grain known as nanocrystals. Each 
domain or grain has a different orientation. This clearly shows that the stacking of 
nanoparticles is periodic and not random. The “pseudo hexagonal” structure cor- 
responds to the stacking of a { 110) plane of the f.c.c. structure. On the same pattern 
there is observed (Figure 4.28(c)) a four fold symmetry, which is again characteristic 
of the stacking of (001) planes of the cubic structure. This cannot be found in the 
hexagonal structure. As matter of fact, no direction in a perfect hexagonal compact 
structure for which the projected positions of the particles can take this config- 
uration. This is confirmed by TEM experiments performed at various tilt angles. It 
is always possible to find an orientation for which the stacking appears to be peri- 
odic. Hence, by tilting a sample having a pseudo hexagonal structure, a four fold 
symmetry is obtained. From this information, it is concluded that the large aggre- 
gates of silver particles are formed by the stacking of monolayers in a face-centered 
cubic arrangement. 
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4.8 Conclusions 

The data presented in this paper show that control of the particle size is obtained by 
using reverse micelles as nanoreactors. By coating the particles, and after extrac- 
tion, size selection takes place, inducing a 2D and 3D superlattice organized in a 
hexagonal and face-centered cubic structure respectively. This long-range organi- 
zation of nanoparticles could open up a very large area of research. We can expect 
to obtain changes in the optical properties of nanoparticles when they are arranged 
in a network. When the particles are metallic, we can expect changes in the plasmon 
peak in position and shape. 

In the case of semiconductors, the band gap could differ. The major goal would 
be to see if the nanoparticles have magnetic properties: long-range collective effects 
could occur. 

If the syntheses are performed in other colloidal assemblies, the shape and the 
size of the particles differ markedly. Cylindrical nanoparticles mixed with spherical 
particles are obtained, whereas various structures can be formed when the colloidal 
assemblies are spherulites. One of the challenges is to manipulate the surface to be 
able to select the particles by shape. Another is the study of the optical properties of 
metallic cylinders differing in size. If these data are generalized to other materials, 
these systems could be very powerful for applications. If the particles have magnetic 
properties, these data would favor a better understanding of magnetism not only for 
basic physics but also for information storage, color imaging, and bioprocessing, 
where ferromagnets are of great technological importance. 
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Chapter 5 

Synthesis of Silicon Nanoclusters 

R. A. Sley and S. M. Kauzlarich 

5.1 Introduction 

Semiconductor nanoclusters have received much attention in recent years because 
of their potential for use in the fabrication of optoelectronic devices [l-41. Flat 
panel displays, optoelectronic sensors, solid state lasers, and electronic devices 
having nanoscale electronic circuitry made up of “single-electron transistors” are 
just some of the outcomes envisioned from the work currently going on in semi- 
conductor nanocluster research [5 ] .  Most of this work has focused on the 11-VI and 
111-V binary semiconductors owing to the direct gap band structure these materials 
possess and the optoelectronic properties that result from their direct gap [l,  21. 
Because of their band structure these semiconductors can readily be made to photo- 
luminesce and electroluminesce and are therefore well suited for use in devices re- 
quiring these unique optoelectronic properties. Silicon has only recently been added 
to the list of potential candidates for use in such devices [4, 61. Its addition has 
occurred because of the surprising discovery that nanoparticles of silicon can be 
made to luminesce efficiently in the visible region of the optical spectrum in spite of 
bulk silicon’s indirect band gap. 

5.2 Quantum Confinement 

The unusual electronic and optical properties that make these semiconductor par- 
ticles so useful result from the finite number of quantum states available to valence 
electrons in the clusters [7]. These clusters no longer possess a true conduction band 
consisting of a plethora of energy levels but have specific energy states at explicit 
levels. A major consequence of this is that the semiconductor’s bandgap will in- 
crease by an amount that is inversely related to the size of the cluster. This is 
experimentally observed as a blueshift in absorption onset as the size of the particles 
decreases. The electrons require a greater amount of energy to enter the lowest 
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available energy level because of the fewer available states in the material’s valence 
band. The subsequent emission spectrum also displays a blueshift as the excited 
electrons relax back to their ground state. The shift in the emission spectrum results 
from the same change in available energy states that produces the shift in the 
absorption spectrum. 

This shift to higher energy in the absorption and emission spectrum manifests 
itself as the size of the semiconductor particles becomes comparable to the diameter 
of the Wannier exciton in the bulk semiconductor. At such small sizes, excited 
electrons and their coincident holes are confined in all three dimensions to form 
what is commonly referred to as a “quantum dot”. The word “quantum” is applied 
here to emphasize that the particles’ unusual optical and electronic properties result 
from confinement of excited electrons to the finite number of quantum energy states 
available. The word “dot” refers to the fact that the confinement is in three dimen- 
sions as opposed to a quantum wire, which is confined in two dimensions, or a 
quantum well, which is confined along one dimension. Why these discrete states 
should exist rather than the continuum of states in a band can best be understood 
by following what happens to the electronic structure of a semiconductor cluster as 
its size increases from just a few atoms to a few thousand or more atoms, a size that 
generally no longer exhibits quantum size effects. 

A small semiconductor cluster made up of only several atoms will have only a 
few energy levels (antibonding molecular orbitals) available to any excited clcc- 
trons. This situation is similar to what is found in molecules. Consequently, the 
clusters’ optical and electronic properties will be very similar to those of a molecule. 
As the number of atoms in the cluster increases, more quantum states are added. 
This is illustrated in Figure 5.1 by a widening of both the band representing the 

Conduction Band 

Fcrmi 
7 level 

Bonding 
0 

Valence Band 

Figure 5.1. This figure shows the gradual changes that take place in the bonding and antibonding 
orbitals as atoms are added to a several atom semiconductor cluster. When enough atoms have 
been added to the cluster, a band structure is formed that has a continuum of possible states rather 
than the discrete states found in molecules. 
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occupied bonding molecular orbitals of the valence band and the unoccupied anti- 
bonding molecular orbitals of the conduction band. 

The result is an increase in the total number of possible energy levels for excited 
electrons to occupy in the cluster, in addition to an overall decrease in the energy 
difference between the HOMO and LUMO (in molecular terminology) or between 
the Fermi level and conduction band (in solid state terminology). The quantum 
mechanical description of this phenomenon is that the electrons (quantum me- 
chanical waves) confined in these small regions will only have allowed energies that 
correspond to the standing wave patterns available to them in the different sized 
clusters. This process of increasing available states while decreasing the energy dif- 
ference between the HOMO and LUMO continues as more atoms are added to the 
cluster until there is essentially a continuum of available energy levels for excited 
electrons and the energy difference between the HOMO and LUMO is equivalent to 
the bandgap of the bulk semiconductor. 

At this point the electronic and optical properties of the cluster are essentially the 
same as that of the bulk material. Adding more atoms only increases the size of 
the cluster and no longer effects the cluster’s optoelectronic properties. Within the 
quantum confinement regime materials having properties in between those of the 
molecular and bulk material can be made. This allows for the design of specific 
electrical and optical properties in the semiconductors and provides enormous ver- 
satility with regard to their potential applications. 

5.3 Development of Semiconductor Nanoclusters 

To date, most of the work investigating semiconductor nanoclusters has centered 
around direct gap II-VI and III-V materials [2, 8, 91. This is because of the greater 
ease in their synthesis and because of the advantages of utilizing a material that 
inherently possesses the necessary optoelectronic properties that give these clusters 
their usefulness: that is, because of their direct bandgap, these semiconductors will 
photoluminesce efficiently. The most thoroughly developed chemical syntheses for 
the nanoclusters are those of the II-VI binary semiconductors [2, 81. These com- 
pounds have small solubility products and are therefore well suited for solution 
synthesis. In addition, it is relatively easy to obtain crystalline particles having a 
single structure type [lo]. By varying the concentration and/or temperature, the 
size of the crystallites can be manipulated to a fair degree. Improvement over size 
control can be achieved through the use of several reaction media such as zeolites, 
porous glass, gels, and micelle media. The greatest success has been achieved with 
CdSe [I 11. Nanoparticles of CdSe were originally produced in a pure stable form by 
growing the clusters in inverse micelles followed by passivation of the reactive sur- 
faces of the clusters using organic constituents. More recently, a greatly improved 
method has been developed [8]. 

In addition to the II-VI semiconductors, progress has also been made in the 
synthesis of III-V quantum dots, although not to so great an extent 112, 131. Al- 
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though the chemical synthesis of IILVI quantum dots is the most highly advanced, 
to date, it has actually been the IIILV semiconductors such as gallium arsenide that 
have been the most successfully exploited for use. However, one of the most prom- 
ising potential applications for semiconductor optoelectronics would be to provide 
a direct link between electronic data processing and optical telecommunications. 
This means that high-performance optoelectronics needs to be successfully inte- 
grated with silicon electronics, a task proving difficult for the IIILV semiconductors. 
Placing silicon nanoparticles on silicon integrated circuits would prove much easier 
than is the case for other semiconductors, since it is the lack of a common lattice 
that has been responsible for the difficulty in integrating silicon with the 111-V 
semiconductors. Indirect bandgap semiconductors, such as silicon and germanium, 
however, have remained relatively uninvestigated as materials for optical applica- 
tions until recently [4, 61. A notable exception to this has been silver halides, which 
have been extensively used in the photography industry [14, 151. 

5.3.1 Development of Silicon Nanoclusters 

The suggestion that the luminescence seen in porous silicon was the result of quan- 
tum confinement [16] provided the impetus for synthesizing Si nanoclusters. The 
paper in which this was reported captured the imagination of scientists and initiated 
a new wave of research directed at exploring the optoelectronic properties of in- 
direct bandgap semiconductor nanoclusters, particularly those of silicon [4, 61. The 
realization that silicon nanoclusters could not only luminesce efficiently but could 
do so in the red region of the visible spectrum, rather than the near IR, where bulk 
silicon’s bandgap lies, provided incentive for research aimed at synthesizing silicon 
quantum dots. Nanometer-sized silicon particles also are found to luminesce in the 
blue region of the visible spectrum when illuminated with ultraviolet light or when 
an electric current is passed through them, providing even greater incentive for an 
efficient chemical synthesis. The red luminescence has generally been attributed to 
quantum confinement, but the origin of the blue luminescence remains in dispute. 
The blue luminescence is of particular interest because this wavelength is not often 
seen in other semiconductor photoluminescence systems and could provide a new 
medium for display devices and indicator lights. 

How nanosized particles of silicon luminesce despite silicon’s indirect bandgap is 
not yet fully understood, but it is generally agreed that quantum confinement is 
involved. This is the most convincing explanation for the blueshifts observed in the 
absorption and emission spectra in these materials [4]. The fact that silicon has been 
well studied and is widely available should help make the integration of any new 
technologies based on silicon with those of the already-existing technologies that 
much easier. 

5.3.2 Crystalline Structure of Silicon 

The most common crystal lattice of silicon is the diamond structure, where all of the 
silicon atoms are tetrahedrally coordinated with other silicon atoms in a continuous 
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Figure 5.2. The diamond structure is made from a single element forming a face-centered cubic 
(fcc) lattice that has half of its tet rahedral holes filled by additional atoms of that same element. 
The distribution of the filled tetrahedral holes follows the pattern of that of the zincblende structure 
type, where every other hole for both types of tetrahedral site is occupied. In this figure, the shaded 
atoms represent the silicon atoms that occupy the tetrahedral sites. The unshaded atoms are the 
silicon atoms forming the fcc lattice. 

three-dimensional array. This structure can best be viewed as a face-centered cubic 
lattice of silicon atoms that has half of its tetrahedral holes occupied by additional 
silicon atoms, as shown in Figure 5.2. 

Another way of describing this structure is that it consists of a three-dimensional 
continuous array of puckered six-member rings of silicon, similar in form to the 
chair conformation of cyclohexane, which is illustrated in Figure 5.3. Other inter- 
esting forms of this element include several high-pressure phases [17] and amor- 
phous silicon, which has the best photovoltaic properties suitable for the conversion 
of sunlight into electricity found to date. 

5.3.3 Band Structure of Silicon 

The bandgap of silicon at 25 “C is 1.12 eV and so resides in the infrared region of 
the spectrum. The band structure of this semiconductor is such that the lowest 
energy level available to an electron going from the valence band to the conduction 
band or vice versa has a so-called “forbidden transition” associated with it where 
the electron must undergo a change in its momentum for the transition to occur. 
This is referred to as an indirect gap semiconductor and ordinarily requires phonon 
assistance to make these lower-energy transitions that require a change in momen- 
tum. Figure 5.4 shows the energies of the conduction and valence bands for both a 
direct gap (GaAs) and indirect gap (Si) semiconductor plotted against the wave- 
vector, k .  
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Direct Band Gap 
Semiconductors: 

111-V (GaAs, InP, etc) 
11-VI (CdS, CdSe, etc) 

Indirect Band Gap 
Semiconductors: 

IV (Si,Ge) 
I-VII (AgBr) 

Figure 5.3. The six shaded silicon atoms 
illustrate that the structure formed by 
these atoms follows a motif that is 
similar in configuration to that of the 
chair conformation of cyclohexane. 
This motif is attached to other similarly 
formed motifs directed along different 
axis so as to form a continuos three- 
dimensional array of six-membered rings. 

k k 

Si GaAs 

Figure 5.4. The band structure of the semiconductors, Si and GaAs. The indirect gap of Si requires 
a change in momentum for an electron going from one band into the other. The direct gap of GaAs 
requires no change in momentum for the transition to occur. 

This plot shows how the energy associated with an electron in these materials will 
vary with its momentum as it travels through the solid. It shows that in the direct 
gap semiconductor the lowest energy level in the conduction band is directly over 
the highest energy level in the valence band and so is associated with the same value 
of momentum. Therefore, no change in momentum occurs when an electron is 
excited to the valence band or when it relaxes back down to the conduction band. 
In the indirect gap semiconductor the lowest valence level is at a different wave- 
vector value. As such it generally requires the assistance of a phonon before the 
electron can become excited or before the electron relaxes back down to the valence 
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band. This results in the electron giving up its energy in the form of heat rather than 
through the emission of a photon upon relaxation. The reason that nanosized par- 
ticles of silicon are able to overcome this restriction has been attributed to kinetic 
factors [ 181. An early hypothesis suggested that the silicon nanoparticles developed 
a quasi-direct bandgap between the valence and conduction bands that accom- 
panied the development of quantum size effects [7]. However, this is more likely in 
the nanocluster, where silicon retains its indirect bandgap but the rate of non- 
radiative relaxation decreases to such an extent that the radiative relaxation of the 
clusters becomes a competing mechanism for relaxation [19]. In bulk diamond- 
structured silicon, electron-hole recombination is governed by nonradiative three- 
body Auger processes in addition to their recombination via defects and impurities, 
which are also nonradiative. Both of these processes are reduced to a significant 
degree in quantum dots because the electron-hole pairs are confined within the 
nanoparticle's structure and so are not free to move about. For some applications, 
especially those involving optoelectronics, this may present difficulties if relaxation 
times are of importance. This is indeed the case with regard to using silicon nano- 
particles for the switching of electronic signals, such as those used in data process- 
ing, into optical signals, like those used in telecommunications, and vice versa. 
Silicon nanoparticles would seem to be the ideal material for this type of device if 
it were not for the fact that the rate of conversion between an optical and an elec- 
tronic signal in these particles is currently too slow to make this a viable process. 
This could change, however, as our understanding of these systems increases. Even 
if these indirect bandgap semiconductors never prove viable as an efficient means to 
interconvert electronic and optical signals, the reasons previously given (their use in 
display panels, optical sensors, and solid state lasers and for the fabrication of 
electronic circuits having single-electron transistors) are more than adequate to 
justify searching for an efficient means to produce these particles. 

5.4 Synthetic Methods of Silicon Nanocluster Production 

5.4.1 Decomposition of Silanes 

The methods that have been used to synthesize silicon nanoclusters that can be 
made into a colloidal solution are primarily of four different types. The most 
successful method has used the gas phase decomposition of silanes [20-221. In thls 
method, a series of higher silanes, disilanes, and silylene polymeric species are formed 
at high temperatures (850-1050 "C) in an enclosed vessel. The many rate constants 
that are known for this system allow it to be modeled. However, the mechanisms 
responsible for producing diamond-structured silicon are not yet understood. Most 
single crystals are octahedral, displaying bulk silicon's lowest energy (1 11) facets on 
the octahedron's surfaces. This suggests that thermodynamic equilibrium is achieved 
during formation of the particles. It  is also thought that hydrogen termination may 
occur on the lattice surfaces as the crystals cool. It is conceivable that nucleation, 
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growth, annealing, and possibly hydrogen surface termination are all part of the 
mechanism taking place in this synthesis. There is little size control during the 
synthesis step of this high-temperature process other than what can be achieved by 
changes in the initial reactant concentrations and the length of time over which ag- 
glomeration is allowed to take place. This results in a comparatively wide size dis- 
tribution, which can be greatly narrowed through use of size-selective precipitation. 

5.4.2 Silicon Nanoparticles from Porous Silicon 

A second method used to synthesize silicon nanoparticles involves the ultrasonic 
dispersion of porous silicon in different solvents 123-261. The porous silicon is first 
produced by anodic electrochemical etching of silicon wafers in  an HF solution. 
This produces a highly porous layer on the side of the wafer in contact with the 
HF  solution. This porous layer is made up of columns of silicon left after the HF 
etching of the silicon wafer during anodization. Tiny crystallites, having hydrogen- 
terminated surfaces, are attached to small branches coming off of the silicon pillars. 
It is generally agreed that these particles are responsible for the red photo- or elec- 
troluminescence observed for porous silicon. Changing the composition of the 
anodization solution, the H F  concentration, the current density used during anod- 
ization, and the length of time of anodization can all be used to some degree to 
change the morphology and size of the crystallites. However, a wide range still re- 
sults regardless of the set of parameters used. The method we have used to collect 
these crystallites involves mechanically removing the porous silicon layers from the 
silicon wafer substrate followed by placing the material in a Schlenk flask with an 
appropriate solvent. This is then placed in an ultrasonic bath for up to seven days. 
The result is a colloid having particles that average between 1 and 10 nm in size 
in addition to agglomerates which can be as large as 50 nm. This is a relatively in- 
expensive method for producing silicon nanoparticles that luminesce, but the effort 
necessary to control size distribution and for quantitative characterization is pro- 
hibitive for large-scale syntheses. 

5.4.3 Solution Synthesis of Silicon Nanoparticles 

To date, there are two solution phase syntheses that have been reported for silicon 
nanocluster production. One is based on the reduction of Sic14 and RSiC13 by so- 
dium metal in nonpolar organic solvents [27]. The synthesis is carried out in a bomb 
at relatively high temperatures (385  "C) and pressures ( x  100 atm) with rapid stir- 
ring for 3 to 7 days. Upon cooling, the product is filtered and washed with hexane, 
methanol, ether, and water to remove Na, NaCI, and hydrocarbon residue. The 
resulting material is then dried under vacuum. Analysis using transmission electron 
microscopy of the product from the reaction where R =hydrogen in RSiC13 reveals 
a size distribution of 5 to 3000 nm for silicon crystallites, which are mostly hexag- 
onally shaped. Most are single crystals but a few of the smaller crystallites are 
aggregates made up of two or three individual crystallites. The R group in the 
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Figure 5.5. The unit cell of KSi. This has a 
cubic structure made up of four-atom silicon 
tetrahedral anions interspersed between the 
potassium cations. 

RSiC13 species is used to cap the surface of the clusters. This allows for a fair degree 
of control over size distribution in the clusters where R = octyl. The diameter of the 
various crystallites in this reaction only varies from 2 to 9 nm. The yield from this 
reaction is low at less than 10%. 

The other method, which produces silicon nanoclusters at much lower pressures 
and temperatures than that described above, has been recently achieved [28] by use 
of the intermetallic Zintl salt KSi [29, 301 as starting material (see Figure 5.5). 

The success observed for the solution syntheses of group II-VI and III-V nano- 
clusters is in large part due to their precursors’ ability to solubilize. This puts group 
IV semiconductors at somewhat of a disadvantage because they generally exhibit a 
more covalent nature in their chemistry. Zintl compounds have only recently been 
explored as potential precursors in the synthesis of new compounds [31, 321. This is 
surprising, given that Zintl had suggested such a use himself because of the unusual 
bonding, structural configuration, and oxidation states that these compounds pos- 
sessed. Relatively recent work has shown that these compounds are useful for the 
synthesis of novel clusters [33-351 in addition to new materials. KSi consists of 
covalently bonded Si44p anionic clusters that are separated from the other anion 
clusters by four K+ cations that cap the four faces of the tetrahedral Si44p (Figure 
5.6) [29, 301. The anionic cluster is isostructural and isoelectronic with that of white 
phosphorous. 

Each of the group IV atoms in the anionic cluster formally possesses a charge of 
-1, for a total charge of -4 on each cluster. These clusters are suspended in an 
appropriate coordinating solvent and are reacted with the (formally) cationic spe- 
cies of Si4+ from Sic14 to produce the silicon nanoclusters. 

The addition of KSi to dried and degassed glyme or diglyme results in a faint 
greenish color appearing in the liquid, suggesting that there is some degree of sol- 
vation taking place. Most of the KSi remains as solid. Heating and stirring the 
sample results in a deepening of the green color, although even under these con- 
ditions most of the material remains undissolved. Excess Sic14 is added to the 
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Figure 5.6. The silicon tetrahedral cluster of KSi 
showing how the nearest neighbors of potassium 
are situated with respect too the cluster. 

sample and the resulting solution/suspension is refluxed for 48 to 96 hours under 
argon at atmospheric pressure. 

4nKSi + nSiC14 + Si nanoparticles + 4nKC1 (5.1) 

If the solvent and excess Sic14 are removed at this stage and X-ray powder dif- 
fraction is used to probe the resulting dark-gray sample, only KC1 is observed. This 
confirms the expected formation of KCl salt but does not establish what state the 
silicon is in, since it may be amorphous or in the form of crystallites too small to 
diffract X-rays. Microprobe elemental analysis confirms that there are two distinct 
phases in the powder. KCl is observed along with a silicon-oxygen phase having a 
silicon-to-oxygen ratio of 7 to 1. Because of the nature of the microprobe method 
used, slight oxygen exposure is unavoidable. The expected chlorine termination on 
the silicon particles is apparently too reactive with oxygen to survive this exposure. 
If a sample at this stage in the synthesis is washed with water several times to re- 
move the KCl and then examined using a microprobe, only a silicon-oxygen phase 
is observed. Here, the silicon-to-oxygen ratio is close to 2 to 3, almost that of SiO2. 
In this case the sample has been exposed to both water and oxygen for long periods 
and has undergone extensive oxidation. 

In order to stabilize the surface of the silicon particles, after the initial Reaction 
shown in reaction (5.1) has gone to completion, the excess Sic14 and solvent are 
removed and then more dried and degassed solvent and methanol are added. This is 
stirred for 1 to 12 hours. 

-Sic1 + HOCH3 + -SiOCH3 + HCl (5.2) 

This results in a much more stable product that is hydrophobic and is therefore 
easily isolated from the KCI salt. The clusters have also been successfully termi- 
nated using methyl lithium instead of methanol to produce a methyl-terminated 
surface rather than the methoxy termination. From this final product a colloidal 
suspension can be made using hexane as the solvent. Six to eight percent of thc 
product goes into solution, leaving the remainder as a flocculent undissolved solid. 



5.5 Characterization 11 1 

5.5 Characterization 

The largest amount of information on colloidal silicon nanoparticles is for nano- 
particles capped with SiO2 [4, 18, 19, 21, 36, 371. Detailed characterization will be 
presented for the low-temperature-solution method and compared with silicon 
nanoclusters produced by other methods. 

5.5.1 Infrared Spectroscopy 

FTIR spectroscopy, high-resolution transmission electron microscopy (HRTEM), 
along with UV-visible and photoluminescence spectroscopies have been used to 
characterize the resulting product. FTIR data was collected for the different colloid 
samples to determine whether the expected silicon-oxygen bonds and hydrocarbon 
groups were present on the nanoparticles' surfaces. Figure 5.7 shows the IR spec- 
trum of a diglyme sample that had been refluxed for 84 hours and then terminated 
with methanol to produce a methoxy-terminated sample. 

This spectrum is typical of all of the colloid samples having methoxy termination 
and clearly shows the silicon-oxygen peak near 1100 cm-' and the saturated hy- 
drocarbon peak just below 3000 cm-' . 

I 
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Figure 5.7. FTIR spectrum of silicon methoxy-terminated nanoparticles after evaporation of the 
colloid solvent. The two prominent features are the silicon-oxygen bonds, indicated by their char- 
acteristic peak around 1100 cm-', and the carbon-hydrogen bonds of saturated hydrocarbons just 
below 3000 cm-'. 
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Figure 5.8. Bright-field HRTEM micrographs of silicon nanoparticles. Many small ( 1.5-2 nmj 
silicon particles are visible here that have been deposited on an amorphous carbon substrate by 
evaporation of solvent from the colloid suspension. Lattice fringes of 3.1 A that correspond to the 
{ 11 I }  lattice planes of silicon are observable on large particles found with these smaller particles. 
The smaller particles do not have observable lattice fringes but are of the same material as the larger 
particles, as is demonstrated by their diffraction overlap. 

5.5.2 Electron Microscopy 

HRTEM shows the flocculent precipitate to consist mostly of amorphous material. 
This is also true of the colloidal suspension obtained from the reaction done in 
THF. This is not true, however, of the colloidal suspensions obtained from the 
glyme and diglyme reactions. Figure 5.8 shows silicon particles obtained from a 
sample prepared using diglyme as the reaction solvent and having a reflux time of 
48 hours. 

Most particles are between 1.5 and 2.0 nm in diameter and are too small for res- 
olution of their lattice fringes. However, larger agglomerates have also been found 
to form that can be around 30 nm or more in diameter. These agglomerates clcarly 
show lattice fringes that correspond to the { 11 l} planes (= 3.1 A)  in silicon having 
the diamond structure. Lattice fringes are discernible in the larger agglomerate be- 
cause interference from the amorphous carbon substrate on which the particle rests 
does not manifest itself as strongly in the larger particles as it does in the smaller 
particles. The electron beam diffracted off the agglomerate is much more intense yet 
only contends with the same substrate interference as that of the beam diffracted 
from the smaller particles. The selected area electron diffraction pattern of the area 
shown in Figure 5.8 was taken and has rings that correspond to the ( 11 1 } and 
(220) lattice planes of diamond-structure silicon. Rings are seen because the dif- 
fraction originates from a large number of very small particles rather than from a 
single crystal. When electron diffraction patterns are obtained for areas contain- 
ing both the small particles and larger agglomerates, the diffuse ring pattern with 
overlapping intense intermittent spots is obtained. This results from the larger sili- 
con particles producing spots that precisely overlap the ring pattern formed by the 
many smaller silicon particles. 

The time the reaction solution was allowed to reflux was increased in order to 
determine the effect on the crystallites’ morphology. Figure 5.9 shows a micrograph 
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Figure 5.9. Bright-field HRTEM 
micrograph of silicon nanoclusters 
having a reflux time of 84 hours. 
The reaction time has been 
increased from 48 to 84 hours to 
determine what effects this will have 
on the particles’ morphology. Most 
of these particles are between 3 and 
6 nm in diameter. The longer reflux 
time has resulted in an increased 
average diameter of the clusters. 

obtained from a reaction similar to that described previously, but here the reaction 
time was increased from 48 to 84 hours. This micrograph shows particles between 
3 and 6 nm in diameter. 

Most of these single crystallites have begun to agglomerate. In spite of their small 
size, resolution of their lattice fringes is possible for these clusters. The mechanism 
for the formation of these agglomerates is uncertain as yet, but the fact that they 
form is consistent with many nanocluster systems, both nonsemiconductor and 
semiconductor [38, 391. Figure 5.9(b) shows an enlargement of the area outlined in 
Figure 5.9(a). Here the lattice fringes are more obvious than in the smaller particles 
of Figure 5.8. 

5.5.3 Absorption Spectrum 

Figure 5.10 shows the UV-Vis spectrum of a sample from a diglyme reaction that 
had been refluxed for 48 hours. This spectrum is fairly typical in its shape with re- 
gard to the other silicon colloid samples in that individual transition peaks are not 
observed. 
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Figure 5.10. UV-visible spectrum of colloid sample having a reflux reaction time of 48 hours. The 
rather featureless shape of the spectrum is typically found for nanoparticles of silicon. The large 
blueshift in absorption i s  due to the very small size of the largest crystallites. 

Absorption begins around 320 nm and gradually rises until around 220 nm where 
it begins to rise more rapidly. While the shape of this spectrum is consistent with 
other colloid systems of nanosized silicon, the absolute magnitude of the absorption 
is not the same [21]. This is probably because the spectrum reflects most closely the 
characteristics of the largest-sized particles in the colloid. The particles made using 
this method have a very narrow size distribution with the largest of the particles still 
quite small. The fact that the absorption onset is so strongly blueshifted supports 
the HRTEM data regarding particle size. The quantum mechanical explanation of 
this is that the small-sized particles obtained in this synthesis have a wider bandgap 
than particles using other synthetic methods. A greater energy is therefore required 
before excitation will take place. The energy required for absorption onset of silicon 
particles of this size has been calculated and is in good agreement with what is ob- 
served here [40]. 

5.5.4 Photoluminescence Spectroscopy 

These particles, like other silicon nanoclusters, will luminesce when excited through 
absorption of a photon. The luminescence has generally been in two different areas 
of the visible spectrum: a blue peak centered around 400 nm and a red peak cen- 
tered around 650 nm. To date, most silicon nanoclusters have had either hydrogen 
or SiOz on the surfaces of the particles. Different synthetic methods have produced 
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different optical results that, because of the differences in the surface morphologies 
and size distributions of the particles, cannot be compared in any meaningful 
quantitative way. How different terminating species affect the photoluminescence 
properties of the clusters will be a great help in probing surface and quantum con- 
finement effects. 

The red peak observed in the photoluminescence spectra of these clusters is be- 
lieved by most investigators to result from quantum confinement, while the origin of 
the blue peak is much less certain. Many models have been proposed to explain the 
blue peak but no single model has been generally accepted. This is because most of 
the models explain the properties from a particular synthetic method [41]. Most of 
these models propose that oxides of silicon or surface states coming from silicon- 
oxygen interfaces are the recombination centers responsible for the luminescence. 
However, if the recombination of electron-hole pairs results from interband recom- 
bination, it is highly unlikely that the recombination centers reside in SO2 because its 
bandgap of approximately 8 eV is far too energetic to account for the blue photo- 
luminescence of only 3 eV. On the other hand, nonstoichiometric silicon oxides, 
SO,, where x is between 1.4 and 1.6, have bandgaps of the appropriate energy 
differences of around 3-4 eV and so could account for the photoemision observed 
[42, 431. Additionally, defects in Si02 are known to emit in both the blue and red 
regions of the visible spectrum [44]. Hydroxyl groups absorbed on a SiO2 surface 
have also been suggested as possible sites for recombination. 

For both the methoxy- and methyl-terminated clusters produced by this new 
method, the spectra obtained using size-selective photoluminescence spectroscopy 
are consistent with a quantum confinement model for the luminescence. Figure 5.1 1 
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Figure 5.11. The size-selective photoluminescence spectra of the colloid containing methyl- 
terminated silicon clusters. The emission spectra obtained from the higher-energy excitation ex- 
hibits a blueshift relative to the lower-energy excitation. 
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shows the shift in emission spectra of the particles terminated with methyl groups 
and having a size of around 2.5 nm in diameter. 

There is a shift in the emission spectra that coincides with the shift in the excita- 
tion energy because only a specific size of cluster becomes excited with any partic- 
ular excitation wavelength. This shifting is to be expected if quantum confinement 
is responsible for the luminescence. Since both the red and blue signals shift their 
energies, this would seem to indicate that both are originating from quantum con- 
finement. 

A new interpretation of the photoluminescence from silicon nanoclusters is pos- 
sible from the data obtained from experiments done on these clusters and silicon 
nanoclusters produced from porous silicon [42]. The explanation for both the blue 
and red luminescence shifts comes from quantum size effects. The blue lumines- 
cence results from direct interband recombination of the electron-hole pairs. and 
not the red emission, as is generally thought to be the case. This is reasonable, not 
only because the blue luminescence approaches more nearly the energy value where 
absorption takes place, but also because this agrees much better with theoretical 
calculations of where the bandgap should lie in silicon clusters having these sizes 
[40]. This suggests that the red luminescence originates from a trapped electron that 
had been residing at an intermediate energy level between the conduction and va- 
lence bands. If this electron relaxes radiatively, this could explain why the emission 
still exhibits quantum confinement effects even though it does not occur from elec- 
trons going directly from the conduction band to the valence band. 

5.6 Summary 

The development of research aimed at producing silicon nanoclusters has been 
presented. Although several methods for producing colloidal solutions have been 
presented, this chapter has focused on a new synthetic method. This method pro- 
duces particles that lend themselves to the easy manipulation of their surfaces in 
addition to their being of uniform size. The fact that this is a solution route at nor- 
mal atmospheric pressure also makes it an attractive method because of the ease 
with which they are made and because of the much lower costs associated with the 
manufacture of the silicon particles. Characterization of the nanoclusters produced 
by this method have been presented and a discussion of the origin of the photo- 
luminescence provided. 
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Chapter 6 

Two-Dimensional Crystal Growth of Fullerenes 
and Nanoparticles 

D. M. Guldi 

6.1 Introduction 

The feasibility of large-scale production of buckminsterfullerene ( C ~ O )  and its higher 
analogues ((270, c 7 6 ,  C78, Cg4, etc.) stimulated broad and interdisciplinary interest in 
the chemical and physical properties of these pure carbon allotropes [ 1, 21. Besides 
the relative ease of its chromatographic separation [ 3 ]  and the lack of any coexisting 
isomers, the intriguing spherical symmetry of icosahedral C ~ O  makes this, the most 
abundant fullerene, a central topic in the chemistry of fullerenes [4-81. The unique 
symmetrical shape, the large size of the 71 system and characteristic physicochemical 
properties, such as facile reduction and photosensitization, of buckminsterfullerene 
raised the expectation that c 6 0  might play an active role in biological relevant pro- 
cesses [8-131. As a consequence, new materials with a wide range of unique and 
spectacular physicochemical properties have been discovered that prompted the 
exploration of potential applications ranging from drug delivery to advanced nano- 
structured devices [14-161. 

The first part of this chapter will review fullerene-based two- and three-dimensional 
crystals as fabricated by ultrahigh vacuum deposition techniques. The quality and 
morphology of deposited fullerene films and the resulting properties will be sum- 
marized as a function of the substrate and sample preparation. This part will be 
concluded by a selective overview of the formation of Langmuir and Langmuir- 
Blodgett films at the air-water interface and on solid substrates, respectively. The 
second part will focus on the systematic variation of parameters in fullerene deriva- 
tives based on covalent functionalization with hydrophilic addends, which govern 
the unambiguous formation of truly two-dimensional fullerene crystals. Various 
versatile methodologies for the formation of monolayers, such as Langmuir- 
Blodgett films or self-assembly, will be described, with emphasis on their potential 
to construct organic films on the order of the molecular level and their important 
contributions to the field of fullerenes. Finally, in the last part, some potential future 
applications of this technologically interesting material will be discussed. 

Ground state c 6 0  has remarkable electron acceptor properties, capable of ac- 
commodating as many as six electrons, yet displays a surprisingly moderate re- 
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duction potential in dichloromethane of -0.44 V vs. SCE for the formation of C,, 
[ 3 ,  17, 181. Photoexcitation of c60, on the other hand, facilitates the reduction of 
singlet-excited and triplet-excited 3C60, which have redox potentials of 1.3 V 
and 1.14 V vs. SCE, respectively 1191. Hence, c6" can be expected to be a potential 
and powerful electron acceptor moiety in artificial photosynthesis. 

In the crystalline form, c 6 0  molecules occupy the sites of a face-centered cubic 
(fcc) lattice with a large rotation disorder at these lattice sites. The molecular orbi- 
tals h, and t ~ ,  broaden into respectively the valence and conduction bands of the 
solid, with a bandgap of about 2 eV [20]. The optical and electronic properties of 
solid c 6 0  film and of crystals [21-611, which are insulators, have been studied with 
increasing interest, particularly since the discovery of superconductivity [ 15, 62, 631 
upon doping them with alkali metals or other materials. c 6 0  has become a potential 
building block for new materials that may possess reproducible electronic switching 
and memory properties. 

Well-ordered three-dimensional monolayered films are of great interest because of 
the valuable insights they provide regarding molecule interactions and their potential 
application to important technologies related to coatings and surface modifica- 
tions. The optical properties of c 6 0  films are profoundly controlled by the deposi- 
tion conditions and by impurities or disordered structures. Thus, an absolutely 
essential requirement for the exploration of these properties is the incorporation of 
fullerenes in well-defined two-dimensional arrays and three-dimensional networks. 
Despite extensive efforts to form stable and well-ordered monolayered fullerene 
films, the strong 71-71 interactions and the resulting tendency to form aggregates 
precludes the formation of stable monolayers and Langmuir-Blodgett films at the 
air-water interface. Currently available data suggest three promising approaches: 
(i) amphiphilic functionalization of pristine c 6 0  via covalent attachment of hydro- 
philic groups, (ii) reduction of the hydrophobic surface via controlled multiple 
functionalization, or (iii) self-assembly via electrostatic attractions of oppositely 
charged species. 

6.2 Pristine Fullerenes 

6.2.1 Films of Pristine Fullerenes, C ~ O  and C ~ O  

Ultrahigh vacuum deposition techniques, traditionally developed for the fabrication 
of silicon and semiconductor thin films, have been applied to make high-quality 
molecular thin films. The structure and quality of fullerene-based films have been 
determined by transmission electron microscopy (TEM), reflection high-energy 
electron diffractometry (RHEED), X-ray diffraction, infrared and ultraviolet-visible 
spectroscopy, Raman spectroscopy, and atomic force microscopy (AFM) [2 1-60]. 

The quality of molecular thin films depends strongly on the interaction between 
the molecules and between the substrates employed for their growth. Since full- 
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erenes display much stronger molecular interactions and higher stability than con- 
ventional organic molecules, their utilization for molecular thin films, by means of 
organic molecular beam epitaxy, has been vigorously investigated. The character 
and strength of the interaction between C60 and the substrate essentially determines 
the morphology of the film growth [54, 641. In the case of strong interactions, which 
have been regarded as chemisorption, the mobility of the absorbed molecule is 
limited, and successive deposition leads to polycrystalline grains of small diameter 
[58,  651. In contrast, for substrates, such as (001) KBr, [49, 661 {OOOl} MoS2, [67] 
{OOOI) GaSe, 1671 { 11 1) CaF, 168) { 11 1 )  Si, [36,68] GeS, { 11 1)  GaAs, (35,681 Sb, 
1691 freshly cleaved mica, [26, 27, 33, 391, and layered materials, [64] sufficiently 
strong Van der Waals interaction between the fullerene molecules subdues the 
interaction between the substrate and individual c 6 0  molecules. This leads, in turn, 
to a highly effective surface mobility of the physisorbed fullerene molecules and to a 
crystalline film growth characterized by fairly large grains. Predominantly a face- 
centered cubic (fcc) structure with a series of closed-packed planes { 11 1) oriented 
with respect to the substrate plane, or a hexagonal close-packed (hcp) structure, 
with {OOOl) close-packed planes, is found. Charge transfer into the lowest un- 
occupied molecular orbital band (LUMO) of C60 leads to a strong interaction with 
the substrate and reduces the effective surface mobility, as has been observed for Cu 
{ 11 l ) ,  Au { 1 lo}, and a variety of metals including Ag, Mg, Cr, and Bi [22, 23, 30, 
38, 54, 55, 65, 701. This has been demonstrated by luminescence studies of C60 ad- 
sorbed onto a { 11 1) Ag surface. 

Consequently, deposition of the first monolayer is a crucial factor, determining 
the growth of the subsequent layers and consequently the crystallinity of films con- 
sisting of many monolayers. This has been impressively documented by strikingly 
different crystallinity of C60 films on hydrophobic (passivated) and hydrophilic 
(nonpassivated) Si. For example, films on a passivated substrate were crystalline 
with an fcc structure and a noticeable { 11 1 )  texture, while films grown under sim- 
ilar conditions on a nonpassivated Si substrate were amorphous. The amorphous 
character has been ascribed to the fullerene’s interaction with the hydrophilic sub- 
strate [54]. 

It should be noted that fabrication of fullerene films on gold surfaces gives the 
opportunity for recording real-time surface-enhanced Raman (SER) spectra. Vibra- 
tional spectra of the fullerene’s 7c radical anion indicate significant perturbations in 
the bonding and symmetry characteristics of C ~ O  [71]. 

For electrochemical studies, thin films of fullerenes were initially formed by the 
drop-coating methodology, which is based on evaporation on an electrode surface 
of a known volume of the fullerene solution [61, 71-76]. Films were discontinuous 
and contained entrapped solvent molecules. Their electrochemical behavior dis- 
played different degrees of reversibility and stability with respect to exposure to 
consecutive redox cycles. Alternatively, Langmuir-Blodgett films of pristine C60 
were subjected to a large number of electrochemical studies. Electrochemical re- 
duction was found to form insoluble films, owing to the incorporation of charge- 
compensating countercations into the film, or resulted in dissolution, since the 
reduced forms of C60 are more soluble than the nonreduced form. The large sepa- 
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ration between cathodic and anodic waves, indicative of a high degree of irrever- 
sibility, has been attributed to structural rearrangements upon the reduction and 
reoxidation process. 

Besides very unusual properties, such as conductivity and superconductivity? thin 
solid films of C60 and (270, as prepared by thermal evaporation, exhibit high optical 
nonlinearities. As a consequence of the presence of 60 carbon atoms with 60 de- 
localized n-electrons, large third-order nonlinear optical and second-harmonic re- 
sponses of C60 in solution (benzene) and in thin films have been reported 177- 791. 

Several studies have demonstrated the successful incorporation of C60 into poly- 
meric structures by following two general routes: ( i )  in-chain addition (pearl neck- 
lace) or (ii) on-chain addition (pendant) polymers [80, 811. Reports on pendant C ~ O  
copolymers focus on the functionalization with different amine-, azide-, ethylene 
propylene terpolymer, polystyrene, poly( oxyethylene), and poly( oxypropylene) pre- 
cursors [23, 82-86]. On the other hand, pearl necklace polymers were reported for 
(-C60Pd-),, which was formed by the periodic linkage of C60 and Pd monomers 
[87] and upon reaction with the diradical species p-xylylene [8X]. An alternative ap- 
proach envisages the fabrication of an all-carbon polymer consisting exclusively of 
fullerenes in which adjacent fullerenes are linked by covalent bonds. Thin solid films 
of c 6 0  and C ~ O  are sensitive to UV-visible illumination and, in the absence of a 
triplet quencher (oxygen), phototransformation via 2 + 2 cycloaddition into a poly- 
meric solid that is insoluble in common solvents occurs. While in the case of pristine 
C60 the phototransformation into a polymeric solid is reversible, illumination of C70 

leads to a random and irreversible photodimerization 189-921. 
Finally, the intriguing design of supramolecular composites of conjugated poly- 

mers as electron donors and C60 as electron acceptor should be mentioned. Poly- 
meric semicondutors have been shown to be effective electron donors upon photo- 
excitation of the valence band electrons across the bandgap into the conduction 
band. Photoexcited states of (260, on the other hand, act as strong electron accep- 
tors. Thus, these composites exhibit ultrafast, reversible, metastable photoinduced 
electron transfer and charge separation. This area has been reviewed elsewhere [7]. 

6.2.2 Langmuir-Blodgett Films of Pristine Fullerenes, C ~ O  and Cyo 

The intriguing electronic, spectroscopic, and structural properties make C60 an 
interesting building block for Langmuir-Blodgett and self-assembled monolayers. 
These techniques are also considered to have the potential to construct organic films 
controlled on the order of the molecular level. The large van de Waals radius of 
10.0 A facilitates surface imaging of fullerene-adsorbed layers by scanning-probe 
microscopies. Furthermore, based on the remarkable redox features, electrochemi- 
cal studies on monolayered fullerene films can be employed as a powerful tool for 
an unambiguous surface characterization. 

Spreading an organic solution of a surfactant or fullerene on an aqueous solution 
in a Langmuir trough equipped with a movable barrier that controls the surface 
pressure leads to monolayer formation at the water-air interface. Subsequent to the 
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evaporation of the solvent, the surfactant molecules align relatively far from each 
other in a two-dimensional gaseous state with low surface pressures (n). An in- 
crease of the surface pressure by moving the barrier results through an intermediate 
gaseous-to-liquid state in a liquid phase in which the surfactant molecules begin to 
assemble. Further compression leads to the transformation of the surfactant to their 
two-dimensional closed-packed solid state. 

When a Langmuir film is transferred to a solid substrate, it is then referred to as 
a Langmuir-Blodgett (LB) film. Typically, amphiphilic compounds with a hydro- 
philic tail that interacts with or immerses into the aqueous subphase and a hydro- 
phobic head group are employed for the production of LB films. Although pristine 
c60 is insoluble in water, the physical and chemical properties of this spherical carbon 
allotrope are strikingly different from those of classical self-assembling amphiphiles, 
whose structures have both hydrophobic and hydrophilic domains, usually employed 
to form Langmuir-Blodgett films. Despite the fact that pristine fullerenes do not 
possess any amphiphilic character, initial reports demonstrate the unambiguous for- 
mation of monolayer c60 films at the air-water interface with a dynamic molecular 
area of 98 A' molecule-' and a molecular radius of 5.6 A (from X-ray diffraction 
data on c60 powders, the van der Waals diameter of pristine c60 is 10.0 A; the 
van der Waals area is then 78.5 A2, which, for a planar close packing of spherical 
molecules, becomes 86.6 A2) [93]. This suggests that the observed data are in line 
with the molecular fingerprint of c60. However, reproducible formation of high- 
quality monolayered Langmuir-Blodgett films renders these experiments difficult 
[94-1111. As a result of the predominant hydrophobic nature of the fullerene core, 
strong three-dimensional interactions among the hydrophobic fullerene moieties 
play a key role in governing the stability of true fullerene monolayers and clean 
transformation into a solid two-dimensional film. Visualizing the compression of 
pristine fullerene films on the air-water interface by either surface pressure (n) vs. 
surface area ( A )  isotherms or complementary Brewster angle microscopy [112] re- 
veals unambiguous evidence for the formation of multilayers, even if one employs 
dilute solutions (-1 x lop5 M in various solvents) and low compression rates. In 
particular, spreading c60 at the gas-water interface gave rise to multilayer films 
with limiting molecular areas between 20 and 30 A2 molecule-'. These values, ob- 
tained by extrapolation of the surface pressure (II) vs. molecular area ( A )  slope to 
zero surface pressure, are much smaller than those estimated by a hexagonal space- 
filling model for the molecular surface area of c60. These data indicate that, at zero 
film pressure, when the fullerene domains are floating on the water surface, there 
are, on the average, four fullerene molecules stacked on top of each other, and the 
data demonstrate that aggregation occurs immediately upon the spreading of the 
fullerene solution. In spite of numerous efforts, monolayer formation has not been 
unequivocally confirmed on spreading pristine fullerenes on water surfaces. It is, 
however, remarkable that C ~ O  and C70 form stable films of any type at the air-water 
interface with high surface pressure and sustain large attractive forces between the 
fullerene molecules with the formation of rigid films. 

Brewster angle micrographs taken immediately after spreading of pristine c60 on 
the water surface show randomly shaped, relatively bright islands (Figure 6.1), in- 
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Figure 6.1. Brewster angle microscopic 
image of a pristine C60 layer on water; 
domains observed at  n = 0 mN m-' (the 
length of the image shown is 200 pm). 

dicating the formation of thicker films before and at the early stages of the com- 
pression, which is in accord with the observed n vs. A isotherm for pristine C60. 

Scanning tunneling microscopy (STM), high-resolution transmission electron 
microscopy (HRTEM) images, and low-angle X-ray diffraction patterns showed 
that films of pristine c 6 0  have two-dimensional and three-dimensional crystalline 
regions. The c 6 0  molecules, however, pack in a face-centered cubic (fcc) pattern (cell 
constant of 14.2 A), rather than in hexagonal close-packed structures [ 1051. 

Relatively homogenous c 6 0  Langmuir films were prepared by employing a sub- 
phase of phenol aqueous solution. The homogeneity of the Langmuir films was 
attributed to an effectively promoted spread of the benzene--Cho solution on the 
water surface. High-resolution transmission microscopy of the manufactured films 
revealed, however, polydomain polymorphic structure, such as hexagonal and dis- 
torted hexagonal forms, and an amorphous-like disordered form [ 1 131. 

The superconducting transition temperature T, of alkali-metal-doped C60 ranges 
from 18 K (K3C60) [62] to 33 K (RbCs~C60) [42] and even K-doped thin c 6 o  films 
have a superconducting onset around 16 K [62]. This enabled the fabrication of 
multilayered c 6 0  LB films and the subsequent potassium doping. The resulting 
intercalated film on a poly(ethy1ene terephthalate) substrate displays superconduc- 
tivity with T,(onset) at 12.9 K, as measured by microwave low-field signal and 
electron spin resonance [94, 1071. A parallel approach, by means of doping with 
RbN3, gave a T,(onset) of 23 K [114]. 
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6.2.3 Langmuir-Blodgett Films of Pristine Cso/Amphiphilic Matrix 
Molecules 

The most common way to prevent fullerenes from forming aggregates via strong 
z-z interactions is to employ surfactants that contain appropriately balanced 
hydrophobic and hydrophilic moieties. Thus, addition of amphiphilic matrix mole- 
cules, such as arachidic acid 193, 95, 97, 99, 1111, aza-crown molecules [115], or 
long-chain alcohols [98] has been carried out. This should lead to a dilution of 
fullerene cores at the air-water interface, and subsequently to a separation of indi- 
vidual molecules in the resulting film. Two-component monolayered films (C60/AA) 
displayed dynamic molecular areas identical to those of the matrix molecule (AA) 
alone. This suggests the formation of heterogeneous films in which the AA mole- 
cules align at the air-water interface while the fullerene cores are cushioned on the 
AA layer, rather than being embedded within the matrix molecule. 

The host-guest chemistry of c 6 0  comprises two supramolecular approaches: 
(i) functionalization of the fullerene core, for example with crown ethers, or (ii) 
formation of inclusion complexes with suitably sized host molecules (cyclodextrins 
11 161 and calixarenes [117]), which leaves the c 6 0  intact. Particularly innovative 
studies focus on the true monolayer formation of c 6 0  mixtures with amphiphilic 
compounds, such as acylated aza-crown ethers 11151 or calix[8]arenes [ 1121, con- 
taining lipophilic cavities to accommodate the fullerene molecule. On the basis of 
the experimental observations, namely surface pressure vs. surface area isotherms, 
Brewster angle microscope images, small-angle X-ray scattering, and atomic force 
microscopy, it has been proposed that the fullerene molecule is located inside the 
cavity of the host complexes. 

A successful approach for the design of pure c 6 0  monolayered films involves the 
formation of a mixed C6o/matrix monolayer, followed by transfer of the monolayer 
film to a solid substrate and subsequent extraction of the matrix molecule with an 
appropriate solvent that selectively dissolves the matrix molecule. Surface pressure vs. 
surface area isotherms of a fullerene/hexadecyl-bis( ethyenedithi0)-tetrathiafulvalene 
mixture exhibit a more homogeneous distribution of the C60 molecules in th s  
matrix, although the morphology remains poor. The dissolution of the fullerene was 
significantly improved by employing SURF. Subsequent removal of the surfactant 
from the deposited film leads to the formation of a very uniform amorphous c 6 0  

film [118]. 

6.3 Langmuir-Blodgett Films of Functionalized Fullerene 
Derivatives 

The unique reactivity of buckminsterfullerene ( c 6 0 )  stimulated broad and inter- 
disciplinary interest in modifying its polyfunctional structure, which contains 30 
reactive double bonds located at the junctions of two hexagons via an extended 
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number of addition reactions [4, 8, 8 1 ,  11 91. In principle, covalent functionalization 
allows the fusing of the properties of the fullerene core with those of the function- 
alizing addends. The various types of functionalized fullerene derivatives synthe- 
sized so far include (i) cyclic adducts formed via cycloaddition [120--1231, (ii) c60- 
R,-type derivatives resulting from radical addition or by thereaction of Chon 
anions with various alkyl halides [124, 1251, (iii) adducts involving triangular 
bridging of a C-C bond [126-1291, and (iv) organometallic derivatives 1130--1331. 
Thus, organic functionalization of fullerenes has received interdisciplinary attention 
as a powerful methodology for the fabrication of new derivatives with promising 
two-dimensional Langmuir-Blodgett properties. 

6.3.1 Monofunctionalized Fullerene Derivatives 

Successful spreading of monolayers requires the film-forming material to float on 
the subphase surface and, at the same time, be insoluble in it. Surface pressure (n) 
vs. surface area ( A )  isotherms of various monofunctionalized fullerenes with either 
hydrophobic or polar addends exhbiting high collapse pressures (ca. 70 mN m-'), 
which is indicative of the formation of stable films on the water surface [96, 134- 
1361. The cross sectional areas per molecule are, however, appreciably smaller than 
estimated by the hexagonal close-packed model for fullerenes in monolayers. This 
difference suggests the formation of multilayer structures on the water surface, a 
hypothesis that is being substantiated in different studies by in situ UV-visible 
spectroscopy, Brewster angle microscopy, optical light microscopy, and atomic 
force microscopic measurements of transferred multilayered films [134, 136-1 381. 
Thus, it has been shown that functionalization of C6o with hydrophobic addends is 
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Figure 6.3. Brewster angle microscopic images of 
a C60[C(COOEt)l] layer on water. (a) Domains 
observed at n = 0 mN m-' ; (b) condensed film 
recorded at n = 40 mN m-I; (c) domain structures 
observed after expansion (the length of the image 
shown is 200 pm). 

not sufficient to prevent the strong hydrophobic three-dimensional interactions 
among the fullerene moieties and to stabilize fullerene monolayers at  the air-water 
interface. Furthermore, it has been shown that the partially polar character of ester 
or methoxy groups does not compensate the strong n-7~ interaction among the 
fullerene moieties. 

Valuable information with respect to the stacking properties of functionalized 
fullerenes towards the formation of monolayered assemblies was obtained by means 
of Brewster angle microscopy (BAM). Thus, images taken immediately after 
spreading of a toluene solution of C60[C(COOEt)2] on the water surface show ran- 
domly shaped, relatively bright islands (Figure 6.3), indicating the formation of 
thicker films before and at  the early stages of the compression. The bright islands 
could be pushed together by lateral compression without an apparent change in 
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their brightness. These results indicate uneven packing and the absence of appre- 
ciable phase transition, in accord with the observed FI vs. A isotherm for 

A systematic variation of structural parameters was investigated to relate be- 
tween the fullerene core-addend structure and the ability to form two-dimensional 
close-packed monolayers at the air-water interface 1138, 1391. Factors such as the 
length of alkyl chains (ethyl, n-propyl, and dodecyl), different degree of hydro- 
philicity (ester derivative vs. free acid), the size of the addend (cyclopropyl vs. 
tetrahydronaphtalene), and the presence of aromatic cores were carefully altered. 
Synthesis of fullerene derivatives with covalently attached polar and hydrophilic 
addends affords structures that resemble the configuration of conventional amphi- 
philes and, in turn, lead to molecular areas similar to pristine C ~ O .  A different 
parameter, which accounts for the Langmuir-Blodgett behavior, is the size of the 
addend's head group, e.g. the larger the head group, the greater the dynamic 
molecular area. The conclusion of these studies is that utilization of fullerenes. 
functionalized with strongly hydrophilic addends and large head groups, seems to 
be the most promising approach for the fabrication of stable and compressable two- 
dimensional fullerene Langmuir-Blodgett films. 

c 6 0  [C(COOEt)2]. 

6.3.2 Monofunctionalized Fullerene Derivatives Bearing Hydrophilic 
Groups 

The importance of having the right hydrophobic-hydrophilic balance is demon- 
strated by stable monolayer formation from C ~ O  derivatives with highly hydrophilic 
head groups. Consequently, functionalization with hydrophilic addends, [ 140, 1411 
such as cryptate molecules [138], triethyleneglycol monomethyl ether [ I  37, 1421, 
benzocrowns [ 143-1451, N-acetyl pyrrolidine derivatives 1143-1 471, carboxylic acid 
groups [148, 1491, or C60O [150] increases the amphiphilic character of the fullerene 
core significantly. In turn, the hydrophilic head groups enhance the interaction with 
the aqueous subphase and allow a two-dimensional fixation of the C ~ O  at the air- 
water interface. 

In line with the above, &A isotherms of these derivatives display liquidlike 
regions at low surface pressure and condensed regions at higher pressures, indicat- 
ing a phase transition. For example, C60[C(COO(CH2CH20)3CH3)21 extrapolation 
from the condensed phase to n = 0 shows a limiting molecular area ( A ) ,  which is 
in satisfactory agreement with that reported for fullerene (93 A2 molecule-'; see 
Figure 6.2). This indicates the formation of a true monolayer in which the polar side 
chain of the fullerene is directed to and hydrated by water (see Figure 6.4). 

BAM images, recorded during the compressing of this fullerene derivative (Fig- 
ure 6.5), revealed the presence of domains even at a very low surface pressure. They 
enlarge gradually with increasing surface pressure and their brightness increases 
until the film collapses. These effects are in agreement with the observed phase 
transition and indicate formation of a two-dimensional fullerene monolayer. For- 
mation of a truly monolayered C ~ O [ C ( C O O ( C H ~ C H ~ O ) ~ C H ~ ) ~ ]  film was further 
substantiated by complementary atomic force microscopic measurements. AFM 
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Figure 6.4. Schematic representation of a monolayer of a functionalized C60 derivative functional- 
ized with a long hydrophilic chain (C~~[C(COO(CH~CH~O),CH~)Z]) .  

images of films prepared from C ~ O [ C ( C O O ( C H ~ C H ~ O ) ~ C H ~ ) ~ ] ,  at 20 rnN m-‘ 
surface pressure, revealed a thickness of the LB films of 7 f 3 A, which corresponds 
well to the diameter of C ~ O  (- 10.0 A). 

Mono- and multilayers were successfully transferred to solid substrates by 
the LB technique. Their transfer was monitored by absorption spectrophoto- 
metry. The absorption spectra of Langmuir-Blodgett films, prepared from 
C60[C(COO(CH2CH20)3CH3)2], are characterized by maxima at 338 nm, 267 nm, 
and 222 nm. These maxima are reminiscent of those found for LB films of other 
amphiphilic fullerene derivatives [138]. 

Several important properties have been found for fullerene monolayered films: (i) 
excellent transferability to solid substrates with ratios close to unity [ 137- 139, 15 1 - 
1531, (ii) 2-type or Y-type deposition [137-139, 141, 151, 1521, (iii) close packing of 
the c60 moiety [ 135, 1491, (iv) oblique orientation of the molecular axis with respect 
to the film surface [148], (v) a repeat distance similar to the molecular length 11481, 
(vi) an enhanced second-order nonlinear optical property relative to vapor-deposited 
thin films of C60 [144, 1531, (vii) second- and third-order nonlinear susceptibility 
1134, 135, 141, 1531. 

A comprehensive study on different fulleropyrrolidines has attempted to tune 
the fullerene’s ability to form true monolayers by modifying the amphiphilic struc- 
ture of the investigated derivatives 1146, 1471. While spreading N-methylfullero- 
pyrrolidine on the air-water interface afforded multilayered structures, introduction 
of a polar amide group improved the two-dimensional structure of the resulting 
fullerene film. Only a perfluoroalkyl chain prevented sufficient fullerene aggrega- 
tion, and true monolayer films were observed that were formed independently of the 
spreading conditions. 

Successfully transferred monolayers of amphiphilic N-methylfulleropyrrolidine 
onto Sn02 electrodes exhibited photocurrents upon illumination. Parameters, such 
as bias voltage or electron donor/acceptor in the electrolyte or electronic effects of 
the functionalizing addend, that govern the magnitude of the photocurrent were 
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Figure 6.5. Brewster angle microscopic 
images of a functionalized Ch" derivative 
functionalized with a long hydrophilic chain 
(Ch0[C(COO(CH2CH?0)3CH? j?]) layer on water 
(a) Condensed film recorded at n = 40 mN m ' ; 
(bj at collapse; and (c) taken after expansion (the 
length of the image shown is 200 pm). 

systematically altered. The photocurrent response for the investigated mono- 
functionalized derivatives was found to be higher relative to pristine C60 and dis- 
played a further enhancement upon functionalization with electron-donating groups 

Interestingly, ionic fullerene derivatives, such as C~O[C(COO-)~],  which display 
an appropriately adjusted hydrophobic-hydrophilic balance, form stable Lang- 
muir monolayers on pure water and in solutions containing divalent Ca'+ and Cd2+ 
cations. Furthermore, cation head group interactions resulted in the intercalation of 
Ca2+ cations between carboxylates of two adjacent malonate head groups. This is 
shown by an increased dynamic molecular area compared with the monolayer on 
pure water. Expanded films of Ca2+-fullerene intercalated monolayers were com- 
pressed to solid phases and transferred onto quartz substrates [ 1491. 

[154]. 
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Figure 6.6. Configuration of cis-, equatorial-, and trans-isomers 

6.3.3 Multiply Functionalized Fullerene Derivatives 

As an alternative to the amphiphilic concept of employing a hydrophilic tail and 
hydrophobic head group, the possibility of reducing the strong cohesive interactions 
between individual fullerene molecules by addition of two functionalizing groups, 
namely bis(ethoxycarbony1)methylene groups, to pristine C60 was investigated. At 
the same time the presence of four ester functionalities should introduce regions 
with partially amphiphilic character to the adduct. The controlled variation of the 
stereochemical positioning of two bis( ethoxycarbony1)methylene groups on C60 had 
significant consequences regarding the coexistence of mono- and multilayered 
structures (see Figure 6.6) [139]. 

Thus, placement of a second bis(ethoxycarbony1) methylene group on nearly the 
opposite site of the fullerene core (trans-2-C60[C(COOEt)2]2) is sufficient to prevent 
the strong hydrophobic interactions among the fullerene moieties and to stabilize 
fullerene monolayers at the air-water interface. Placing the second addend closer to 
the position of the first one obviated the possibility of hydrogen bond formation 
and thus multilayer formation has been observed upon spreading of the equatorial- 
C60[C(COOEt)2]2 and trans-.?-C60[C(COOEt)2]2 isomer on water surfaces. The true 
monolayered assembly of the trans-2-C60[C(COOEt)2]2 derivatives can be sche- 
matically envisaged by interaction of these molecules with the subphase via hydro- 
gen bonding through their carboxylic groups. Conceivably, hydrogen bonding 
constrains the fullerene derivatives on the water surface. The unique configuration 
of the two addends, at nearly opposite poles of the c 6 0  sphere, prevents the hydro- 
phobic core from the formation of multilayers, at least along one dimension; and 
the strong interaction with the aqueous subphase prevents stacking along the sec- 
ond dimension. 

The surface pressure vs. surface area isotherm, Brewster angle microscopic, and 
atomic force microscopic measurements of a trisfunctionalized derivative, namely 
e,e,e-C60[C(COOEt)2]3, provided evidence for the formation of a stable and high- 
quality monolayer upon the compression, up to 35 mN m-', on a water surface in a 
Langmuir film balance. Compression to higher pressures resulted in the irreversible 
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Figure 6.7. (a) Three-dimensional AFM image of e,e,e-C6"[C(COOEt)z]? transferred from the water 
surface to freshly cleaved mica at  n=70 mN m-'. (b, c) Two-dimensional AFM image of e,e,e- 
C60[C(COOEt)2]3 transferred from the water surface to freshly cleaved mica at  n = 70 mN m ' and 
scanned perpendicular to (b) and along (c) the rods. 

transformation to rods (1 pm diameter and up to 100 pm long) with porous and 
oriented structures (see Figure 6.7) [151]. 

Despite the lack of a definite amphiphilic character, polyamine adducts, namely 
C60[NH2(CH2)2CH3]12, form stable and homogeneously ordered Langmuir mono- 
layers on water [155, 1561. The enlarged limiting molecular areas ( A )  obtained by 
extrapolation from the condensed phase to n=0 relative to pristine C ~ O  were 
rationalized in terms of interdigitation of hydrocarbon chains with neighboring 
fullerene adducts. In line with the concept that short hydrocarbon chains should 
favor the formation of homogeneous monolayers, neutron and X-ray scattering of 
a monolayered C ~ O [ N H ~ ( C H ~ ) ~ ~ C H ~ ] ~  (with x =  5 2 3 )  film uncovered its inhomo- 
geneous structure. 

6.3.4 Transfer to Solid Substrates 

Attempts to transfer rigid multilayered films of pristine (260 to solid substrates 
was found to be extremely difficult and did not result in defined multilayer struc- 
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Figure 6.8. UV-visible absorption spectra of Langmuir-Blodgett films: (a) Cso[C(COOEt)2] on 
optical quartz plate with I ,  3, 5, and 7 monolayer (from bottom to top); absorbance at 338 nm 
is plotted as a function of number of layers in the insert. (b) C~~[C(COO(CH~CH~O)&H~)Z]  on 
optical quartz plate with 1, 3, 5 ,  7, 9, 11, and 13 monolayers (from bottom to top); absorbance at 
268 nm is plotted, in the insert, as a function of number of layers. 

tures. In contrast, mono- and multilayers prepared from mono-(C60[C(COOEt)2], 
C60[C(C00propy1)2], C6o[C(C00dodecy1)2]), bis-(equatorial-C6~[C(COOEt)2]2, 
tran~-2-C60[C(COOEt)~]~, trans-3-C60[C(COOEt)2]2), and trisfunctionalized full- 
erene derivatives (e,e,e-C60[C(COOEt)2]3) have been successfully transferred to solid 
substrates by the LB technique [137-139, 151-1531. The transfer was monitored by 
absorption spectrophotometry. The absorption spectra of Langmuir-Blodgett films, 
prepared from C60[C(COO(CH2CH20)3CH3)2], are characterized by maxima at 
338 nm, 267 nm, and 222 nm (see Figure 6.8(a)), as reported for monofunctional- 
ized c 6 0  derivatives [ 157-1 591. Similar results were observed for C60[C(COOEt)2] 
(see Figure 6.8(b)), C60[C(COOpropy1)2], and C60[C(C00dodecy1)2]. A linear de- 
pendence of the absorbance at 338 nm vs. the number of layers indicates sat- 
isfactory stacking of these monofunctionalized fullerene derivatives in the LB films, 
but the higher slopes observed for C,[C(COOEt)2], C60[C(COOpropy1)2], and 
C60[C( COOdodecy1)2] are indicative of multilayer rather than monolayer stacking. 

Perfect transfer ratios are found in the linearity of absorbance vs. number-of- 
layers plots for the equatorial-C60[C(COOEt)2]2, trans-3-C60[C(COOEt)2]2, trans-2- 
C60[C(COOEt)2]2, and e,e,e-C6o[C(COOEt)2]3. The slopes of these plots can be 
categorized into three groups: (i) 0.062 for the LB film of C60[C(COOEt)2]; (ii) 0.04 
for equatorial-C60[C(COOEt)~]2 and 0.029 for trans-3-C60[C(CooEt)2]2; and (iii) 
0.023 for trans-2-C60[C(COOEt)2)2 and 0.02 for C ~ O [ C ( C O O ( C H ~ C H ~ ~ ) ~ C H ~ ) ~ ] .  
Once again, the markedly large slopes for C60[C(COOEt)2] compared to those true 
monolayers indicate higher two-dimensional concentration, implying the formation 
of multilayers. 
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6.4 Fullerenes Covalently Attached to Self-assembled 
Monolayers and Self-assembled Monolayers of 
Functionalized Fullerene Derivatives 

Self-assembled monolayers develop upon immersion of a substrate into an organic 
solution of a suitable surfactant. This methodology is attractive since it avoids the 
complex requirements for the production of Langmuir-Blodgett films. Organo- 
sulfur compounds such as alkyl and aromatic thiols are known to form close- 
packed and well-ordered monolayers, so-called self-assembled monolayers (SAMs). 
on gold or silver surfaces via chemisorptive S-Au or S-Ag bonds. 

SAMs of alkanethiol derivatives are interesting because of their structural anal- 
ogy to biomembranes, their ease of preparation, their apparent stability. and their 
potentiality to functionalized C60. Thus, an alternative approach for the prepara- 
tion of stable fullerene two-dimensional films involves the attachment of (260 to self- 
assembled monolayers by a terminal amine (see Figure 6.9) or pyridine groups. This 
is based, for example, on the known ability of primary and secondary amines to 
undergo addition reaction with the fullerene's C=C double bonds and could be 
demonstrated by covalent linkage of pristine fullerenes to aminopropylsilanized in- 
dium-tin-oxide (ITO) substrates, [ 1601 gold surfaces modified with 2-amino- 
ethanethiol (cysteamine), [161] and pyridly terminated silicon oxide surface in the 
presence of OsO4 (1621. Contact angle measurements for H2O of the resulting Cm- 
modified I T 0  surface (0 = 72") revealed its hydrophobicity relative to pure IT0 
(0 = 20") [ 1601. 

Monolayers were characterized by contact angle measurements, high-resolution 
X-ray diffraction, X-ray photoelectron spectroscopy, electrochemistry, and quartz 
crystal microbalance measurements. Cathodic shifts of the fullerene's first two re- 
duction steps relative to pristine C ~ O  are consistent with a covalent functionalization 
of the self-assembled fullerenes to the terminal amine groups of the modified sub- 

T T T i " T  r r 7 r r  TT i " ' i ' i l  
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Figure 6.9. Schematic representation of a covalently attached monolayer of 
layer of 2-aminoethanethiol (cysteamine) on gold. 

on a self-assembled 
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strate. Applying a very negative potential to the C6o-modified electrode over a long 
time period resulted in a significant fullerene desorption from the surface. This 
permits control of the surface coverage by chemical-induced absorption or elec- 
trochemical-induced desorption. In contrast to C6o films on aminopropylsilanized 
oxide substrates, the electrochemistry of fullerene SAMs formed on pure cystamine 
indicates a surprising resistance toward reduction. This has been ascribed to dense 
fullerene packing and ion transport inhibition and suggests films of higher quality 
on Au/thiol substrates compared to indium-tin-oxide (ITO)/siloxane analogues 
[160, 1611. 

A different approach focuses on the self-assembly of prefunctionalized fullerene 
derivatives. A monofunctionalized fullerene derivative bearing a thiol terminus 
spontaneously adsorbs onto an Au { 11 1 }/mica substrate to form highly ordered 
monolayer films [163]. The fullerene cores are found to dominate the adsorbate 
packing and atomic force microscopic images of the self-assembled monolayer re- 
veal spherical features regularly spaced in a distorted hexagonal arrangement. The 
fullerene-fullerene nearest neighbor distance of 10.9 A is reminiscent of the dis 
tance for the { 11 1) face of crystalline C60. 

Molecular films were observed for fullerenes covalently bonded to the functional 
surface of self-assembled monolayers (azide-terminated) on a silicon substrate. 
Atomic force microscopy (AFM) measurements revealed mechanically robust, mo- 
lecularly smooth, and homogeneous areas in which fullerene molecules are packed 
in unordered lattices corresponding to the {hOO} faces of a face-centered cubic unit 
cell with edge length a= 14 A. This type of two-dimensional self-assembled full- 
erene film has attracted attention as a potential boundary lubricant, since it exhibits 
no wear and material transfer between sliding surfaces. These films were subjected 
to friction force microscopy and showed very high wear stability with friction co- 
efficients similar to sublimed fullerene films [164, 1651. 

Another intriguing report shows the adsorption of fullerenes onto the surfaces 
of etched, single-crystal n-CdS and n-CdSe semiconductors. As a consequence of 
electron-withdrawing effects from the semiconductor bulk to surface electronic 
states, the semiconductors band-edge photoluminescence is noticeably quenched, 
with a dead-layer thickness as large as - 300 A. The photoluminescence quenching 
by fullerene solutions was found to be concentration dependent and could be 
detected at submicromolar concentrations. Large binding constants in the range 
105-106 M-' were determined for these surfaces. In conclusion, bulk photo- 
luminescence from CdS was shown to act as a sensitive probe of surface adduct 
formation with fullerenes [166]. 

Molecular recognition principles in conjunction with self-assembled monolayers 
have been employed to form a monolayer film of a fullerene derivative that is 
functionalized with a crown ether and an ammonium-terminated alkanethiolate- 
gold surface. The determination of the surface coverage, as derived from Oster- 
young square wave voltammetry (OSVW), yielded a value (1.4 x lo-'' mol cm-2) 
well in accordance with an fcc closed-packed packing of C6o ( -  1.9 x lop" mol 
cmp2). Desorption experiments confirmed the fully reversible nature of this process, 
i.e. there is no covalent and irreversible linkage of the fullerene moiety to the 



modified surface, and substantiated the presence of specific interactions between the 
crown ether functionality and the ammonium terminal group 11 521. 

6.4.1 Self-assembled Monolayers of Fullerene Containing 
Supramolecular Dyads 

Typically, photoactive donor-bridge-acceptor dyads are based on composites 
containing chromophoric acceptor moieties such as porphyrins, phthalocyanines. or 
ruthenium-(11)-tris(bipyridine) and suitable electron donors (ferrocene). In line 
with the “photosensitive donor-bridge-acceptor dyads” concept, various cova- 
lently linked fullerene/chromophore assemblies have been synthesized recently and 
were subjected to photoinduced electron and energy transfer studies [ I  67-1 831. In 
solution, picosecond-resolved photolysis of covalently linked fullerene/ferrocene- 
based donor-bridge-acceptor dyads shows intramolecular quenching of the full- 
erene’s excited singlet state, resulting in the formation of charge-separated ion radi- 
cal pairs [170]. Similarily, photoinduced charge separation and subsequent charge 
recombination were observed in a series of porphyrin/fullerene dyads [ 172, 1741. 

A very intriguing report shows the spontaneous self-assembly of a fullerene/ 
porphyrin-based donor-bridge-acceptor dyad, bearing a methylthio group at the 
porphyrin moiety, on an Au surface. Upon illumination of this photosensitive dyad, 
the authors detected a photocurrent, which, it has been proposed, evolved from an 
electron relay via the excited singlet or triplet states of the porphyrin and the c60 
core [ 1 841. 

6.4.2 Self-assembly of Functionalized Fullerene Derivatives via 
Electrostatic Interaction 

Self-assembly of individual molecules by electrostatic interactions leads to the prep- 
aration of films composed of self-assembled layers of a water-soluble, negatively 
charged fullerene derivative (F), and a polydiallyldimethylammonium polycation 
(P). This leads to the fabrication of densely packed, highly ordered monolayer films. 
Preparation of self-assembled n layers of (P/F), films consisted of the alternating 
immersion of a substrate into an aqueous solution of polydiallyldimethylammonium 
and into a fullerene solution. Subsequent P/F sandwich units were self-assembled by 
repeating these steps n times to produce films consisting of n sandwich units, (PIF), 
(see Figure 6.10) [185]. 

Successful self-assembly of successive layers of (P/F), was confirmed by moni- 
toring the characteristic fullerene absorption peaks at 212, 230, and 295 nm using 
spectrophotometry after each step. The linearity of the plot of absorbencies vs. 
number of layers indicates the uniformity of the assembled P/F sandwich units. 

Surface plasmon spectroscopy provided a convenient means for monitoring the 
thickness regularities of the buildup of the (P/F), film. The self-assembly of each 
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Figure 6.10. Schematic representation or a self-assembled layer of negatively charged fullerene 
derivative (F) on a polydiallyldimethylarnmonium polycation (P). 

additional P and F layer is seen to result in the gradual shift of the surface plasmon 
curve to a higher degree and hence to a greater thickness. 

6.5 Outlook and Application 

The development of versatile methodologies focusing on the covalent functionali- 
zation of fullerenes provides an outstanding assortment of tailor-made building 
blocks for technologically interesting materials with new and perhaps even more 
spectacular properties than pristine fullerenes. However, their high instability at 
elevated temperatures, which are employed for vapor deposition of C60 in vacuum, 
limits the investigations of vaporized thin films based on functionalized fullerene 
derivatives. A first report on a fullerene derivative bearing a cyclic siloxane addend 
C60(CH2Si(CH3)2)20 is a breakthrough in this direction. It demonstrates the suc- 
cessful fabrication of its vacuum deposited thin film with a thermal stability below 
300 "C [186]. 

Balancing the hydrophobic and hydrophilic parts in fullerene derivatives has been 
demonstrated to be of paramount importance for forming high-quality monolayers 
and LB films from functionalized fullerenes. Preparation of Langmuir-Blodgett 
films from these fascinating molecules, deposited on the surface of appropriate 
electrodes, permits the viable construction of ultrathin modified electrodes with the 
high density of electroactive sites for their application as sensors, photoelectro- 
chemical devices, or photoelectrochemical information storage devices. In line with 
a potential application falls the intriguing report on a complex film of 2,6-bis(2,2- 
bicyanoviny1)pyridine (BDCP) and c 6 0 .  A sandwich-like device thereof, Ag/C60- 
BDCP/Ag, showed stable and reproducible bistable electronic switching and mem 
ory phenomena [ 1871. 

Results on various fullerene-containing donor-bridge-acceptor dyads demon- 
strate that C60 is a new promising building block as an acceptor unit in artificial 
photosynthetic models. Thus, incorporation of fullerene dyads into well-defined 
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two-dimensional arrays and three-dimensional networks is a very challenging goal 
with a great potential. 

Finally, developments like the recently reported design and self-organization of 
fullerene-based lipid bilayer membranes have a great potential for their application 
as molecular lipid films [188]. 
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Chapter 7 

Metal Colloids in Block Copolymer Micelles: 
Formation and Material Properties 

L. Bronstein, M. Antonietti, and P. Vuletsky 

7.1 Introduction 

Over the last few years, interest in the synthesis and properties of colloidal metal 
particles and metal clusters has steadily grown because of their unique properties, 
and great expectations have been raised for the application of metal colloids as 
catalysts, semiconductors, or magnetic fluids with a switchable rheology [l-31. For 
the noble metal colloids, the interest mainly focuses on catalytic applications [3]. 
The advantages of colloidally dispersed noble metals are the advantages of colloidal 
particles in general: they have huge surfaces and they exhibit unique activities and 
spectroscopic features owing to the size quantization of most electronic properties. 
For colloids that are designed for special magnetic properties the size and shape of 
particles strongly control the type of magnetism, i.e. the whole transition from para- 
through superparamagnetic to ferromagnetic behavior can be adjusted by particle 
size. 

The formation of metal colloids is, however, still far from being sufficiently well 
handled, and two of the main problems remain in the synthesis of metal colloids. 
On the one hand, it is still desired to gain a better control of the particle growth in 
terms of particle size, particle size distribution, and structure of the particles. On the 
other hand, the stabilization of the colloids is also far from being perfect, and 
quantities like durability in catalytic reactions are directly related to a more efficient 
particle stabilization. 

Consequently, a variety of methods for the preparation and stabilization of metal 
colloids exists, the advantages and disadvantages of which have been discussed in 
detail elsewhere [4]. Examples are the preparation of metal particles in a polymeric 
environment (in both solids and liquids 15-71), in vesicles [8], and in microemulsions 
[9-12]. To solve problems both of size control and of stabilization, recently another 
approach to the preparation of metal nanoparticles was proposed almost simulta- 
neously by at least five different working groups 113-251. 

The main concept of this approach is the formation of metal nanoparticles in 
some microheterogeneities created in polymers, which in this case can be regarded 
as a restricted reaction environment or a “microreactor”. Usually, the micelle cores 
of amphiphilic block copolymers are taken as such a well-defined microhetero- 
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geneity, but mesophases of solid block copolymer films 113, 141 or the microphasc- 
separated structures of polyelectrolyte gels 1261 have been used too. 

The block copolymer micelles, especially, formed by well-defined block copoly- 
mers with well-chosen block length and chemical composition in selective solvents 
turned out to be an excellent model system, and it is easy to delineate their advan- 
tages in colloid synthesis and properties, compared to the classical stabilization 
systems by surfactants or in microemulsions: 

0 the structural relaxation times of this nanostructured environment can be ad- 
justed, i.e. they can be long compared to the metal colloid growth process; 

0 polymers as colloidal stabilizers are very effective steric stabilizers or electrostatic 
stabilizers; 

0 corrosion of metal particles or metal leaking can be avoided by binding the metal 
salts, the metal particles, but also possible side products to the polymeric micro- 
environment. 

This chapter is mainly focused on the discussion of these possibilities, which are 
obtained with amphiphilic block copolymers as colloidal stabilizers. Its organiza- 
tion is as follows. In the first part, a literature review of current activities related 
to the application of block copolymers as stabilizers for metal colloids and semi- 
conductor particles is given. In the second part, we discuss the chemical variety of 
block copolymers being applied in context with colloid synthesis and stabilization 
as well as some of the rules that govern micelle formation as well as metal salt up- 
take. We then summarize data on the synthesis of the metal colloids in an inverse 
phase situation or in inverse block copolymer micelles, i.e. the polymers are usually 
dissolved in organic solvents, whereas the colloid is embedded in the micelle core. 
Depending on the reaction pathway, three cases can be distinguished: the metal 
colloid is generated in the continuous (organic) phase, in an interface reaction, or in 
the micelle core. The last scenario is also called the “true nanoreactor” approach, 
since both size and properties are predominantly controlled by the architecture of 
the micelle core. In the last part, we focus on the synthesis of metal colloids in polar 
or aqueous media, which is presumably the technologically most relevant case, but 
which has also turned out to be the most complicated case. Here, the metal salts, 
being the source for both metal and semiconductor colloids, are usually present in 
both the continuous and the dispersed phase, which makes reaction handling rather 
complicated. This problem can, however, be attacked by the design and synthesis of 
appropriate new, so-called “double hydrophilic” block copolymers. 

7.2 Overview of Current Activities on Amphiphilic Block 
Copolymers as Tailored Protecting Systems for Colloids 

In 1992, Saito et al. [I71 prepared silver colloids in a poly-2-vinylpyridine block of 
polystyrene-b-poly-2-vinylpyridine (PS-b-P2VP) by soaking partly cross linked film 
(to preserve the initial morphology) with Ag compounds and consequent reduction 
of silver from AgI. 
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In the same year, one of the present authors demonstrated the possibility of syn- 
thesizing narrowly distributed gold colloids in the micelles of polystyrene-b-poly-4- 
vinylpyridine (PS-b-P4VP) [ 181. In this paper, the nanoreactor concept resulting in 
one colloid particle per micelle was demonstrated for the first time. 

Cohen and Schrock and coworkers have elaborated the synthesis of Pt and Pd 
nanoclusters within microphase-separated diblock copolymers by ring-opening 
metathesis polymerization of nonbornene-derived organometallic complexes and 
q3-l-phenylallyl, then followed by static casting of films and subsequent reduction 
of the organometallic complexes using the molecular hydrogen [15]. Au and Ag 
nanoclusters were prepared through chemical modification of precursor diblock 
copolymer by gold and silver compounds [13]. In this case, nanoclusters in micro- 
phase-separated blocks of different morphologies were produced by heating at 
150 "C on the grid of an electron microscope. 

In 1995, A. Eisenberg et al. 121, 221 used the block copolymer approach for the 
preparation of semiconductor particles (CdS, PbS). Changing the parameters of 
ionomers and inert blocks, they seemed to be able to control the size of growing 
CdS and PbS particles. 

Recently [27], we took up the work on these systems by describing the synthesis 
of PS-b-P4VP block copolymers with varying chain lengths via anionic polymer- 
ization and the structure analysis of the block copolymer micelles in various selec- 
tive solvents (solvents for PS). Such strongly segregated diblock copolymer systems 
practically do not exhibit both a critical micelle concentration and unimers in solu- 
tion, which is typical for traditional surfactants [28]. 

To provide the microreactor concept, the block forming the micelle core should 
have groups that could coordinate to metal compounds. Since P4VP is a strong 
metal-chelating agent, we have suggested using this polymer to fix a large number 
of metal ions in the micelle core, the size of which only depends on the aggregation 
number [4, 231. 

Nearly at the same time, M. Moller et al. [19, 20, 291 employed polystyrene-poly- 
2-vinylpyridines (PS-b-P2VP) and polystyrene-polyethylene oxides (PS-b-PEO) as 
media for the preparation of gold colloids. First, PS-b-P2VP were used only as an 
extracting system for metal colloids that were previously prepared in aqueous sol- 
utions [20]; here, the advantages of block copolymers were not completely used. 
Recently, the same authors have described the formation of metal colloids mainly in 
films and on the grid for electron microscope examination, observing the formation 
of both one colloid per micelle core and many colloids in micelles depending on the 
colloid preparation [ 19, 291. 

In 1996, we extended the chemical basis of this approach by reporting a tailor- 
made synthesis of amphiphilic block copolymers with one metal binding block via 
polymer analogous conversion of simple polystyrene-b-polybutadiene (PS-b-PB) 
block copolymers. In this case, the chemical nature of the metal binding group was 
varied over a wider range, and substitution patterns that can act as donor or accep- 
tor groups as well as multidentate ligands were employed [30, 311. 

Another variation of the application of amphiphilic block copolymers was re- 
cently developed by A. Mayer and J. Mark [24,25]. Some palladium, platinum, silver, 
and gold colloids were prepared by reducing the corresponding metal precursor, pre- 
sumably in the continuous phase, in the presence of protective amphiphilic block 
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copolymers. For this purpose, polystyrene-b-polyethyleneoxide (PS-b-PEO) and 
polystyrene-b-polymethacrylic acid (PS-b-PMAA) were applied in alcoholic sol- 
utions where these polymers form micelles with a PS core. Since the PS micelle corc 
does not like metal salts, the metal colloids end up in the shell and partly on the 
surface of micelles. In this case, neither the size control of the microreactor concept 
nor the stabilization power of block copolymers are used, but from the viewpoint of 
catalytic applications, the formed particles in the corona might be accessible for 
substrates and can display high catalytic activity [25]. 

7.3 Chemistry of Amphiphilic Block Copolymers and 
Their Aggregation Behavior; Loading of the Micelles 
and Binding inside the Micelles 

7.3.1 Amphiphilic Block Copolymers 

To prepare the metal colloids in block copolymer micelles one can employ two 
approaches to the synthesis of amphiphilic copolymers with a block-type structure. 
One is the direct living polymerization of two monomers (for instance, styrene and 
4-vinylpyridine or styrene and methyl methacrylate), resulting in the formation of 
well-characterized block copolymers. In case one component cannot be polymerized 
according to a living mechanism (anionic, cationic, or group transfer polymeriza- 
tion), macromonomer synthesis, or the capping with special end groups for restart- 
ing, chain transfer or termination is also possible. 

Table 7.1 illustrates the list of monomers used by us in anionic copolymerization 

Table 7.1. Structures of block copolymers synthesized by anionic polymerization. 

Monomer Polymer 

4-vinylpyridine 
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with styrene and structures of block copolymers. Generally, living polymeriza- 
tion requires high purity during the reaction, tedious isolation procedures or/and 
the use of the protecting group chemistry. This makes such amphiphilic block co- 
polymers, with a few exceptions, very expensive and prohibits many technological 
applications. 

An alternative approach, chosen by us, is the chemical modification of a trivial 
block copolymer such as PS-b-PB. Besides price and simplicity, this approach also 
allows one to broaden the variety of amphiphilic block copolymers to some species 
that are not accessible by direct polymerization (Table 7.2) 130, 311. The described 
amphiphilic block copolymers contained several heteroatoms per monomer that 

Table 7.2. Structures of polybutadiene blocks after modification 

Structure of modified block 

I'";-" PPh2 CI 
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provided a good binding of metal salts in micelle cores. Metal colloids of gold. qilvel- 
palladium, and rhodium were prepared from these block copolymers. 

7.3.2 Aggregation Behavior of Amphiphilic Block Copolymer Micelles 

Since the structure and dynamics of the block copolymer aggregates, the micelles, 
play a predominant role in the size and morphology control of the metal colloids 
formed inside, such as in the ideal case - the use of the micelle cores as “nano- 
reactors”, a better understanding of the underlying mechanisms of micelle for- 
mation is required to visualize the fundamental possibilities of this approach as well 
as the basis of an advanced morphology control. 

Micelle formation is generally obtained in selective solvents; these are solvents for 
one of the polymer blocks. Most of the block copolymers described above form 
micelles either with the more polar or with the more unpolar block pointing out- 
wards, i.e. regular or inverse micelles, depending on the polarity of the solvent. 
Since we are interested in obtaining stable assemblies with the colloid, a micelle 
morphology with the functional groups located in the micelle core is desired. 

Such dissolved, swollen micelles of amphiphilic block copolymers usually exhibit 
diameters Dh such that 50 nm < Dh < 200 nm, with polydispersity between 5% and 
30% Gaussian width. Since block copolymer micelles are much more stable than 
surfactant assemblies, the micelle formation can be visualized by electron micro- 
scopy. Figure 7.1 shows a typical illustration characterizing these micelles; owing to 
the lack of contrast, the sample was shadowed with Pt/C. 

The spherical shape of the micelles, as well as their rather narrow size distribu- 
tion, is easily recognized; the different shades of gray are due to the formation of 
stable multilayers. For more quantitative considerations, similar experiments and 
static light scattering reveal that the size of these micelles is perfectly controlled by 
the length of the outer, dissolved block ( N A )  and of the core-forming block ( N B )  as 
well as the interface energy between core and solvent. The relation between aggre- 

Figure 7.1. TEM micrograph of 
PS-b-P4VP micelles (reproduced 
by permission of N u c h  Ciicrn. 
Tech. Lab.). 
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gation number Z as a function of these quantities for the limit of a high interface 
was experimentally found to be [30, 311: 

The quantity ZO contains all geometric characteristics (the monomer volume VM 
and the stabilized interface area per molecule A M )  and is defined analogously to the 
surfactant ratio of low-molecular-weight surfactants. It was shown that these rela- 
tions hold for chemically very different systems, such as nonionic surfactants and 
charged block copolymers [31]. 

7.3.3 Metal Salt Incorporation 

The formation of colloidal particles in PS-b-P4VP micelles was studied very 
thoroughly and enabled the elaboration of the main principles of controlling the 
particle size. So the results on metal salt uptake obtained with these block copoly- 
mers as a model will be discussed in more detail in this chapter. 

Already applied in the last section, a number of PS-b-P4VP block copolymers 
were synthesized that allowed us to change the micelle size and hydrodynamic 
characteristics over a rather wide range. Table 7.3 summarizes the molecular and 
micellar parameters of the applied set of PS-b-P4VP. 

The dissolution of metal salts in the solution of PS-b-P4VP micelles that are 
otherwise insoluble in the solvent means the incorporation of these salts only 
in micelle cores due to coordination with corresponding groups of polymer, as 
described in previous papers [4, 231. For example, with the introduction of 
HAuC14 . 3H20 it was found that the micelle size stays the same after the incor- 
poration of a metal compound (Table 7.4) or even after the reduction of HAuC14 
with sodium borohydride in toluene solution (Table 7.5). We have observed such a 
stability of the micelles for all series of N A  and N B  (even when N A  is nearly equal to 
N B )  in PS-b-P4VP. This is easily understood in the quantitative description of the 
rules of micelle formation, where going beyond a critical value of the interface 

Table 7.3. The characteristics of micelles derived from PS-b-P4VP in toluene. 

Polymer NA* NS** R, (nm) Rh (nm) Z 

PS-1,2 262 960 74.7 69.6 199 
PS-3,2 35 122 10.2 12.3 34 
PS-3,3 45 122 8.3 16.5 54 
PS-3,4 63 122 22.9 21.1 123 
PS-6,2 65 118 16.0 18.5 147 
PS-6,3 123 118 12.5 24.5 310 
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Table 7.4. The characteristics of PS-b-P4VP micelles filled with HAuC14 

Polymer N A  z Rh (nm) Rh (+ HAuC14) (nm) 

PS-1,2 262 199 69.6 68.5 
PS-3,4 63 123 21.1 20.5 
PS-3,3 45 54 16.0 16.2 
PS-3,2 35 34 12.5 13.7 

Table 7.5. Hydrodynamic radius of PS-b-P4VP micelles before and after reduction with NaBH4. 

Po 1 y m e r Au:N Rh (HAuC14) &(after reduction) 

PS-1,2 1 :3 68.5 
PS-3,4 1 :3 20.5 

PS-6,3 1 :3 24.1 
PS-3,4 1.9 20.1 

10.2 
20.9 
21 .o 
24.9 

energy between micelle core does not change the micellar characteristics; there is a 
saturation phenomenon in the “superstrong segregation limit” (32, 331. For PS-b- 
P4VP, a deviating behavior where micelle formation is enhanced by metal salts is 
only seen for very small polymer chains [33]. 

This is not true for PS-b-P2VP (with N A  = NB = 190), where the authors observed 
the change of micellar characteristics after incorporation of different amounts of 
HAuC14, i.e. the micelle size increases with the amount of gold compound [29]. 
Later, it will even be shown that micelle formation actually requires the presence of 
salt. In this “weak segregation limit,” the micelle size delicately depends on changes 
of the polarity. Since such changes also occur during colloid formation, direct 
morphology control is much harder to obtain in this limit. 

The interaction of metal ions with 4VP units was studied by FTIR spectroscopy. 
For all metal salts, except of strong acids (e.g. HAuC14), similar changes proceed. 
The FTIR spectrum of the polymer prepared by interaction of PS-1,2 with AuC13 at a 
feeding ratio Au:N = 1:3 shows the weakening of bands characteristic of pyridine 
units (I555 and 1415 cm-’) and appearance of new bands at 1635 and 1616 cm-’ that 
are responsible for vibrations of pyridine complexes with metal salts. The ratio 
4VP:Au = 1:3 is the experimentally observed solubilization limit for AuC13 in these 
blocks; a further excess stays insoluble in reaction solution, even after some days of 
stirring. 

Pd colloids in block copolymer micelles have been studied via complex formation 
of 4VP units with NazPdC14 and Pd(CH3C00)2. The former is strongly insoluble 
in toluene, and the penetration into micelles happens very slowly (for 3-7 days) 
depending on the feeding molar ratio Pd:N. The solubility of Pd(CH3C00)2 in 
toluene provides its fast dissolution in reaction media. FTIR spectra of both palla- 
dium-containing block copolymers show the weakened bands (1555 and 1415 cm-’) 
of 4VP and the appearance of new bands at 1616 and 1431 cm- ’ assigned to com- 
plexes of 4VP units with metal salts. 
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Because the Pd(CH3COO)Z is soluble in toluene, it can be present both inside and 
outside micelles. To check whether the soluble Pd salt is consumed by the micelle 
core, ultracentrifugation was employed. Since the block copolymer/metal salt hy- 
brid solution exhibits a yellow color, the simple sedimentation run where the optical 
absorption is measured at 400 nm permits one to judge the location of the salt. 
Ultracentrifugation was performed for three solutions with molar ratios Pd/4Vp: 1/2, 
1/3, 1/5. In just 4 hours complete uptake of the salt by micelles was achieved if the 
molar ratio Pd/4VP did not exceed 1/3 (Figure 7.2). 

For HAuC14 .3H20, besides complexation with metal salt, the protonation of 
vinylpyridine units by HCl must be considered. Indeed the interaction of PS-1,2 
with HCl (water solution) induces a significant change in FTIR spectra. It leads to 
vanishing bands at 1555 and 1415 cm-' and the appearance of some new strong 
bands at 1637, 1618, and 1506 cm-'. The FTIR spectrum of a polymer prepared by 
the interaction of PS-1,2 and HAuC14 contains a set of bands that can be assigned 
both to complexation (as with AuC13) and to protonation reaction. The relative 
importance of these two binding mechanisms depends on metal load and time; 
within some hours and using protonation only, a limiting molar ratio Au:N = 1:l 
can be obtained. The FTIR spectrum of Au polymer with molar ratio 1 : 1 does not 
consist of bands that are characteristic of pyridine units but contains bands that can 
be assigned to protonated 4VP units and their complexes with the gold salt. 

7.4 Synthesis of Metal Colloids in the Presence of 
Amphiphilic Block Copolymers in Organic Solvents 

7.4.1 Synthesis of Metal Colloids Inside the Micellar Cores: 
The Nanoreactor Concept 

The formation of metal colloids from metal-salt-loaded micelles depends strongly 
on the reducing agent because the relative rate of nucleation to growth of colloids 
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Figure 7.3. TEM micrograph 
of Au colloids produced with 
NaBH4 reduction in PS-b-P4VP 
micelles. 

manages the particle size. If we can manage to differentiate the growth of different 
crystal surfaces by interaction with the block copolymer, the particle morphology 
can also be controlled. 

In the following sections, we have to distinguish between the reduction with 
sodium borohydride (NaBH4) or superhydride (LiBEt3H), which provides fast, 
homogeneous nucleation, and the reducing agent triethylsilane, (Etj3SiH, which is a 
homogeneous reducing agent and acts very slowly. 

7.4.2 Fast Homogeneous Reduction 

Reduction of metal salts in block copolymers micelles with sodium borohydride and 
superhydride can be illustrated by the example of gold particles formation. 

Using TEM in all cases of sodium borohydride (or superhydride) reduction we 
observe the micelles to be filled with a lot of metal particles that are strongly stabi- 
lized by micelle cores (Figure 7.3). It should be underlined that such a morphology, 
which we have called the “raspberry”, is very important from the point of view of 
catalysis, and it can be one of the main advantages of preparing metal colloids in 
block copolymer micelles cores because in this case very small active particles can 
be stabilized. 

In the SAXS curve of the NaBH4-reduced gold colloids (Figure 7.4) below 
s = 0.1 nm-’ , clusterlike scattering is observed that lies beyond the resolution of the 
diffractometer. At higher s values, we observe a less structured fading of the scat- 
tering curve that we know from the aggregation of clusters. The proposed rasp- 
berrylike arrangement of single colloids in one well-defined micelle core results in a 
similar scattering curve. 

Using wide-angle X-ray scattering of the gold colloids prepared in PS-6,3 with a 
molar ratio N:Au = 3:  1 and reduced by superhydride, it was found that even small 
colloids have a crystalline structure. 
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Figure 7.4. SAXS curve of the NaBH4-reduced 
gold colloids. 
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Figure 7.5. TEM micrograph 
of gold colloids reduced with 
triethylsilane in PS-6,3-Au (N:Au 
=6:1). 

It must be mentioned that the relative rates of nucleation and growth depend on 
metal type. Pd colloids prepared by NaBH4 reduction are significantly smaller 
compared to gold particles. 

7.4.3 Slow Homogeneous Reduction 

Obviously, fast reduction by superhydride and NaBH4 cannot provide the subtle 
size control of the metal colloids via the size of the micellar core because of the 
many particles formed per micelle core, and the size of the particles being mainly 
limited by the rate of nucleation. For direct control of the particle size (the 
“nanoreactor”) we have used triethylsilane as the reducing agent. It is homogenous 
and works fairly slowly (2 hours for gold colloids). 

The morphology of the particles in the case of silane reduction was studied by 
means of PS-6,3 forming very stable micelles at molar ratios N:Au= 3:l and 6: l .  
Figure 7.5 shows an ELM1 picture where it is seen that triethylsilane reduction re- 
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Figure 7.6. TEM micrograph 
of gold colloids reduced with 
triethylsilane in PS-6,3-Au 
(N:Au= 6:l) with a cross linked 
micelle core. 

sults mainly in the formation of one colloid per micelle. Just a few micelles are 
empty, and others contain two colloids. The last observation might be caused by a 
collision-induced exchange of the colloidal core (the situation is even more compli- 
cated and presumably works over an intermediate micelle fusion: see Reference 1341). 
To prevent such events and to keep the micelle cores as molecular entities, the micelle 
cores were slightly cross linked with p-xylylenedibromide (5% per 4VP). To provide 
a higher mobility inside micelle cores a small percentage of methanol was addi- 
tionally added to toluene. Figure 7.6 shows the electron micrograph of PS-6,3-Au 
(N:Au = 6:l) with a cross linked micelle core, which was reduced by triethylsilane. 

With these two experimental tricks, the formation of one particle per micelle is 
obtained. The size of these colloids was determined with SAXS to be d=4.0 nm 
with a Gaussian width s = 0.19, which exactly corresponds to the metal load in each 
micelle core prior to reduction. In this case, the colloid size control was really provided 
by the micelle architecture, i.e. we observe fulfillment of the “true nanoreactor.” 

7.4.4 Generation of the Metal Colloids with Heterogeneous Interface 
Reactions 

Because hydrazine as a reduction agent forms a second droplet phase in the toluene 
solution of the block copolymer micelles, a complicated course of reduction has to 
be expected. Indeed for the hydrazine reduction of HAuC14 in PS-b-P4VP micelles a 
significant change in UV spectra was observed throughout the course of reduction 
(Figure 7.7). In the beginning of the reaction, immediately after addition of the re- 
ducing agent, the spectrum is characterized by a split plasmon resonance and violet 
color, which is usually related to unstable gold colloids. The violet gold colloids of 
the present experiments are, however, far from being unstable: once separated from 
the hydrazine, they can be stored for months without any change of the spectral or 
colloidal properties (351. 
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After 10 minutes of reduction, the noble metal colloids are characterized by a 
broad, single plasmon resonance, having a tail toward longer wavelengths. This 
band continuously narrows with further progress of the reaction and is slightly 
shifted towards shorter wavelengths. In just 30 minutes the tail becomes less pro- 
nounced, and the 24 h measurement shown in Figure 7.7 is typical for the fully 
reacted particles. It must be underlined that the observed phenomena seem to be 
rather general: similar spectra and a related time dependence were already described 
for other synthetic approaches to well-defined and stable gold colloids 136, 371. In 
Reference [37], the occurrence of the second, long-wavelength absorption was ex- 
plained by the existence of “large, fluffy aggregates,” whch enable electronic cou- 
pling of the plasmon resonance between different particles. This follows the classical 
interpretation, where these experiments are to be described as a deaggregation and 
decreasing particle size with passage of time, but it is really difficult to imagine that 
colloids shrink with time. 

To clarify this phenomenon, high-resolution transmission electron microscopy 
was performed with the same samples where the UV spectra were recorded. The 
corresponding electron micrographs are presented in Figure 7.8. It turned out that 
gold colloids formed after 1 minutes reduction period are not spherical: all of them 
have about the same shape, which is clearly anisometric and sometimes slightly 
bent. Owing to the typical shape and the violet color of their solutions, we have 
called this type of colloidal architecture “aubergine” morphology. 

A more careful look at the micrograph reveals that each “aubergine” consists of 
two, sometimes three, primary, close-to-spherical particles that seem to be aggre- 
gated and glued together. The longish shape might be a memory that this colloid 
nucleation and aggregation took place on the two-dimensional surface of the 
heterophasic reducing agent, the hydrazine droplets. Since all particles have about 
the same size and shape, this aggregation does not occur at random but is obviously 
heavily controlled by the block copolymers in the hydrophobic half-room near the 
colloids. 

After 10 minutes, the aubergine morphology begins to vanish, and the steady 
progress of reduction leads to the reappearance of spherical particles. Finally all 
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Figure 7.8. TEM micrographs of 
gold colloids reduced with hydra- 
zine after different reduction times: 
(a) 1 min; (b) 10 min: ! c )  24 h (re- 
produced by permission of Coll. & 
Polym. Sci. ) , 
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particles are nearly spherical and are significantly smaller than the aubergines, but 
slightly larger than aubergine-constituting particles. A statistical evaluation of the 
electron micrographs leads to the conclusion that aubergine aggregates exhibit a 
mean size of about 24 x 10 nm, including nuclei with anestimated diameter of 
roughly 8 nm, while the 24 h colloids show a sphere diameter of 12 nm. 

Our model of this process is that the nonreduced salt in the early stages of re- 
action acts as a glue for the formation of aubergines; during the progress of reduc- 
tion the salt is consumed and leads to the increase in size of the primary particles, 
coupled with a deaggregation process. Further progress in reaction only results in a 
ripening of the gold colloids: they become slightly bigger and more monodisperse. 
From electron microscopy, we find no evidence that the observed blueshift of the 
plasmon band and the end of the reaction is still due to continued deaggregation. 
Thus, we can conclude that the wavelength change has to be due to a change in the 
dielectric environment of each particle. 

The colloidal particles formed at different stages of the reduction process were 
also examined by X-ray analysis [35]. The small-angle diffractograms of the 
auberginelike colloids and the spherical colloids present at the end of the reduction 
are compared in Figure 7.9. 

The scattering from the particles produced in the late stages of reaction are per- 
fectly described with a form factor of a sphere with sharp, well-defined interface and 
a homogeneous density. The fit of the experimental curve with this structure model 
(straight line) works almost perfectly and results in a mean diameter of d =  12.5 nm 
and a Gaussian width of the size distribution of 13%. 

The scattering of the auberginelike particles is remarkably different and can be 
described by the form factor of prolate ellipsoids. Since the polydispersity and axial 
ratio have a similar influence on the scattering curve of such particles, a quantitative 
fit of these data only reproduces the input information of electron microscopy. 

It must be underlined that the metal colloids are far too large to result solely from 
the metal load of one micelle, and the proposed heterogeneous reduction scheme 
employing opened micelles offers an explanation for this difference. On the other 
hand, overstoichiometric load of some micelles requires the coexistence of empty 
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micelles too. First experimental indication for those free micelles was already seen 
in electron microscopy experiments, where background textures typical for thin 
block copolymer films were observed. 

The most elegant and simple proof of coexistence of free micelles was received 
from ultracentrifugation with continuous measurement of the optical absorption at 
two different wavelengths [35] .  The profile of the optical density at the wavelength 
of the polymer absorption indicates that the colloidal solution contains two differ- 
ent, but well-defined, species with different sedimentation coefficients. The mass of 
block copolymer bound in these structures is about balanced, as taken from the 
absolute values of the step heights. On the other hand, the absorption at the wave- 
length of the plasmon band was observed from more dense species with the higher 
sedimentation coefficient only. So both free and filled micelles exist. 

7.4.5 Homogeneous Colloid Production and Heteroaggregation with 
Amphiphilic Block Copolymer Micelles 

Here we would like to depict the case observed for Co nanoparticles prepared 
from dicobalt octacarbonyl, Coz(CO)8. C O ~ ( C O ) ~  is soluble in toluene, and it is 
straightforward to assume that it is present both inside and outside the micelles. We 
would not expect that Co2(CO)s is consumed by micelle cores because zero-valent 
Co cannot strongly coordinate with 4VP units. However, FTIR spectra of PS-b- 
P4VP after the addition of C O ~ ( C O ) ~  in the carbonyl region does not correspond 
to C O ~ ( C O ) ~  [38] and shows mainly one wide band at 1884 cm-', which is charac- 
teristic of the anionic species Co(CO)4- of cationic-anionic compIexes that can 
form in DMF [6] and pyridine [39]. Therefore, on the basis of the FTIR data, we 
suggest that dissolution of CO~(CO)S in block copolymer solution leads to the for- 
mation of a similar cationic-anionic complex with VP units with the structure 
[CO(VP)~]~+[CO(CO)~]-~, i.e. three Co atoms per six 4VP units can really be fixed to 
the micelle core, the rest acting as a homogeneous Co source. 

To clarify the shape and size of particles formed TEM was employed. Figure 7.10 
shows TEM images of Co particles prepared in PS-1,2 micelles after Co~(C0)s  in- 
corporation at three feeding ratios N:Co = 1:l (a), 1:2 (b), and 1:3 (c). For a feeding 
ratio of N:Co = 1:l mainly spherical particles form (a slight asymmetry is seen) with 
a mean diameter of 10 nm with a standard deviation of 1.5 nm. The feeding ratio 
N:Co = 1:2 results in the formation of fluffy, starlike aggregates (about 20-23 nm in 
diameter and having an irregular shape), which seem to consist of primary, aniso- 
metric clusters. The situation changes again for the feeding ratio N:Co = 1 :3, which 
produces two kinds of particle: smaller spheres and bigger cubes. Here, the stat- 
istical evaluation of the micrographs gave a mean diameter of spheres of 10 nm, 
(the same size and polydispersity as the spherical particles with the 1:1 feed), and 
cubes with mean side of 21 nm (with a standard deviation of 1.5 nm). The size dis- 
tribution for both kinds of particle is quite narrow. In some pictures it is seen that 
the cubic particles have a strong tendency to chain or trail formation, with a lining 
up of a number of cubes. 

From TEM micrographs it is also seen that the spherical particles (N:Co = 1:l)  
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(a) 

Figure 7.10. TEM micrographs 
of Co nanoparticles prepared in 
PS-1,2 at molar ratios N:Co = 
1 : l  (a). 1.2 (b). 1.3 (c). 
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are mainly located in the micelle cores. Even the larger stars (N:Co = 1 :2) seem to  
start their growth from the cores. At the molar ratio N:Co= 1:3, only the cubic 
particles are placed outside of micelle cores, while the spherical particles still form 
in the cores. 

Obviously, the feeding ratio heavily influences the particle size and shape, but in 
all cases the polymeric amphiphiles take part in the particle formation, and the 
following reaction scenario can be given. C O ~ ( C O ) S  is present both in solution and 
in the micelle core (complex). After rapid heating to 1 I0 “C (decomposition starts at 
60 “C), elementary Co is formed that quickly aggregates to Co clusters and spheri- 
cal particles. The formation of such particles is strongly controlled by interaction 
with 4VP units. For higher Co loads, the Co2(CO)8 present in the continuous phase 
acts as a Co source that feeds further growth of the particles, and either spherical 
colloids 10 nm in size or starlike clusters are obtained. Only in the case of a larger 
Co excess do colloids also nucleate in the continuous solvent phase, and cubic col- 
loids are formed. 

A similar phenomenon, i.e. the influence of the molar ratio of a polymer/metal 
compound on the shape of particles formed was described in Reference (401 for the 
preparation of Pt colloids in an aqueous medium. Changing the loading of KZPtCI, 
towards polyacrylic acid, the authors changed the shape from spheres to cubes and 
triangles. The related shape control opens the great opportunity for regulating both 
magnetic and catalytic properties. 

7.5 Synthesis of Metal Colloids in the Presence of 
Amphiphilic Block Copolymers in Water or Related 
Polar Solvents 

7.5.1 Micelle Formation due to Hydrophobic/Hydrophilic Block 
Copolymers and Interaction of Metal Salts with the Hydrophilic 
Shell 

This approach was recently developed by A. Mayer and J. Mark [24, 251. It was 
mentioned in Section 7.2 that two block copolymers, PS-b-PEO and PS-b-PMAA, 
were used for the preparation of platinum, silver, and gold colloids in alcoholic 
solutions where these polymers form micelles with a PS core. The chosen PS-PEO 
contained a long PS block ( M ,  = 29 800) that forms a large glassy micelle core, 
while the PEO block was shorter ( M ,  = 8 400). This situation allows the formation 
of metal colloids in the shell only, and the block copolymer micelle is not a closed 
“nanoreactor.” The formed colloids seem to precipitate onto the glassy core, and 
from the viewpoint of a potential catalytic application, such particles might be better 
accessible for the substrates and might display a high catalytic activity [25]. 

We applied the similar approach for the stabilization of various metal colloids 
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(Au, Pd, Pt, Rh, Cu, Ni) in water in the presence of a short, nonionic PS-PEO block 
copolymer (SE1030 from Goldschmidt AG with M N ~ ~  = 1 000 and M ~ J ~ ~ ~  = 3 000). 
The choice of water is obviously the best from the viewpoint of environmentally 
friendly processes for catalyst preparation. Because the PS block in this case is 
short, the micelle core is still in the liquid state, and we expect that it could step in 
stabilization and the shape control owing to hydrophobic interactions between the 
metal colloid and the hydrophobic core. The reduction of a number of metal salts in 
the presence of SE1030 leads to the formation of metal colloids that were charac- 
terized by UV-vis spectroscopy (for Au, Rh, and Cu) or TEM (other types). De- 
pending on metal type and because of the rather small polyethyleneoxide chains 
employed for steric stabilization, the stability of the colloid is mediocre but usually 
extends over some days. This is sufficient for handling and deposition on inorganic 
supports. Ultracentrifugation measurements carried out for the most stable system 
of this series, gold colloids, revealed that the sedimentation of the block copolymer 
micelles and metal colloids proceeds separately. This means that the binding be- 
tween the amphiphilic blocks and the colloids and the related stabilization in such 
systems is rather weak, and more effective binding requires additional functional 
groups carried by the metal binding block. 

7.5.2 Colloid Synthesis In “Double-Hydrophilic” Block Copolymers 

To avoid this stabilization failure of amphiphilic block copolymers and the for- 
mation of particles in the shell only (in aqueous media) we have proposed the use 
of “double-hydrophilic” block copolymers for metal colloid formation where 
one of the water soluble blocks is able to coordinate the metal while the other, 
noninteracting block provides a remaining good solubility in water. For this, poly- 
ethyleneoxide-b-polyethyleneimine (PEO-b-PEI) was synthesized, and its inter- 
action with metal salts was studied [41]. Using DLS it was found that PEO-b-PEI in 
water forms no micelles but exhibits at higher concentrations composition fluctua- 
tions that are rather dynamic structures. The correlation length of these fluctua- 
tions depends on the polymer concentration, is sensitive to ultrasonification (i.e. a 
bicontinuous structure), and varies in the range 300-500 nm. The low absolute 
scattering intensity of the PEO-b-PEI solutions underlines the low modulation 
depth of the fluctuations. Since the PEI block contains NH groups that are able to 
coordinate with metal ions [42], a sharpening of these fluctuations or micelle for- 
mation in water has to be expected. 

It was found that the introduction of AuC13, H2PtC16, and PdC12 indeed induces 
micelle formation. The characteristics of micelles (Table 7.6) were found to depend 
on the metal type and molar ratio of the polymer/salt. Very big and broadly dis- 
tributed aggregates were detected for PdC12, while loading with HzPtC16 results in 
narrowly distributed micelles. The micelle size for this system increases with in- 
creasing amounts of H2PtCl6. The reduction of H2PtC16 with hydrazine leads to a 
decrease in the size of the compound system; H2 reduction results in practically no 
changes. 
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Table 7.6. The micellar characteristics of PEO-b-PEI micelles in water after addition of metal salts 
and their reduction. 

Polymer system Molar ratio NH:metal D h  (nm) ci (Y”) 

PEO-b-PEI + HZPtC16 (salt) 8: 1 
4: 1 
L: 1 

1:l 
PEO-b-PEI + HzPtClsa 4: 1 
PEO-b-PEI + H2PtCl,b 4: 1 
PEO-b-PEI + PdC12 4: 1 
PEO-b-PEI + PdC12” 4: 1 
PEO-b-PEI + AuC13 24: 1 
(self-reduction, 5 hours) 18:l 

12:l 

137.9 
154.3 
176.2 
200.8 
110.0 
148.9 
232.1 
188.1 
60.0 
61.8 
62.5 

32.1 
28.9 
31.8 
29.9 
23.6 
26.6 
56.7 
61.2 
53.9 
60.9 
54.4 

a Reduced with hydrazine. 
Reduced with Hz. 

For this well-defined model system, some additional dependencies have been 
tested, for instance the dependence of the size of metal colloids formed on the type 
of reducing agent. It is clearly seen with transmission electron microscopy that Pt 
particles in PEO-b-PEI reduced by H2 (Figure 7.11(a)) and hydrazine (Figure 
7.1 1 (b)) exhibit a very different morphology. Hydrogen reduction, which proceeds 
rather slowly, provides the formation of small, well-defined particles (with a mean 
diameter of about 3-5 nm), whereas the hydrazine reduction lead to big aggregates 
(30-50 nm in size), which, however, are constructed from very tiny particles (1-2 
nm). Obviously, the faster hydrazine reduction leads to smaller particles the large 
surfaces of which are imperfectly stabilized and are inclined to aggregate, while 
particles formed during hydrogen reduction seem to be large enough for the amount 
of stabilizer present in the reaction medium. 

Using TEM it is also found that in this special system the particle size of Pt col- 
loids reduced with H2 depends on metal loading: the smaller the amount of metal 
salt added, the smaller the particles. In addition, a change in Pt loading was found 
to control not only the particle size but also the particle shape. For a molar ratio 
NH/Pt = 4/1, only nearly spherical particles were observed (Figure 7.11 (a)). Oppo- 
site to this, the TEM micrograph (PEO-b-PEI-Pt; NH/Pt = 8/1) presented in Figure 
7.11 (c) displays the appearance of cubes and triangles along with rather spherical Pt 
particles. Such nonspherical morphologies are rather interesting, since they disclose 
higher amounts of a specific crystal plane, which might be coupled to special cata- 
lytic activities. A similar influencing of the morphology of Pt colloids by polymer 
templates was also reported in Reference [40], however, this was active only at 
much lower concentrations. Our system allows the preparation of such particles at 
higher concentrations of reagents (by at least one order of magnitude), which is a 
necessity for technical catalytic applications. 
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(a) 

Figure 7.11. TEM micrographs 
of Pt colloids prepared in 
PEO-b-PEI at a molar ratio 
NH/Pt = 4/ 1 and reduced with 
H? (a) and hydrazine (b) and at 
a molar ratio NH/Pt = S/ 1 after 
HZ reduction (c). 
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7.6 Catalytic Properties of Metal Colloids Stabilized by 
Amphiphilic Block Copolymers 

Because one main application for noble metal colloids lies in catalysis, the metal 
colloids prepared in the micelles of amphiphilic block copolymers have becn studied 
in hydrogenation. Such hybrid systems turned out to be very active. and their 
activity was found to depend strongly on a number of parameters that are closely 
related both to colloid morphology and to the chemical surrounding of the colloids. 

As a model reaction, the hydrogenation of cyclohexene to cyclohexane was 
chosen. Because the dependence of cyclohexane formation on time in the hydro- 
genation of cyclohexene with all systems prepared by us was linear for up to 750/0 of 
the conversion and no induction period was observed, the catalytic activity of metal 
colloids was compared with the amount of cyclohexane produced after 30 minutes 
of hydrogenation only. As a standard, an optimized technical catalyst, Pd on acti- 
vated carbon (Aldrich), was used in all catalytic reactions. 

The influence of the type of reducing agent on the activities of Pd colloids derived 
from PS-3,4 and Pd(CH3COO)z is presented in Table 7.7. All systems behave 
according to our expectations, which relate the activity to the colloid size, i.e. the 
smaller the colloid size, the higher the reactivity. Table 7.7 shows that reduction by 
hydrazine-hydrate leads to the formation of practically inactive colloids, whilc 
reduction by NaBH4 and superhydride results in Pd nanoparticles that exhibit a 
conversion of about 28-33%. Reduction by (C2H5)3SiH produces an intermediatc 
result. In the context of variation of the reducing agent, it is worth noting that its 
remainders or reaction products after reduction might remain in the micelle core 
and could influence the catalytic properties very strongly [43]. 

The influence of the micelle size on catalytic activity was studied by means of the 
block copolymers presented in Table 7.8. One can note that though the subtle in- 
fluence of micelle parameters was not observed, the transition from comparatively 
weakly segregated micelles (PS-1,2 and PS-3,4) to strongly segregated ones (PS-7,1 
and PS-5,2) decreases the catalytic activity. The cross linking of the micelle core, 

Table 7.7. Influence of reducing agent type on conversion of cyclohexene into cyclohexane for Pd 
colloids derived from PS-3,4 and Pd(CH3COOJ2. 

Reducing agent Cyclohexane (YO) 

Without reducing agent 4.2 
Superhydride 32.1 
NaBH4 28.3 
N2H4H20 1 .o 
(C2H5hSiH 10.8 
Superhydride (deposited on A1203) 45.5 
Pd on activated carbon (Aldrich) ( 1  wt. o/o Pd) 40.0 
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Table 7.8. The influence of characteristics of block copolymers on catalytic activity of Pd colloids 
derived from Pd(CH3COO)z. 

Polymer "4 * Ng** Rh (nm) Z Cyclohexane (YO) 

PS-1,2 262 960 69.6 199 32.8 
PS-3,4 35 122 12.3 34 32.1 
PS-7,l 102 97 44.0 302 19.3 
PS-5,2 123 145 66.5 551 16.1 
PS-5,2* 123 145 66.5 551 1 .0 

~ ~ ~~ 

* Cross linked. 

which was carried out for better size control of the colloid growth (see Section 7.4), 
even leads to practically inactive species. Obviously, a minimal polymer mobility in 
the micelle cores surrounding the metal colloids is required. 

The reactivity, activity, and selectivity of the catalysts is also given by the type of 
metal and the colloid composition (monometallic or bimetallic colloids). As shown 
in the literature [44-471, the formation of a bimetallic Pd-Au increases the activity 
of the Pd in such colloids in hydrogenation. To check this influence for the present 
systems, bimetallic colloids on the basis of Pd/Pt and Pd/Au were prepared too. The 
activities of these colloids in cyclohexene hydrogenation compared to four different 
pure noble metal colloids are given in Table 7.9. This table also contains the data of 
metal colloids stabilized in block copolymers deposited on activated A1203, which 
significantly increases the activity and stability in catalysis. The most active and 
stable catalyst within all described variations is a bimetallic colloid, Au/Pd = 1/5, 
produced in a raspberry morphology and deposited on A1203. The same catalyst 
turned out to be the best in the selective hydrogenation of 1,3-cyclohexadiene to 
cyclohexene. For hydrogenation of 1,3-~yclooctadiene, the examined Pd colloids in 
their block copolymer shell generally exhibit a 100% selectivity. 

A number of our colloids compete well with the activity of the commercial cata- 

Table 7.9. The catalytic activity of mono- and bimetallic colloids in the hydrogenation of 
cyclohexene. 

Catalyst 

PS-3,4; [Rh(C0)2Cl], 
PS-3,4; Pd(CH3C00)2 
PS-3,4; K[Pt(C>H4)Cl?] 
PS-3,4; HAuCI4'3H20 
PS-3,4; Pd(CH3C00)2, K[Pt(C2H4)C13] (Pd:Pt =4:1) 
PS-3,4; Pd(CH3COO)z, HAuCl4'3H20 (Pd:Au =4:1) 
PS-3,4; Pd(CH3C00)2, HAuC14.3H2O (Pd:Au = 5:l) 
PS-3,4; Pd(CH3C00)2, HAuC14 3H20 (Pd:Au = 511) 
deposited on A1203 

Cyclohexane (%) 

26.4 
32.7 
60.7 

0.0 
55.5 
65.7 
71.3 
72.5 
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lysts but show at the same time higher stability as well as selectivity. Considering 
these facts, the further development of similarly complex-structured noble metal 
colloids seems to be very promising. 

7.7 Magnetic Properties of Co-colloids Stabilized by 
Amphiphilic Block Copolymers 

Besides catalytic properties, two other applications are particularly attractive for 
metal colloids. On the one hand, these are semiconductor properties, which cover a 
lot of possible applications for colloidal particles [ 11. Although semiconductors can 
also be prepared in block copolymer micelles [21, 221, we omit their discussion, 
since their synthesis and properties would require a separate chapter. 

On the other hand, metal colloids are also interesting for magnetic materials the 
properties of which can be switched by changing the size and shape of particles. In 
this chapter we shall discuss only the magnetic properties of Co colloids studied, the 
synthesis of which was described above. 

It is known that the magnetic properties of Co particles are strongly influenced by 
their size, which enables one to use ferromagnetic resonance (FMR) for the exami- 
nation of particle size, especially as a correlation between FMR linewidth and par- 
ticle size exists [48, 491. Particles smaller than 1 nm, for instance, exhibit magnetic 
disorder [50] and produce no FMR signal. 

The data of elementary analysis and FMR for the Co nanocrystals derived from 
PS-1,2 and CoC12 are summarized in Table 7.10. The very small Co colloids pre- 
pared by the superhydride reduction of CoC12 in block copolymer micelles indeed 
give no FMR signal. These samples were dried and heated in vacuum-sealed am- 
poules for 2 hours at 200 "C, which exceeds the glass transition temperature Tg of 
both blocks. After this heating cycle, the samples were reexamined by FMR. In 

Table 7.10. The data of elemental analysis and FMR for fcc Co species derived from PS-1,2 and 
coc12. 

Sample c o  (wt. %)a HO (Oe) AH (Oe) Hc (04 

PS-1,2-CO-l 
liquid 
toluene 2.34 
solid 2.34 

liquid, THF 8.26 
solid 8.26 

PS-1,2-C0-2 

- 0 
2975 650 425 

- 

2550b 1250b 0 
2950 500 675 

a Very weak signal, which is responsible for particles formed outside of micelles. 
In the solid polymer film. 
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both cases such heating leads to the formation of spherical particles about 3-5 nm 
in size for PS-1,2-Co-1 and PS-1,2-Co-2 (Ho = 2950 Oe; a value of 2975 Oe is typi- 
cal for spherical particles [48]). Table 7.10 shows the very high values of coercive 
force for these samples. Similar values of Hc have been described for Co particles 
prepared in stabilizing polymers [51] at a tenfold-higher Co content (75 wt. %). The 
polymer materials derived from block copolymer micelles therefore possess very 
high values of the coercive force (despit the very low Co content), which is evidence 
of a very high specific magnetization density. 

In the case of the thermolysis of CO~(CO)S at 110 "C as a source of elementary 
Co, the magnetic properties as well as the shape and size of the formed Co nano- 
particles can be controlled by the balance of 4VP/Co. 

For a feeding ratio N:Co = 2: 1 (for PS-3,4) the Co particles formed are neither 
ferromagnetic nor superparamagnetic. This corresponds to a particle size of less 
than 1 nm. At feeding ratios of PVP:Co of 1.5:l and 1.75:1, spherical particles are 
formed: the position of the absorption maximum Ho exactly corresponds to one of 
the spheres. Moreover, such molar ratios also lead to the preparation of super- 
paramagnetic particles, since H, = 0. 

A further increase of the Co content in the reaction medium to and above the 
balance of N:Co leads to a change in the position of the absorption maximum Ho, 
which indicates the formation of anisometric particles (see Section 7.4.3). These 
samples exhibit ferromagnetic behavior: their coercive force varies from 250 to 475 
Oe, depending on the Co content and polymer sample. 

The high values of coercive force and magnetization, the ability to control par- 
ticle size, shape, and the related type of magnetism, and the possibility of producing 
both very stable magnetic fluids and magnetic polymeric films and coatings adds 
another facet that makes block copolymer/metal colloid hybrids promising mate- 
rials with high technological relevance. 

7.8 Conclusion and Outlook 

In this chapter we have described a novel approach for the preparation of nano- 
particles in block copolymer micelles and those opportunities which such a means 
of stabilization provides, i.e. control of particle size and particle size distribution as 
well as particle shape and morphology. Nanoparticles prepared in block copoly- 
mers can fulfill the demands of any application that can be expected for nano- 
particles depending on their nature. Noble metal monometallic and bimetallic col- 
loids are of interest in many catalytic reactions; nanoparticles of magnetic materials 
formed in block copolymers are promising from the viewpoint of preparation of 
magnetic polymeric materials with switchable magnetic properties depending on the 
shape and size of the particles; plenty of semiconductor nanoparticles will meet 
many of the needs of microelectronics. 

The use of different kinds of block copolymer enables applications both in or- 
ganic and aqueous media to be catered for. For amphiphilic block copolymers in an 
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organic medium this approach allows one to prepare hybrid systems containing one 
particle per block copolymer micelle whose size exactly matches the metal loading 
or micelles filled with many colloids that can be desirable for catalytic applications. 

In water or another polar medium, amphiphilic block copolymers are not desir- 
able for the introduction of metal salts in the micelle core. For this, double-hydro- 
philic block copolymers are recommended when the micelle core forms owing to 
interaction with metal compounds. 

Because nanoparticles are stabilized in block copolymers where one block serves 
for the interaction with metal nanoparticles and another one provides the solubility, 
such stabilization has great endurance that also makes such nanodispersed poly- 
meric systems highly promising. Unlike many other kinds of stabilizers such as 
vesicles, zeolites, and surfactant micelles except for polymeric ones, block copoly- 
mers form films and coatings, so nanoparticle-containing block copolymer hybrid 
systems can be prepared and used as solutions, powders, films, and coatings that 
provide a variety of possible applications. In our opinion, the further study of 
metal, metal oxide, and other metal compound nanoparticle formation in block 
copolymer micelles can develop strongly and modify some technologies based on 
nanoparticles. 
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Chapter 8 

Plasma-Produced Silicon Nanoparticle Growth 
and Crystallization Processes 

J. Dutta, H. Hofmann, C. Hollenstein, and H. Hofmeister 

8.1 Introduction 

Nanophase or cluster-assembled materials consist of small atomic clusters fused 
into a bulk material. Clusters and cluster-assembled materials have gained increas- 
ing interest owing to the possibilities of fabricating nanostructured materials show- 
ing novel properties [ 1-31, These materials are being considered for next-generation 
use in structural and functional applications [l ,  21. Clusters are either produced by 
wet chemical synthesis methods, self-organization mechanisms, or gas phase con- 
densation methods [6]. Gas phase condensation techniques are considered to be 
most appropriate for the preparation of nonagglomerated powders [6, 71. 

Low-temperature powder synthesis processes have several advantages. Thermal 
plasma such as an electric arc or a plasma jet is used for powder synthesis with 
possible high yields of pure powders. Nonthermal plasma, on the other hand, works 
under small input power and flow rates. The low pressure, low temperature, and 
longer residence time of the powder precursors produced in these plasmas render 
this process interesting for the fabrication of nanoscaled powders [7]. 

Silicon and its alloys are extensively used in the electronics industries and also in 
the fabrication of high-temperature structural ceramics. The semiconducting prop- 
erties of silicon have been used in the development of modern electronics and in- 
formation technology. In recent times increasing interest has been shown for studies 
on the properties and structure of silicon clusters, partly because of the observation 
of visible light emission from porous silicon, obtained from electrochemically ano- 
dized silicon wafers [8]. Nanocrystalline silicon has been developed by a variety of 
methods, including standard wet chemical synthesis and more sophisticated cluster- 
assembling techniques [9, 101. 

We have recently shown the possibility of synthesizing well-controlled silicon 
nanopartjcles from gas phase reactions in a radio frequency (RF) discharge in silane 
[ I l l .  The size of the particles varies between < l o  and 200 nm, depending on the 
plasma characteristics, composition, and gas flow. 

Powder formation in reactive plasmas has been observed and reported in the lit- 
erature since the early 1970s [12, 131. To apply suitable plasma deposition processes 
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for the fabrication of thin films, plasma conditions that in particular led to powder 
contamination were carefully avoided in order to minimize rcactor and film con- 
tamination. The knowledge gained in the control of powder contamination in film5 
can now be profitably utilized for the controlled synthesis of nanoscaled powders. 

In this review we will discuss the growth of these particles in the gas phase and the 
subsequent agglomeration processes that lead to the formation of powder. We will 
limit ourselves to the formation mechanism, the microstructure, and some essen- 
tial properties of nanoscaled silicon powders obtained in a radio frequency silane 
plasma (in some cases diluted with noble gases). Powder formation in these plasmas 
has been extensively investigated and can be considered a model for future research 
and development efforts for the production of nanoscaled materials. We will also 
discuss the crystallization phenomena of these particles, as it is of interest for the 
understanding of confinement effects and also for controlling the microstructure of 
advanced ceramics. 

8.2 Experimental Methods 

8.2.1 Powder Preparation and Annealing 

A conventional parallel-plate R F  capacitive reactor has been used for the synthesis 
of nanoscaled silicon powders and for the in situ diagnostics [ 1 1, 141. Plasma power 
of typically a few watts at 13-80 MHz was utilized [15]. R F  power modulation, 
when used, was obtained by mixing a low-frequency square wave (10 Hz -20 kHz) 
into the R F  generator signal using a balanced mixer before amplification by the 
R F  wideband power amplifier (10 kHz-200 MHz) (Figure 8.1). The gas inlet was 
placed in the side wall of the reactor with a gas diffuser in front to reduce powder 
perturbation by gas drag. For certain experiments a gas shower incorporated in the 
R F  electrode was used for distributing the gas uniformly in the whole discharge 
volume. Typically 30 sccm of gas (silane) was used at operating pressures of 
0.1 mbar. The temperature of the grounded electrode was varied from room tem- 

reactor spectrometer A 

Figure 8.1. Schematic diagram of the 
reactor, including a block diagram of the 
R F  power modulation and time-resolved 

mixer 

generator mass spectrometry. 
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perature to 200 “C. The powders were collected from the electrodes or the sampling 
probe adjacent to the electrode gap. 

Annealing of the samples was carried out at various temperatures and for differ- 
ent periods of time in a reducing atmosphere (forming gas, 92% N2 + 8% H2) in a 
Sic furnace with excess carbon, in order to reduce oxidation of the particles during 
the annealing process. 

8.2.2 Transmission Electron Microscopy 

The powders were dispersed by ultrasonic agitation in isopropanol and then trans- 
ferred to carbon-coated copper grids for electron microscopy inspection. A holey 
carbon film covering the copper microgrids was used to allow high-resolution elec- 
tron microscopy (HREM) imaging without disturbance from the support. Conven- 
tional transmission electron microscopy (TEM) of the powders was done in a JEM 
lOOC operated at 100 kV while the HREM was carried out in a JEM 4000EX op- 
erated at 400 kV. Electron micrographs were taken with the objective lens appro- 
priately defocused so as to achieve optimum contrast (i.e. near Scherzer defocus) of 
the amorphous particles and to allow imaging of the channels characteristic of the 
lattice of (1 10)-oriented crystallites as bright dots. Real and Fourier space image 
processing of the micrographs, recorded at 5 x lo5 magnification and digitized with 
8 bit depth of gray level, by means of the NIH “image” [16] and GATAN “digital 
micrograph” programs aimed at noise reduction, contrast enhancement, and recip- 
rocal space characterization. Computer simulation of the image contrast was carried 
out according to the multislice algorithm (“MacTempas”) applied to models of 
Si clusters created by means of the “Cerius” molecular dynamics package. The 
calculations were carried out for characteristic imaging parameters of 400 kV 
acceleration voltage, 1 mm spherical aberration coefficient, 8 nm focus spread, and 
0.6 mrad beam divergence, respectively. 

8.2.3 Vibrational Spectroscopy 

Infrared spectra of pellets made by mixing the powders with potassium bromide 
(KBr) were recorded using a Nicolet 510 FTIR spectrometer [17]. Raman spectra 
were recorded with a standard double monochromator (Dilor) using the 514.5 nm 
line of an Ar+ ion laser. The samples were kept at room temperature in nitrogen for 
the IR measurements and in air during the Raman measurements. Laser power for 
the Raman measurements were chosen as low as 0.2 mW on a focus diameter of 
250 pm to avoid heating the samples [IS]. 

8.2.4 Plasma and In S i b  Powder Diagnostics 

To diagnose in detail the powder formation in these R F  plasmas, mass spectro- 
metry (to characterize the plasma composition) and in situ Raleigh/Mie scattering 
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Figure 8.2. Schematic diagram of the top 
view of multiangle polarization-sensitive light- 
scattering setup showing the laser beam trans- 
mission measurement (extinction) and the three- 
angle detection of the laser beam scattering. P: 
polarizer, L: lens, D: diaphragm, BP: 488 nm 
bandpass filter, ND: neutral density filter, 
PD: photodetector. 
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(for the detection of the particles) were utilized. Other diagnostic tools such as 
optical-emission spectroscopy and microwave interferometry were used to inves- 
tigate the behavior and correlation with powder-forming parameters of dusty plas- 
mas. Two different types of differentially pumped mass spectrometer, namely a 
Hidden Analytical Limited plasma monitor type EQP 500 with a mass limit of 
512 amu [14, 19, 201 and a Balzers plasma process monitor type PPM 421 with a 
mass range option up to 2048 amu [21] were independently employed, both equip- 
ped for neutral analysis, positive and negative ion extraction, and mass and energy 
measurements. Both instruments also allowed time-resolved measurements with a 
time resolution of about 2 ps [14]. 

The multiangle polarization-sensitive light-scattering system used to determine 
the particle size (Y) and particle number density (npart) is shown in Figure 8.2 1221. 
An argon-ion laser operating at 488 nm was used as the light source. The detection 
system consists of three identical independent detectors composed of a polarizer, a 
diaphragm to define the solid angle, a collection lens, a bandpass filter, and a cali- 
brated silicon photodiode. The scattering volume used in these experiments was 
1 mm3. Three scattered signals (45", 90", 135") and the transmitted intensity were 
simultaneously digitized by an acquisition system. Four photodiode signals were 
measured, starting from plasma ignition in four different laser and detector polar- 
ization combinations. The present design of the light scattering allows particle size 
determination down to radii of 2 nm and particle number densities in the range 
10'4-10'7 mP3. In contrast to other laser scattering methods [23], multiangle polar- 
ization-sensitive light scattering also provides information about the sphericity of 
the dust particles, which is important for a proper understanding of the associated 
agglomeration processes. The detection of any cross polarization signal gives addi- 
tional valuable information about the particle shape. 

Elastic light scattering by spherical homogeneous particles can be described by 
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the Rayleigh-Gans theory for particles smaller than -0.1 A and by the Lorenz- 
Mie theory for larger particles 124, 251. An iterative procedure was used to de- 
termine the particle radius and the particle number density [26]. The degree of linear 
polarization, which depends on the complex refractive index (m), is independent of 
the particle number density, but is a multivalued function of the size parameter. To 
solve the indeterminate problem of four unknown quantities (mr, m,, r,  npart) from 
three independent measurements, the scattering angular disymmetry method has to 
be used. 

Depending on the type of information being looked for with respect to powder 
formation, other light-scattering systems have been used. In particular, for the study 
of the powder dynamics in these plasmas either white or laser light (Ar-ion and 
He-Ne laser) has been used as a light source. For powder dynamics investigation 
the beam was widened through a four-prism beam expander to illuminate the whole 
electrode gap, and the scattered light at 90" was detected by means of a CCD 
camera, which was then treated using an image-processing program [27, 281. 

A system similar to the one described above has been used to measure the visible 
photoluminescence of the particles suspended in the plasma where the detection 
system of the light-scattering arrangement was replaced by a collection lens and a 
monochromator [29]. This arrangement allowed the measurement of the emission 
spectra. 

Finally, in situ infrared absorption spectroscopy was used to obtain information 
about the chemical nature of the growing particles, its transition from cluster to 
particle, and the depletion of the feed gas [30]. The spectra were collected using a 
Bruker IFS-66 Fourier spectrometer (spectral range 600-5000 cm-' , spectral res- 
olution 1 cm-I). The exiting infrared light beam from this instrument was sent 
through the plasma via ZnSe windows and detected by means of an external nitro- 
gen-cooled HgCdTe detector. 

8.3 Structure of the Silicon Nanoparticles 

8.3.1 Morphology 

The as-prepared powder varied from yellowish to reddish-brown to black in color 
and consisted of very small particles with sizes ranging between 8 and about 200 nm, 
as observed by transmission electron microscopy. As illustrated by the conventional 
electron micrograph shown in Figure 8.3, the particles are agglomerated in black- 
berrylike or even cauliflowerlike shapes, forming a highly porous powder with a 
large specific surface area (up to 162 m2 g-') [31]. HREM generally shows an 
amorphous contrast appearance throughout the material with no indications of 
crystalline ordering, as is shown in the HREM micrographs captured at low mag- 
nification in Figure 8.4 [32] and also confirmed by the diffuse rings observed in the 
selected area electron diffraction (SAED) patterns in Figure 8.5. Individual particle 
surfaces are rough, as shown in Figure 8.6, with nearly spherical entities of 1 to 2 nm 
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Figure 8.3. TEM image of as prepared Si particles 
showing the agglomeration. 

Figure 8.4. HREM image of as-prepared Si 
particles. 

showing annular contrast features that protrude from the surface, suggesting that 
the particle formation process takes place by the agglomeration of clusters. Careful 
HREM imaging reveals annular (encircled) as well as fringelike (arrow) contrast 
features, about 1.5 nm in size, within individual amorphous particles, as shown in 
Figure 8.7. These observations suggest the presence of partially ordered regions, the 
dimensions of which are below the size of the smallest crystallites observed upon 
annealing, as will be discussed in Section 8.5 [33]. This ordering in the nanometric 
scale is between the short-range order of the amorphous network and the long-range 
translational order of crystals and has been attributed to arising as a result of 
the presence of clusters that are formed during the particle synthesis process, as will 
be discussed in Section 8.4. Fivefold twinned structures formed during crystal- 
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Figure 8.5. SAED pattern of the amorphous Si powder. 

Figure 8.6. HREM image of an individual particle 
revealing its high surface roughness. 

lization at elevated temperatures are believed to nucleate at such preexisting seeds 

The stability of clusters of carbon, silicon, and germanium having a cage or a 
cage-core configuration, and their possible role in the crystallization of the diamond 
cubic (dc) materials, has been discussed recently in the literature [34, 35, 37-40]. A 
common feature of all these models is the presence of inherent noncrystallographic 
symmetries (pentagonal rings), which, owing to a possible enhanced nucleation 
probability, may play an essential role in the formation of crystalline phases. The 
Gels cluster is proposed to serve as the nucleus of fivefold twinned structures in 
thin-film formation processes by physical vapor deposition [35]. Attachment in 
crystallographically favorable positions of atoms from the surrounding amorphous 
phase on the 15-atom seed has been proposed to lead to a fivefold twinned crystal- 
lite. Such fivefold twins are among the first ordered structures formed with the onset 
of crystallization in these materials [33]. 

Image contrast calculations according to appropriate structural models may help 
to substantiate the interpretation of contrast features discussed above. A first cal- 
culation of HREM image contrasts was attempted utilizing a relatively simple 
cluster model consisting of 45 and 75 atoms [41]. The image contrast calculations 
for two characteristic defocus settings for a 100-atom cluster in different highly 

[34-361. 
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Figure 8.7. Part of an amor- 
phous SI particle exhibiting 
respectively annular (marked 
by circles) and fringelike 
(marked by arrows) contrast 
features. 

Figure 8.8. Image contrast calculations for a 100-Si- 
atom cluster model in three highly symmetric ori- 
entations with respect to the electron beam. Top and 
bottom of the image pairs correspond to two charac- 
teristic defocus settings. 

symmetric orientations of the model with respect to the electron beam are shown in 
Figure 8.8. The left-hand pair corresponds to a fivefold orientation, the middle one 
to a pseudotwofold orientation, and the right-hand pair to a threefold orientation. 
The Silo0 cluster is based on a 20-atom core in the shape of a pentagonal dodeca- 
hedron, 12 pentagonal faces of which are decorated by truncated pentagonal bi- 
pyramids [42]. A direct comparison of experimental and calculated image contrasts 
has to take into consideration that (i) the size and structure of the clusters may not 
necessarily correspond completely to the model used, (ii) arbitrary orientations of 
such clusters may coexist, and (iii) the clusters are not isolated but embedded in a 
matrix consisting of a random network that acts as “glue” in coexistence with other 
clusters. Dedicated methods of image processing that allow one to discriminate 
corresponding image contrast by image evaluation, pattern recognition, and tem- 
plate matching are not yet available for amorphous structures. 

8.3.2 Vibrational Spectroscopy 

8.3.3 Infrared Spectra 

Figure 8.9 shows the infrared spectrum of a typical powder sample measured in the 
transmission mode. Strong bands at 640, 840, and 880 cm-’ can be assigned to the 
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silicon-hydrogen [Si-H and SiH2] rocking, bending, and scissors mode vibrations, 
while the bands between 2000 and 2100 cm-' arise from the silicon-hydrogen [Si- 
H, SiH2, and (SiH2)J stretching vibrations. The Si-H, SiH2, and ( S ~ H Z ) ~  stretching 
modes are usually observed in highly porous a-Si:H films with large void fractions 
[43]. The Si-H stretching bond is predominant in the amorphous silicon films. The 
SiH2 stretching (at 2080 cm-') and for some powders the (SiHz), stretching (at 2100 
cm-') are relatively more dominant modes compared to the normally dominant Si- 
H modes in a-Si:H thin films. Hydrogen content in the powders, as estimated from 
the integration of the wagging mode of Si-H, was about 30%, which agrees very 
well with the estimation made from hydrogen effusion experiments [17]. Exposure 
to the atmosphere oxidizes the powders, as can be noted from the prominent sili- 
con-oxygen absorption band centered around 1050 cm-' , oxygen-hydrogen bend- 
ing centered at 1630 cm-', and the 0-Si-0 wagging mode vibrations at 460 cm-'. 
In addition there is also the presence of the Si-03 mode at 2250 cm-l, signifying the 
presence of oxidized surfaces. Oxidation occurs immediately after exposure to the 
atmosphere, as has also been reported for silicon powders prepared in high vacuum 
that oxidized rapidly even when they were left under vacuum [44]. 

8.3.4 Raman Spectra 

Phonon confinement effects in silicon particles become predominant for particles 
with diameters less than 10 nm. The Raman spectra of some silicon nanopowders 
show a broad structure between 430 and 530 cm-l, arising from amorphous silicon 
with several distinct superimposed peaks at 480 cm-' or higher, which were as- 
signed to molecularlike or localized modes arising from small ordered regions 
(Figure 8.10) 1451. Typical Raman spectra of silicon particles show three major 
features: vibrations due to silicon oxide and silicon acoustical phonons between 250 
and 450 cm-', silicon optical phonon vibrations between 450 and 550 ern-', and the 
550 and 700 cm-' spectral region arising from silicon-hydrogen rocking vibrations 
(Fig 8.11) [46]. As we observe in the infrared spectra, a nonnegligible quantity of 
oxygen is present in the as-prepared powder upon exposure to the atmosphere. The 
changes in the oxide stoichiometry during the annealing procedures lead to the dis- 
appearance of crystalline order symmetry-forbidden contributions to the Raman 
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Figure 8.11. Raman spectrum of 
typical silicon nanopowder. 

spectra from acoustical phonons. The Raman intensity in this region is considerably 
reduced upon annealing the samples at temperatures above 700 "C (Figure 8.12). 
The broad structure around 620 cm-' was assigned to Si-H rocking modes [47], but 
peaks at similar frequencies have also been suggested to arise owing to combina- 
tions of optical and acoustical phonons in Si structures of reduced dimensionality 
such as porous Si or from accidental critical points [48, 491. When the samples were 
annealed to 500 "C, the Raman intensity of this peak reduced, although the samples 
remained amorphous (as will be discussed in Section 8.5) and at temperatures above 
650 "C it disappeared completely. The structural changes that occur at the anneal- 
ing temperatures under consideration may be related to Si-H vibrational bands and 
agree pretty well with the hydrogen evolution characteristics [ 17). Since hydrogen 
can also be expected on the surface of porous silicon, as has been reported in Ref- 
erences [48] and [49], it was argued that the 580 to 680 cm-' band involves Si-H 
vibrations [ 181. 
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Figure 8.12. Raman spectrum of samples annealed 
for one hour at different temperatures (the crystal- 
line silicon vibrational band is shown for 
reference). 
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8.4 Silicon Nanoparticle Synthesis and Related Properties 

8.4.1 Powder Precursors 

Extensive investigations have been carried out to identify the precursors and the 
associated gas phase reactions for powder formation in silane plasmas. Some re- 
searchers believe that the neutral radicals lead to particle formation by the insertion 
of lower silane radicals into higher saturated molecules [50, 511. Positive ions have 
also been considered as a potential powder precursor, although it has been shown 
that activation barriers prevent the formation of high-mass cations [52]. Negative 
ions, first reported to exist in silane plasmas by Perrin et al., are trapped in these 
discharges by the sheath potentials, and it is generally accepted that plasma poly- 
merization proceeds along a negative ion path [53, 541. 

No high neutral masses or positive ions were observed in a silane plasma, as has 
been reported in the literature (Figure 8.13(a)). However, high-mass anions of 1600 
amu containing up to 60 Si atoms could be detected in modulated silane plasmas 
[21]. The negative ion intensity and the presence of particulates in plasma depends 
strongly on the power modulation frequency. A clear anticorrelation between the 
powder appearance and negative ion intensity was found that has been explained to 
arise from the detrapping of negative ions during the plasma off phase. 

For low modulation frequencies all the negative ions formed leave the discharge 
volume, whereas at high frequencies the plasma off time is too small to empty the 
discharge of all the negative ions. In this case the negative ions remain trapped, 
accumulate, and polymerize to higher masses, which in turn leads to powder for- 
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Figure 8.13. Mass spectra of neutral (a),  
positive (b), and negative (c) ion groups in a 
pure silane R F  plasma. This raw data, with 
low mass resolution, is uncorrected for any 
mass-dependent falloff in sensitivity. 

mation. This has been confirmed by observations made in time-resolved mass 
spectroscopic studies [14]. 

The ratio of H to Si atoms within each cluster of the spectrum shown in Figure 
8.13(c) is plotted in Figure 8.14. A transition occurs in the maximum-abundance 
H:Si ratio at n - 5, passing from a (Si,H2n+2) dominance to a size-independent 
ratio H:Si = 4/3 for cluster sizes above n - 10. If the (SinH2n+~) sequence were fol- 
lowed indefinitely, the ratio would have been 2 in the limit of large n [21], which 
demonstrates that silanions are highly cross linked, three-dimensional structurcs. 
Given the absence of double bonds in silicon clusters and neglecting dangling 
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bonds, H:Si=4/3 corresponds to equal numbers of Si-H and Si-Si bonds within 
the most abundant clusters. The constant ratio also shows that pure Sin cores with 
surface H atoms can be excluded as they cannot be regarded as cluster ions in the 
strict sense of the term (SiH,)-(SiH4), for which H:Si + 4. 

The regular nature of the mass distribution in Figure 8.13(c) suggests that a sim- 
ple statistical approach might be sufficient to explain its form. A simulation of the 
mass spectrum by means of random bond theory [55 ]  (Figure 8.15(a)) shows a good 
agreement with the measured mass spectrum (Figure 8.15(b)) [56].  This similarity 
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supports the hypotheses of the statistical nature of the hydrogen distribution within 
the Si anion clusters. 

Silane is dissociated by electron impact, producing mainly neutral species like 
SiH, SiH2, and SiH3, as well as positively and negatively charged species. Whercas 
neutral precursors are argued predominantly to contribute to the deposition of 
a-Si:H thin films, the initial gas phase polymerization occurs through negative ion 
clustering like the condensation reaction (8.1): 

Si,H,- + SiH4 + (Si,+lH,,-)* + (H, H2 products) (8.1) 

where the initiating step is the formation of monosilicon hydride anions by dis- 
sociative electron attachment to silane [ 141. 

Ion-ion recombination is a second possible pathway for polymerization: 

Si,H, + Si,H,'+ Sin! H,, i Si,H,y- + (Si, H, H2 products) (8.2) 

This reaction (8.2) results in a neutral cluster, and since heavy neutrals are not 
observed, it must be supposed that they are attached via 

Si,H, + e- (Si,H,-)* + Si,H,- (8 .3)  

Low-energy electron attachment in which the parent negative ion survives against 
dissociation or auto attachment has been shown to be the dominant channel oi" 
large clusters. Therefore, the ion-molecule (Eq. (8. I ) )  and ion-ion reactions both 
eventually lead to stable, higher-mass negative ions. 

8.4.2 Powder Formation and Agglomeration 

Starting from silane plasma (SiH4) under appropriate discharge conditions, a few 
tens of nanometer-sized particulates are formed shortly after plasma ignition. Figure 
8.16 shows a typical time development of the particle radius and particle number 
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Figure 8.16. Time development of the 
particle radius and particle number 
density in a pure R F  silane plasma. 
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density as a function of the discharge time, as obtained by the light-scattering 
method described above 122, 26, 29, 581. Rayleigh-Mie scattering measurements 
show a strong agglomeration starting from particles around the present detection 
limit for the Rayleigh-scattering system. The agglomeration phase under these con- 
ditions always leads to particles about 100-200 nm in size. The agglomeration 
phase is accompanied by a decrease over several orders of magnitude of the particle 
number density. It should be mentioned here that at the beginning of the agglom- 
eration phase, particle number densities in the order of l O I 5  mp3 are measured, 
which is just about comparable to the electron density. The particle size continues 
to slowly develop further by aggregation and processes analogous to film growth, 
leading to particles with a-Si:H properties as found by in situ IR absorption spec- 
troscopy (see also Figure 8.9) [30]. 

The presence of cross polarization intensities and e x  situ TEM measurements 
showed that during a time interval of the agglomeration phase, nonspherical par- 
ticles do exist [22]. The presence of nonspherical particles restricts the use of the 
classical Mie scattering theory. Interestingly, later in the time development of clus- 
ters, nearly spherical particles can be found again. The structure observed by TEM 
analysis reveals densely packed spheres (with a “blackberry” structure) composed 
of spherical particles around 20 nm in size. 

The particle size and particle number density could be modeled by a neutral ag- 
glomeration scheme, as is often employed in aerosol physics, namely the Brownian 
free molecular coagulation model [59, 601. Figure 8.17 shows that, despite the sim- 
plicity of the model, excellent qualitative agreement between the measured particle 
size and particle number density is achieved. The particle size distribution as 
observed by TEM analysis can be well described by a log-normal distribution. The 
time development of the particle distribution could also be described by the Brow- 
nian free molecular coagulation model extended by including a self-preserving log- 
normal distribution during time development [61]. 

A model of the particle charging in the plasma based on the equality of the elec- 
tron and ion current impinging on the particle together with the plasma neutrality 
shows that at low positive ion densities, particles as large as 40 nm in radius can be 
considered neutral [22]. Therefore neutral coagulation schemes can be applied to 
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Figure 8.18. Tentative scheme for particle growth from 
molecules in low-pressure silane plasmas. 

describe at least the initial step of the coagulation phase. The particles at the 
beginning of the agglomeration phase behave as neutrals and therefore their dwell 
time within the plasma is strongly reduced. Thus the gas drag, in particular in the 
shower head arrangement, may lead to large losses of these neutral or charge- 
fluctuating particle precursors, therefore inhibiting further agglomeration 1621. This 
fact may also explain the evidence that small-size nanoparticles (a few nanometers) 
can leave even a CW plasma and may therefore contribute to the growth of thin 
films [3]. These findings may lead to advanced techniques for incorporating con- 
trolled-size nanoparticles in a matrix for various applications. 

The above investigation leads to a tentative scheme, as shown in Figure 8.18, for 
particle growth from molecules in low-pressure silane plasmas [2 11. Powder pre- 
cursors other than negative ions might not be excluded under different plasma 
operation conditions or using different monomers. For instance if a neutral cluster 
[64] can reach a critical size or become large enough to be negatively charged by the 
R F  plasma, there is no need to invoke a slower, parallel anion pathway. 

In situ light-scattering experiments showed that the particle formation process 
passes through three distinct phases: the initial clustering phase (plasma chemistry), 
a second phase consisting of the formation of larger primary particles, and finally 
the aggregation of primary particles into agglomerates. The scattering signal could 
not be detected initially after the ignition of the plasma (for the first 15-20 seconds). 
Around this period the negative ion signal, which is monitored by ion-mass spec- 
troscopy, was found to increase as a function of time. After this stage of formation 
of the negative ions, Rayleigh scattering from the particles could be observed, which 
was used to determine the size of the primary particles (<30 nm). The number 
density of the particles was found to decrease rapidly concurrently with a rapid 
increase in the particle size, suggesting an agglomeration process. To sum up, the 
negative ions lose their charge as soon as they attain a critical size (of a few nm), 
whereupon these neutral clusters agglomerate into the primary particles by van der 
Waals interaction and form the spherical primary particles by further agglomer- 
ation and/or sintering processes. This agglomeration continues until the formation 
of powders so obtained. Shiratani et al. have also shown that the particle growth in 
low-pressure silane plasma includes nucleation, rapid growth, and growth satu- 
ration, which supports our observation and interpretation 1651. A schematic repre- 
sentation of the growth process is shown in Figure 8.19. 
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Figure 8.19. Schematic representation of the growth 
process of silicon nanopowders in low-pressure silane 
plasma. l ime (\i 

8.4.3 Powder Dynamics 

For future applications of plasma processes for the production of nanoscaled pow- 
ders, it is of prime interest to understand the powder dynamics, since powder 
handling, including powder collection and powder introduction into the plasma, is 
essential for appropriate processing. Powder dynamics in these plasmas is governed 
by several forces acting on the particles [66]. Besides gravity and electrostatic forces, 
thermal gradients in the reactor lead to thermophoresis [67] and the gas flow in- 
duces important gas drag forces on the particles. Also the plasma itself induces 
forces such as the ion drag [67] that are supposed to play an important role in the 
plasma dynamics. 

The time development of the powder dynamics has been studied by illuminating a 
cross section of the discharge by a polarized expanded laser beam, and the global 
spatiotemporal scattered light and extinction have been recorded by charge-coupled- 
device cameras [26, 271. In pure silane discharges a confinement of the powder in 
two layers is usually observed [58], which also depends strongly on the electrode 
temperature [68]. The scattered intensities show alternate bright/dark regions in 
time and space that reverse according to the polarization. The temporal variations 
show uniform particle growth over large regions of the powder layers. High-contrast 
spatial intensities demonstrated the existence of particle size gradients for the steady 
state pure silane plasma and also for powder trapped in argon plasma [26]. Large 
differences in the trapping topography in silane and argon-silane plasmas and 
trapped powder in an argon plasma revealed the importance of the plasma chem- 
istry in determining powder location. 

8.4.4 In Situ Diagnostics of Powder Properties 

Appropriate powder synthesis requires in situ powder diagnostics to monitor dif- 
ferent properties such as chemical composition, degree of crystallinity, and crystal- 
lite size during the powder formation processes. Two-particle diagnostics has been 
used to probe in situ the particles, namely measurement of visible photolumine- 
scence [29] and IR absorption spectroscopy 130, 691. 

Visible photoluminescence at room temperature has been observed in amorphous 
hydrogenated silicon particles during their formation in the silane R F  plasma [29]. 
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The appearance of visible photoluminescence coincides with the particle agglomera- 
tion phase, as shown by light-scattering experiments. 

The fact that the negatively charged particles are trapped in the R F  discharge 
opens new ways for plasma treatment of these particles. Processes such as coating 
of small particles with functional layers needs in situ diagnostics sensitive to their 
chemical composition. IR absorption spectroscopy has been applied to determine in 
situ these properties of the growing particles. In particular this technique has been 
applied to hydrogenated silicon particles to investigate the oxidation mechanism 
and to determine the composition of plasma-produced SiO, powders. 

Hydrogenated silicon particles have been produced in an argon- silane plasma 
followed by a trapping phase in pure argon. The IR absorption spectra of these 
trapped particles show no "spontaneous" oxidation. However, if small amounts of 
oxygen are added to these Ar discharges, typical features associated with silicon ~ 

oxygen vibrational bands appeared in the IR spectra. These experiments clearly 
show that despite the high reactivity of the silicon particles, multiple plasma treat- 
ment is possible without apparent oxidation between successive steps. These expe- 
riments demonstrated for the first time that successive plasma post-treatments of 
plasma-produced particles were feasible. 

Furthermore IR absorption spectroscopy has been employed to monitor the par- 
ticle composition in situ during SiO, particle synthesis. Figure 8.20 shows IR ab- 
sorption spectra for plasmas with different silane/oxygen content and for compar- 

Figure 8.20. IR absorption spectra of plasma-produced 
SiO, particles in a silane-oxygen plasma for (a) high and 
(b) low silane flow; (c) shows for comparison the TR 
absorption spectra of the commercial SiOz "Ludox LS" 

b N  70" R"" I W  1000 i.",, .mJ lUi0 I6iW 

wavanumberiern powder. 



8.5 Silicon Nunoparticle Processing 19 1 

ison an absorption spectrum from commercial SiOz (Ludox) powder of comparable 
size. At low silane concentration nearly stochiometric Si02 particles, comparable to 
the commercial powder, are obtained. Increasing silane concentration leads to sub- 
stoichiometric oxide powders. 

Besides valuable information on the solid state nature of the particles, IR ab- 
sorption spectroscopy gives information on the gas phase components such as silane 
depletion. In the case of the silane-oxygen plasma, it has been clearly seen that at 
low silane concentration, complete depletion occurs. The experiments described 
above clearly demonstrate that IR absorption spectroscopy is an important in situ 
diagnostic for powder synthesis and powder treatment by plasmas. 

Particle formation [70-721, particle dynamics [26], and particle morphology [73] 
in noble-gas-diluted plasma was found to differ from the case in pure silane. In 
particular, argon- [70, 71, 731 and helium-diluted silane plasmas have been inves- 
tigated 174, 751. Adding hydrogen and helium to a silane plasma (low silane con- 
centration) retards the powder formation process and reduces the powder density. 
At elevated silane concentration, powder disappears completely. On the other hand, 
argon dilution experiments reveal an acceleration of the powder formation com- 
pared to the pure silane case. Depletion might be responsible for many effects 
observed in noble-gas-diluted dusty plasmas, such as the appearance of different 
particle generations [76]. Differences in material properties and composition might 
also be found between powder produced in pure silane and silane noble gas mixture 
plasmas [73]. 

Besides processing aspects, dusty plasmas are of great interest for the foundations 
of plasma physics. Dust in the plasmas is known to change fundamental plasma 
properties such as electron density and temperature and they are also supected to be 
the reason for discharge transition [77], as frequently observed in RF  discharges. To 
understand the recent experimental results on powder formation in plasmas, con- 
siderable efforts in the modeling and theory of dusty plasmas has been begun [54, 
78, 791. 

8.5 Silicon Nanoparticle Processing 

8.5.1 Crystallization 

The annealing of the powders in a furnace as well as during in situ heating in the 
transmission electron microscope leads to the crystallization of the amorphous 
powder. If they were annealed for 1 h between 300 and 600 "C, no apparent struc- 
tural changes were observed. The nonhomogeneous atomic distribution with par- 
tially ordered regions, as revealed by dark-field imaging and HREM, which are 
observed in the as-prepared powders, become more pronounced, showing an in- 
creasing extent of annular contrast features. This structural rearrangement slightly 
below the threshold of long-range translational order is induced by H2 removal I171 
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Figure 8.21. Individual powder particles after 
various stages of annealing, showing different 
degrees of oxide surface layer formation. 

Figure 8.22. SAED pattern of the powder after 1 h anneal- 
ing at  700 "C. 

and the disintegration of SiO, phases [80]. When the critical size, which is estimated 
to be about 3 nm, is exceeded [81], stable crystallites may nucleate around these 
localized ordered regions and the growth could proceed by rearrangement of atoms 
at the amorphous-to-crystalline interface. 

Crystallization distinctly sets in upon annealing between 700 and 800 "C (Figure 
8.21). The SAED pattern of the annealed powder is shown in Figure 8.22, which 
exhibits dotted rings superimposed on diffuse broad rings, which is characteristic of 
a low-dimensional crystalline phase in an amorphous matrix. Frequent events of 
small-scale crystalline ordering are observed, as shown in Figure 8.23, where the 
diffractogram obtained by fast Fourier transformation (FFT) of the image exhibits 
faint { 11 1 } spots. In addition, fast-grown fivefold twinned crystallites can be ob- 
served, an example of which is shown in Figure 8.24. The corresponding diffracto- 
gram (FFT) clearly exhibits 10 spots of (111) type of the five mutually twinned 
units azimuthally rotated to each other by about 72". Even at this stage of crys- 
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Figure 8.23. Small-scale crystalline ordering 
after 1 h at 700 "C with the diffractogram 
(FFT) shown in the inset. 

Figure 8.24. Fivefold twinned crystallite formed 
by 1 h annealing at 700 "C with the diffractogram 
(FFT) exhibiting a pseudopentagonal symmetry. 

tallization, growth twinning is observed [33]. Since the excess twin energy is rather 
small, growth twinning is very common in dc semiconductors [34, 35,82,83]. Typical 
structures formed by growth twinning are shown in detail in Figure 8.25. Repeated 
twinning on alternate twin planes leads to the formation of parallel and azimuthally 
rotated twin lamellae and of additional multiple twin junctions (encircled, with the 
enlarged circle showing the original fivefold twin junction). The progress of crys- 
tallization upon annealing at 800-900 "C was monitored in detail by HREM. Up 
to 800 "C, crystallization is not observed uniformly throughout the particles and a 
certain proportion of amorphous portion remains in each particle. At 900 "C, in 
almost all particles an extended crystal lattice with characteristics of dc Si appears. 
Because of extensive growth twinning, a heavily faulted structure (an example is 
shown in Figure 8.26) is observed in many particles. The thermal treatment results 
in almost completely crystallized nanoparticles characterized by a high density of 
twin boundaries of various order. No considerable change in particle size or in the 
degree of agglomeration was observed. Besides amorphous remnants in the interior 
of particles, an amorphous shell covering the crystalline cores is distinctly visible. 
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Figure 8.25. Fivefold twin junction (circle with arrow) surrounded by par- 
allel and azimuthally rotated twin lamellae with additional multiplc t u i n  
junctions (encircled) formed by growth twinning. 

Figure 8.26. Heavily twinned structure in a 
crystallized region after 3.5 h at  800 "C. 

As we have noticed from vibrational spectroscopy (Section 8.3) even in the as- 
prepared powder a nonnegligible quantity of oxygen contaminates the powder from 
exposure to the atmosphere [17]. Rapid formation of silicon oxide, which is non- 
stoichiometric (as interpreted from the infrared spectroscopy), begins with anneal- 
ing at temperatures above 350 "C. The formation of an oxide shell was clearly 
visible by HREM only in samples annealed at 700 "C or higher, as can be recog- 
nized by comparison of the images shown in Figure 8.21. At 900 "C the oxide sur- 
face layer evolves to a thickness of about 2 nm. Because of this oxide layer, sintering 
of particles is effectively prevented [82]. 

It is interesting to note that the crystallite sizes are much smaller compared to the 
actual particle size, as the crystallization process is limited to the primary particle. 
Quantitative metallography as well as the analysis of the X-ray peaks result in a 
mean crystallite size of only 4.5 nm (700 "C) and 6 nm (900 " C )  respectively in the 
polycrystalline particles. The kinetics of the crystallization as followed during in sifu 



8.5 Silicon Nmoparticle Processing 195 

(a) (b) (c) 

Figure 8.27. Electron diffraction pattern of the silicon powder: (a) as received; (b) 10 min at 650 "C; 
(c) 1 h at 650 "C. 

Figure 8.28. Grain growth of silicon particles at 800 "C. 

annealing in TEM is shown in Figure 8.27. After 10 min annealing at 650 "C, the 
first signs of crystallization could be noticed. Complete crystallization (when the 
diffraction pattern did not change anymore) is reached after 1 h. During annealing, 
the grains grow from a mean diameter of 4.5 nm up to 10 nm after 7.5 h at 800 "C 
(Figure 8.28). In addition to the crystalline grains in the particles, an amorphous 
surface layer of silicon oxide of 1.5-2 nm is observed. The results of the in situ 
observation of the sintering behavior of the silicon powder mounted on a GATAN 
hot stage at 900 "C are shown in Figure 8.29(a), which is schematically represented 
in Figure 8.29(b). Figure 8.29ja) shows the difference in the microstructure after 
10 min sintering. The shrinkage range is still very small, but we can observe some 
particle movement (rearrangement). This particle movement is more clearly shown 
in Figure 8.29(b), the arrows indicating the direction of the movement. A neck 
formation or a neck growth were, however, not observed. 

8.5.2 Sintering 

8.5.3 Thermodynamics 

During heating up to the sintering temperature, the amorphous powder crystallizes. 
Because the thermodynamically stable minimum crystallite size of Si grains has 
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Figure 8.29. Sintering behavior of 
Si powder. (a) In situ observation in 
the TEM. (b) Schematic view of the 10 min Overlap of 

the two figures particle movement. 
0 min 

been reported to be between 4 [81] and 7-8 nm [86], we can expect to obtain 
monocrystalline powder particles upon annealing. The Si clusters in the powder 
particles act as seeds for the crystallization process [36]. A thermodynamic calcu- 
lation carried out by Veprek et al. suggests a stable size of the crystalline seeds of 3 
nm (or more than 1000 Si atoms per cluster) [51, 811. The relatively large size of the 
nucleus also explains why no grains smaller than 3 nm could be observed. Addi- 
tionally, the amorphous oxide layer around each grain inhibits the grain growth 
across the particle-particle interface, which limits the maximum grain size. 

The nanosized a-Si particles show a very complex behavior during heating. The 
crystallization takes place at relatively high temperatures (>923 K), which is 0.55 
times the melting temperature (typical crystallization temperatures of Si are be- 
tween 710 and 870 K) [85 ] .  Additionally, we cannot observe monocrystalline par- 
ticles, the grain size after crystallization being only 3-4 nm, which implies that 
each particle consist of 4-6 grains and therefore also grain boundaries. Each par- 
ticle is coated with an amorphous layer of an oxygen-rich Si compound (SiO,). 
Figure 8.30 describes schematically the crystallization behavior of the amorphous Si 
particles. 

From a thermodynamic point of view, the transformation from the amorphous 
phase to the nanocomposite consisting of c-Si, a-Si, and SiO, may be regarded as a 
decomposition of the amorphous phase to the nanosized crystallites, an oxygen-rich 
surface layer, and the interfaces. In nanosized materials, and especially in the pres- 
ent example, this interface can be regarded as a separated phase in the Si particle, 
i.e. 

Inhomogeneous solid + (T  > 700 "C) 4 n crystallites + Interface 
amorphous/gas interface crystallite/amorphous + 

interface amorphous/ 
amorphous + 
interface amorphouslgas 

or with reference to the notation in Figure 8.30, 
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Figure 8.30. Schematic description of the crystallization 

amorphous Si. 1 2  

/ 
i a  /a 

The change in the Gibbs free energy ( G )  for the overall transformation may be 
expressed by considering the atomic fraction of amorphous material (only Si) as x 
and the Gibbs free energy of formation of the different phases and interfaces as 
DGfi ,  G ( T )  can be expressed as: 

A G ( T )  = ( 1  - x)AGp ( T )  + xAGp'/OI ( T )  + k A G p / u z ( T )  + AGpi /uz  ( T )  

- A G j q ( T )  (8.4) 

For geometrical reasons, we can say that the geometrical factor k in Eq. (8.4) will 
be equal to (1 - x ) .  Additionally AG 

It is well known that nanocrys ta l~~s t ruc ture  is not in equilibrium as a perfect 
crystal. Therefore, we cannot use the crystalline bulk state as the thermodynamic 
standard state, but we can define A G ' ( T )  = A G C / " ' ( T )  - A G p ( T )  and A G a ( T )  = 
AGj.T - A G p ( T )  as the excess Gibbs free energy for the interface and the amor- 
phous phases respectively. Therefore, (8.4) can be simplified as: 

( T )  can be assumed to be negligible. 

A G ( T j = x A G ' ( T j  - A G a ( T ) + ( l  - x ) A G ~ / ~ ~ ( T )  (8.5) 

From Eq. (8.5) we can conclude that the amorphous phase will be stabilized by the 
formation of a SiO, layer at the surface of the particle. 

The thermodynamic properties of an amorphous solid can be approximated by 
those of a supercooled liquid state for T <  T,. On the basis of cIassica1 thermo- 
dynamic theory, the excess enthalpic (AH"), excess entropic (ASQ), and excess 
free (AG") energy for the amorphous phase related to the crystalline phase were 
calculated using for A C p ( T )  = Cp"( T j - CpC( T )  the estimation of Battezatti and 
Garrone [87]. 

Figure 8.31 shows the calculated excess Gibbs free energy AG". For the values of 
A G ' ( T ) ,  only an estimation based on the results for metals was done [86]. The ex- 
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Figure 8.32. Calculated excess Gibbs free energy for the crystallization of a-Si. 

cess volume of amorphous Si (V, - V,) is 5.4% [88]. This value of the excess volume 
is in a good agreement with the expected value for a microstructure with crystallites 
of 3-5 nm. At this relatively low excess volume, we can also expect a low AG'( T ) /  
A G a ( T )  ratio. From the results of Lu [86], we can find a A G ' ( T ) / A G Y T )  ratio of 5 
(at T % 460 "C) up to 2 (at T z 1000 "C). The value of AGrr la2(T)  was estimated to 
be 1.26 kJ mol-' using an interface energy of 0.3 J m-2 and a specific surface area 
of 150 m2 g-'. Figure 8.32 clearly shows the stabilizing influence of the SiO, layer 
on nanosized particles. At 0.5 T,, the Gibbs free energy is 1.4 kJ mol-', which was 
estimated to be 13% lower for particles with an oxide layer. With these values, we 
estimated the maximum atomic fraction of amorphous phase in the Si particle at 
700 "C to be between 0.25 and 0.30. 

The results of this estimation of the thermodynamic behavior of the relatively 
complex system is in good agreement with other observations. The results from the 
HRTEM investigation as well as Raman spectroscopy show the presence of a non- 
negligible amount of amorphous phases even after the crystallization [18, 331. 
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8.5.4 Kinetics 

The sintering behavior of Si nanoparticles is not very well understood. Si is a co- 
valent material and the sintering temperatures of coarse Si grains is between 0.75 
T, (beginning of the densification) and 0.98 T, (maximum density). It is well 
known that the melting temperature ( T,) is reduced with decreasing particle size; 
particles with a size >10 nm show a linear decrease in T, [89]. For a particle size of 
17 nm the melting temperature is 95% of the melting temperature of the bulk 
material. This small difference in T, cannot really influence the sintering behavior 
of nanosized powders. On the other hand, the thermodynamic description of the 
crystallization behavior shows that, in this special case, the nanoparticles are stabi- 
lized by the oxide layer. Shi [89] showed that only free nanoparticles have a lower 
T,, while nanoparticles embedded in a matrix have T,s that depend upon the sur- 
rounding matrix. For example, it was observed that the melting point of tin (Sn) in 
an amorphous oxide matrix is much lower compared to the bulk melting point of Sn 
[90], whereas in a carbon matrix T, increases. Unfortunately, no adequate inter- 
pretation has been attempted in the literature to explain the observations of super- 
heating as well as melting point suppression for the same nanocrystals in different 
matrices [S9]. Hence the melting point of the Si crystals in the particles cannot be 
defined, but owing to similarities between Si and Sn we can assume a reduction in 
T, and also a suppression of the sintering temperature. 

Starting from the description of the microstructure of this system (Figures 8.28 
and 8.30) we have to discuss the sintering behavior in more detail with a model of 
particles with a hard, not “sinterable”, core and a soft sinterable surface layer. 
Following Jagota [91], for equal-sized, spherical, coated particles with a diameter d 
forming a packing with solid fraction r ,  the minimum coating thickness, c, to 
achieve full density is 

c/d= (l /r)’I3 - 1 (8.6) 

In agglomerated powders with a value of r of 50%, a coating thickness of 2 nm is 
sufficient for complete densification, whereas in areas between the agglomerates a 
coating of 5.5 nm is necessary. Here we will concentrate on the sintering of the 
agglomerates where c = 0.25d, because only for this area is the observed coating of 
2 nm enough for a full densification. 

The relative density after 10 min sintering at 900 “C as estimated from Figure 
8.29, using the normalized time t ’ ,  can be defined as: 

where z/ = sintering time; y = surface energy; 
sintering temperature (for Si02 at 900 “C:  q = 2 x 10l3 Pa s). 

lowing equation [92]: 

= viscosity of the coating at the 

The surface energy of amorphous SiO2 nanoparticles was obtained from the fol- 

(8.8) y’ = y( 1 - 83(a/r) + &(a/r)’ + . . .) 
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where y' = surface tension of nanoparticles; 0 = numerical coefficient 0 3 ,  0, = 1. 
r = radius of the particles; and a = lattice constant, or here the distance between the 
next neighbors. 

Using 0.2 J m-2 for y and 0.06 nm for a typical distance between tetrahedral SiOd 
[93], the calculated y' for 17 nm amorphous SiOz particles is 0.19 .I in '. With this 
value and a sintering time of 10 min, the change in the relative density is estimated 
to be 1%. These results show clearly that for this mechanism (viscous flow with hard 
core) in the system Si/SiO2 even in the nanosized domain at temperatures >0.5 T,, 
very limited sintering can take place (sintering time 1 month). This model is there- 
fore inadequate to describe the observed rearrangement of the nanoparticles upon 
annealing (Figure 8.29). 

Therefore a model based on the work of Gryaznov and Trusov (see, for example, 
Reference [92]) was used for the explanation of the observed rearrangement. We 
can assume that internal plastic deformation is inhibited in Si nanoparticles, espe- 
cially in the present case of polycrystalline particles, because the critical length for 
dislocation will be larger than the diameter of the crystallites or the particles. 
Therefore, the contribution of interparticle sliding to nanopowder shrinkage be- 
comes substantial. In the agglomerates the typical pore sizes are of the same order 
as the particle sizes (as can be deduced from the green density of the nano- 
composites) [94]. Such an ensemble of nanoparticles allows interparticle sliding 
where nanoparticles as a whole slip into pores. The driving force for such a process 
is the surface tension and the shrinkage rate, which can be approximately described 
by: 

dpldt = D,yr/kT (8.9) 

where Dq=-effective diffusion coefficient of nanoparticles in the agglomerate. The 
characteristic sintering time can thus be calculated as t' = kT(d/flu)' '/L),. D, de- 
pends upon the particle size and the surface diffusion: 

D, = ( a /d )3 /2Ds  (8.10) 

where D, = 1.3 x m2 s I ,  and 
therefore the characteristic sintering time is < 1 s. This value is comparable with the 
characteristic sintering time of Ni nanoparticles at 600 K. These results show that 
the sintering of agglomerated Si nanoparticles coated with SiO2 is fast at relatively 
high temperatures. This leads to a densification of the agglomerates, and a complete 
densification of the sample is impossible or possible only at very high temperatures, 
as observed for submicron or micron-sized Si powder. This observation is in agree- 
ment with the results presented by Kruis et al. [95], who reported the stabilization of' 
phases and the microstructure by a second phase even in a completely different 
nanocomposite system. A thermodynamic explanation of this phenomenon is still 
not possible at the present time. It is interesting to note that the use of the classical 
approach of sintering theory to explain the sintering of Si nanoparticles gives much 
lower characteristic sintering times (z' << 1 s). The reason for this difference needs to 
be studied in greater details. 

m2 spl ,  for Si nanoparticles, D, = 8.6 x 
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8.6 Conclusions and Prospects 

Here we have discussed the formation of 20-30 nm-sized silicon particles from 2-3 
nm clusters in a glow discharge of silane. Dusty plasmas and powder production in 
plasmas is a rapidly expanding topic and in particular the formation of nanometer- 
sized silicon-based powders has been extensively studied 1961. Most of these inves- 
tigations have been performed in low-pressure RF  silane or silane-noble-gas dis- 
charges. In these discharges, often operated near to conditions giving device-quality 
amorphous silicon, the negative ions are supposed to lead to powder formation. The 
plasma-produced particles show interesting properties such as visible photolumine- 
scence, and new diagnostic methods allow the in situ determination of chemical and 
morphological properties of the particles formed. It has been shown that plasma 
processes are suitable not only for powder production but also for particle mod- 
ification by adding, for instance, thin functional layers onto the particles or by the 
treatment of the surfaces of the particles. 

High-resolution transmission electron microscopic studies have revealed the 
presence of 1.5-2 nm clusters showing medium-range order with noncrystallo- 
graphic symmetry that were earlier predicted from Raman spectroscopic studies. 
This agrees well with the observations made during the Mie scattering experiments 
carried out during the particle synthesis and these clusters are believed to be the 
building blocks of the primary particles. Crystallization processes are governed by 
the clusters, which act as seeds. Besides small-scale crystalline ordering, from the 
very beginning of crystallization, fast-grown fivefold twinned crystallites are formed. 
The crystallization proceeds mainly by growth twinning, leading to a heavily 
faulted structure. The sintering behavior of nanosized Si powder was studied and it 
was observed that the powder morphology had a very important influence on the 
sintering behavior. Particles showed a distinct crystalline lattice at half the melting 
temperature of the bulk material. Additionally an amorphous silica layer on the 
surface of each particle, which forms during annealing experiments, influences the 
sintering behavior. 

These observations will be useful for the study of the properties of sintered ce- 
ramics and the optoelectronic properties of the tiny crystallites, which show quan- 
tum confinement effects [97-991. This study will also be helpful for the preparation 
of reaction-bonded silicon nitride and silicon carbide ceramics with tailored micro- 
structure. Further understanding of the growth of these clusters in the plasma will 
enable one, in effect, to control the primary particle sizes as well as the crystallite 
sizes in the final sintered bodies. 

Future efforts will go into the development of advanced powder handling, such as 
powder collection, powder feeding into the plasma, control of powder formation 
(size dispersion, agglomeration), and control of the composition of the particulates 
(chemical composition, crystallinity). Efforts also need to be made to understand 
the dispersion behavior of these particles so that appropriate surface treatment 
would allow the fabrication of less agglomerated powders. In order to utilize these 
powder particles in functional applications, studies on the disagglomeration of the 
particles, attaching appropriate polymeric chains, and the arrangement of these 
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in two- or three-dimensional matrices will be interesting. The effects of different 
matrices on the thermodynamic and optoelectronic properties of these or other 
nanoparticles need to be studied in further detail in order to profitably utilize the 
novel properties in nanocomposites for suitable applications [ 1 001. 
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Chapter 9 

Electron Transfer Processes in Nanostructured 
Semiconductor Thin Films 

P. V Kamat 

9.1 Introduction 

In recent years, researchers from various disciplines have been exploring novel 
and interesting properties of semiconductor nanoclusters (see, for example, recent 
review articles [ 1 - 1 11). These ultrafine semiconductor particles have potential 
applications in the area of microelectronics, photovoltaics, imaging and display 
technologies, sensing devices, and thin film coatings. For example, by making use 
of the principles of photoelectrochemistry, semiconductor nanoclusters have been 
successfully employed in the conversion of light energy [lo, 12, 131 and photo- 
catalytic detoxification of air and water [14-191. The unique properties and possible 
applications of semiconductor nanoclusters are summarized in Figure 9.1. 

Under bandgap excitation, semiconductor nanoclusters act as short-circuited 
microelectrodes and directly oxidize and reduce the adsorbed substrates (Figure 
9.2( a)). Alternatively they can promote a photocatalytic reaction by acting as me- 

hv . (Semicondueto) hv ’ - Nanocluster c 

I Photo Electrc- I L z iGz  
I ’  I 

Figure 9.1. Applications of semiconductor 
nanoclusters. 
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Figure 9.2. Photoinduced charge transfer processes in semiconductor nanoclusters: (a) under 
bandgap excitation, and (b) sensitized charge injection by exciting adsorbed sensitizer (S ) .  CB and 
VB refer to conduction and valence bands of the semiconductor and e, and ht refer to trapped 
electrons and holes respectively. 

diators for the charge transfer between two adsorbed molecules (Figure 9.2(b)). This 
process, which is commonly referred as photosensitization, is extensively used in 
photoelectrochemistry and imaging science. In the first case, the bandgap excitation 
of a semiconductor particle is followed by the charge transfer at the semiconductor- 
electrolyte interface. However in the second case, the semiconductor particle 
quenches the excited state by accepting an electron and then transfers the charge 
to another substrate or generates photocurrent. The energy of the conduction and 
valence bands of the semiconductor and redox potential of the adsorbed molecule 
control the reaction course of the photochemical reaction. 

In earlier reviews we have focused on the aspects of charge separation in semi- 
conductor nanocrystallites [3, 5, 101. The efficiency of charge separation can be 
greatly improved by employing surface modifiers, composite systems, and sacrificial 
donors/acceptors. One collective way to utilize these photoinduced charges in semi- 
conductor nanoclusters is to assemble them on a conducting surface in the form 
of thin films. The photogenerated charges in these semiconductor nanoclusters can 
then be utilized collectively to generate photocurrent or carry out selective oxidative 
and reductive processes. It should be noted that this area of material science is still 
in its infancy and has great potential for further technological advances. 

9.2 Preparation and Characterization of Nanostructured 
Semiconductor Thin Films 

Several efforts have been made in recent years to synthesize thin semiconductor 
films by chemical, electrochemical, and organized assembly methods [ 10, 12, 20- 
221. A simple approach involves casting of thin films directly from colloidal semi- 
conductor suspensions [22]. This method of preparation is relatively simple and 
inexpensive compared with the other existing methods such as chemical vapor 
deposition or molecular beam epitaxy. Preparation of semiconductor nanoclusters 
in polymer films [23-34) and LB films [35-391 has also been considered. The sol-gel 
technique has been found to be useful in developing nanostructured semiconductor 
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membranes with either a 2D [40] or 3D configuration [41-461. Organic-template- 
mediated synthesis has been employed to develop nanoporous tin( IV) sulfide mate- 
rials 1471. The nanostructured films are highly porous and can easily be surface 
modified with sensitizers, redox couples, and other nanostructured semiconductors 
[20, 39, 48-65]. 

9.2.1 From Colloidal Suspensions 

The nanostructured semiconductor films of different metal oxides, SnO2 [55], ZnO 
[50, 51, 66-73], Ti02 [37, 52, 54, 59, 61, 74-81], WO3 [82, 831 and Fe203 1601 have 
been prepared from colloidal suspensions. By controlling the preparative conditions 
of semiconductor precursor colloids it is possible to tailor the properties of these 
semiconductor films. These thin metal oxide films exhibit interesting photochromic, 
electrochromic, photocatalytic, and photoelectrochemical properties that are in- 
herited from the native colloids. 

The synthetic procedure involves preparation of ultrasmall semiconductor par- 
ticles (particle diameter 2-10 nm) in aqueous or ethanolic solutions by controlled 
hydrolysis. Colloidal suspension of SnO2 (particle diameter - 10 nm) is also com- 
mercially available (Johnson Matthey). The colloidal suspension of the metal oxide 
semiconductor ( -  1%) is coated onto a conducting glass plate (referred to as an 
optically transparent electrode, OTE) and dried on a warm plate. The film is then 
annealed at 200-400 "C in air for about 1-2 hours. The conducting surface facili- 
tates direct electrical contact to the nanostructured semiconductor thin films. The 
schematic diagram in Figure 9.3 illustrates the methodology of preparing thin film 
from colloidal suspensions. 

This simple approach of coating preformed colloids on a desired surface and an- 
nealing produces a thin semiconductor film that is robust with excellent stability in 

Preparation of SC 
colloidal suspension 
(3-30 nm diameter) 

ing glass surface with 

Figure 9.3. Methodology adapted for 
preparing nanostructured semiconductor 
thin films. A scanning electron micrograph 
of nanostructured Ti02 film is also shown. i o o  nln 

Annealing at 200-400°C 
produces high surface 
area SC thin film (-1 i~ m 
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both acidic and alkaline media (pH range 1-13). Usually one can achieve a thick- 
ness in the range 0.1-1 mm. It may be necessary to optimize the concentration of 
precursor colloid for a particular application since higher colloid concentrations 
lead to cracking of the film. The above-mentioned procedure can be repeated 
several times to cast thicker films. (For example, see corresponding references for 
the methodology of preparation of SnOz [55 ] ,  ZnO [5l], Ti02 1841, and WOi 1831 
films), 

Transmission electron micrographs of nanostructured films prepared from col- 
loidal suspensions show a three-dimensional network of metal oxide nanocrystal- 
lites of particle diameter < 5 nm 15.51. No significant aggregation or sintering effects 
could be seen during the annealing process. XRD analysis has also confirmed the 
crystallinity of these nanostructured films. A similar approach that consists in mix- 
ing two or more components prior to casting films has been considered to prepare 
composite films. For example, thin films of SnOz/TiOz composite semiconductors 
[85 ]  and CdS in polymer (polyvinyl carbazole or polymethylmethacrylate) 1861 have 
been synthesized. These composite films exhibit improved charge separation prop- 
erties compared to single-component semiconductor films. 

9.2.2 Chemical Precipitation 

It is also possible to carry out chemical precipitation of the desired semiconductor 
directly on the surface of another semiconductor or a conducting surface. This 
technique is especially convenient to grow thin films of 11-VI compound semi- 
conductor nanocrystallites, as illustrated in Figure 9.4 [51, 87, 881. For example, 
by successively dipping the ZnO film in Cd2+ and S2- solutions one can cast a 

- 
Cd2+ Cd2+ Cdz+ 

y- 
CdS 

ZnO 

Figure 9.4. Designing semiconductor heterostructures with selective adsorption of ions from solu- 
tion (right). Scanning electron micrograph of CdS nanocrystallites deposited on a ZnO thin film 
(left). The chemical precipitation was carried out by dipping ZnO film in Cd(C104)2 and Na2S solu- 
tions sucessively. (From Reference (221. Reprinted with permission from the American Chemical 
Society.) 
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thin film of CdS nanocrystallites. The yellow coloration of the film indicates for- 
mation of CdS on the ZnO surface. Such a chemical precipitation technique is 
especially useful for designing composite-type semiconductor films. The formation 
of uniform-size CdS clusters of diameter -20 nm is evident from the scanning 
electron micrograph shown in Figure 9.4. 

9.2.3 Electrochemical Deposition 

Electrochemical deposition is also a convenient technique for casting thin films of 
11-VI compound semiconductors, viz., CdS, CdSe, CdTe, and several mixed semi- 
conductor films. Quantum size Ti02 crystallites have also been deposited on con- 
ductive surfaces by anodic oxidative hydrolysis of Tic13 [75]. The synthetic details 
of the electrochemically deposited semiconductor films are discussed elsewhere [20, 
48, 63, 891. Electrochemically deposited semiconductor films are strongly adherent 
to the substrate and are composed of aggregated nanocrystallites [20, 90, 911. 
The nanocrystal size distribution (isolated or aggregated) can be controlled by the 
deposition current and temperature. 

9.2.4 Self-assembled Layers 

The surface-assembled layers of functionalized molecules that interact with the 
solid surface (e.g., thio compounds on gold surfaces) have been successively used 
to cast thin semiconductor films. Fendler and his coworkers [92, 931 have con- 
structed ordered nanostructured films of layer-by-layer self-assembly of cationic 
poly( diallylmethylammonium chloride) and negatively charged solid particles on a 
variety of substrates. More details on this procedure can be found elsewhere [93]. 

9.2.5 Surface Modification 

The porous metal oxide semiconductor films prepared from colloidal suspensions 
have a great affinity for interaction with organic dyes, redox couples, and organo- 
metallic complex molecules. This technique is especially convenient for extending 
the photoresponse of large-bandgap semiconductors with sensitizing dye molecules 
or for making the nanostructured films electrochemically active [55, 76, 941. Be- 
cause of the high porosity, large amounts of the sensitizing molecules (up to 0.1 M) 
can be incorporated in a nanocrystalline film of thickness of - 1 pm. Figure 9.5 
shows deposition of cresyl violet on nanocrystalline SnO2 film by the adsorption 
technique. 

The adsorbed dye has a blueshifted absorption band compared to the absorption 
band of the monomer. Significant interaction between the adsorbed molecules often 
leads to the aggregation effects. The deposition of monomeric and aggregate forms 
of chlorophyll and chlorophyllin on ZnO, Ti02 and Sn02 films has also been 
carried out [49, 57, 961. 
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I0 

Wavelength, nm 

Figure 9.5. Absorption spectra of dye-modified SnOz film. The absorption spectra of the dye in 
aqueous solution before and after immersing the OTE/SnO2 film shows the decrease in dye con- 
centration as it is adsorbed on the Sn02 nanocrystallites. (From Reference [95]. Reprinted with 
permission from the American Chemical Society.) 

9.3 Optical Properties 

9.3.1 Electron Storage and Photochromic Effects 

Reversible electrochromic and photochromic effects can be observed with thin films 
made from metal oxide colloids such as WO3, Sn02, and Ti02 [74, 80, 82, 83, 97- 
991. A blue coloration quickly develops as a result of electron storage at the trap 
sites when these films are subjected to UV irradiation or to an electrochemical 
(cathodic) bias. This effect can also be induced by radiolysis [loo]. A sonochromic 
effect has also been observed during the sonolysis of WO3 colloidal suspension 

The changes in the absorption observed at a nanostructured W03 film at different 
applied potentials are shown in Figure 9.6. The film turns blue as we irradiate these 
films with UV light. This is indicated by the increase in the absorption at wave- 
lengths greater than 500 nm. 

Similar blue coloration was also observed when the film was subjected to a nega- 
tive bias. The onset potential at which the electrochromic effect is observed corre- 
sponds to the flat band potential of the corresponding semiconductor and is 
dependent on the pH of the medium. By monitoring the optical absorbance, Fitz- 
maurice and his coworkers [74-105) have determined the flatband potentials of 
nanostructured films of Ti02 and GaAs and the extinction coefficient of the trapped 
electrons. On the other hand, ZnO [70], SnO;! [55], and CdS [lo61 films exhibit 
bleachng at potentials more negative than the flat band potential. The principle 
behind these chromic effects is shown in Figure 9.7. 

The bandgap excitation of W03 particulate film leads to charge separation fol- 
lowed by trapping of charge carriers (Eq. 9.la), 

[loll. 
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Figure 9.6. Effect of bandgap excitation on the absorption of WO3 particulate film cast on an OTE 
glass plate. Difference absorption spectra were recorded, (a) before photolysis, (b) 5 ,  (c) 10, and 
(d) 30 seconds after UV photolysis. The film was preannealed at a temperature of 423 K. (From 
Reference [83]. Reprinted with permission from the American Chemical Society.) 

Figure 9.7. Photoinduced charge separation and electron trapping processes leading to photo- 
chromic effect in metal oxide semiconductor nanocrystallites. CB and VB refer to conduction and 
valence bands of the semiconductor, and et and ht refer to trapped electrons and holes respectively. 

WO3 hv > Eg + WO3 (eCB. . . h v ~ )  + W03(et + h,) 

wo3 (et + h,) + D -+ W03 (et) + D+ 

(9.la) 

(9.lb) 

where eCB and eVB refer to free charge carriers in the conduction and valence bands, 
et and h, represent trapped electrons and holes, and D is a hole scavenger respec- 
tively. In the presence of a sacrificial electron donor such as oxalic acid the photo- 
generated holes are quickly scavenged (Reaction (9. lb)) thus reducing the possi- 
bility of charge recombination. Similar stabilization of trapped electrons has been 
observed for other metal oxide colloids such as Ti02, ZnO, and WO3. These elec- 
trons trapped at the metal ion sites (e.g., Ti4+ in Ti02 or W6+ in wo3) are known 
to exhibit characteristic broad absorption in the red-IR region. The photochromic 
effect observed with W03 particulate film was reversible. When the UV irradiation 
was stopped, the blue color slowly disappeared in air and the original color of the 
film was restored. The recovery in air was rather slow (10-20 min) since the reduc- 
tion potential of 0 2  is slightly more negative than the flat band potential of wo3 
(Efi - -0.2 V VS. NHE). 
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Spectroelectrochemical and microwave absorption experiments suggest that 
trapped electrons are the major species responsible for the blue coloration of the 
film [58,  831. The biphotonic dependence of microwave conductivity indicated that 
the free carriers in the conduction band of the semiconductor can only be achieved 
by reexciting the trapped charge carriers with a second photon. Since the trapped 
electrons have a long lifetime, this provides a convenient method of storing elec- 
trons. Investigations of the trapping process by picosecond laser flash photolysis 
indicate that this trapping process occurs in a subnanosecond timescale [82]. The 
electron storage effects in such semiconductor nanostructures have potential appli- 
cations not only in electrochromic devices, but also in building electronic devices 
such as microcapacitors. Such a concept has also been demonstrated recently by 
employing a WO3 electrode as a counterelectrode in a photochemical cell [ 1071. 

9.3.2 Photocurrent Generation 

The semiconductor particles immobilized on a conducting glass behave as an inter- 
connected array of microelectrodes. When subjected to bandgap excitation they are 
capable of generating photocurrent collectively. This makes them especially suitable 
as photosensitive electrodes in photoelectrochemical cells, the principle of which is 
illustrated in Figure 9.8. 

The photoelectrochemical characteristics of these nanostructured semiconductor 
films are similar to those of a polycrystalline semiconductor material. Under illu- 
mination with UV light these metal oxide films undergo charge separation to form 
electron-hole pairs. The differing rates of electron or hole transfer into the electro- 
lyte results in the accumulation of one of the charge carriers within the film [48, 55,  
61, 63, 84, 108, 1091. For example, one can accumulate electrons in a nanocrystal- 
line Ti02 film if photogenerated holes are scavenged by hydroxide ions. The vary- 
ing degree of electron accumulation changes the pseudo-Fermi level and creates a 
potential gradient to drive away the electrons towards the collecting surface. The 

Figure 9.8. Mechanism of photocurrent generation in 
a nanostructured semiconductor film. The electrons 
accumulated in Ti02 nanocrystallites are collected at  
the optically transparent electrode (OTE) surface and 
are transferred to the counter electrode via the external 
circuit. 
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Figure 9.9. Photocurrent action spectrum of (a) OTE/Sn02 (M), (b) OTE/Ti02 (0), and (c) OTE/ 
SnOz/TiOz, (A) electrode in deaerated 0.02 M NaOH. (Excitation source: monochromatic light 
from the xenon lamp. The electrodes were maintained at a bias potential of 0.8 V. The composition 
of composite semiconductor film was 0.18 mg cm-2 of SnOz and 0.18 mg cm-2 of TiOz.) See 
Equation (9.2) for the analysis of IPCE. (From Reference [85]. Reprinted with permission from the 
American Chemical Society.) 

photoelectrochemical properties of these films are susceptible to surface-adsorbed 
species such as oxygen 1841, charge recombination at the grain boundaries [55 ,  611, 
and leakage of electrons into the solution instead of generating photocurrent [63, 
1 lo]. However, a properly designed semiconductor particulate system and a suit- 
ably matched redox couple can greatly improve the efficiency of charge separation 
and thus the photoelectrochemical performance of the nanostructured semiconduc- 
tor film. 

The photoelectrochemical response and absorption spectra of the Sn02, TiO2, 
and SnOz/TiOz nanoclusters immobilized on a conducting glass surface are shown 
in Figure 9.9. The incident photon-to-photocurrent efficiency (IPCE) was deter- 
mined by measuring the photocurrent of the OTE/Ti02 electrode at various exci- 
tation wavelengths and using the expression 

IPCE (%) = 100( 1240isc)/(AIinc) (9.2) 

where is, is the short-circuit current photocurrent (A cm-2), I,,, is the incident light 
intensity (W cm-2) and 1 is the excitation wavelength (nm). The onset of photo- 
current is seen at the wavelengths -360 and -400 nm for SnO2 and Ti02 films, 
respectively. The increase in the photocurrent at excitation wavelengths below this 
onset wavelength closely matches the absorption characteristics of SnOz (Eg = 3.5 
eV) and anatase Ti02 (Eg = 3.2 eV). This indicates that the observed photocurrent 
is initiated by the excitation of semiconductor nanoclusters in the thin film. The 
composite film, OTE/Sn02/Ti02, exhibited hgher IPCE than OTE/Sn02 or OTE/ 
TiO2. A maximum IPCE of - 25% was obtained at 325 nm. The higher IPCE of the 
OTE/Sn02/Ti02 electrode is suggestive of increased charge separation in the com- 
posite film. The generation of anodic current is also indicative of the fact that the 
direction of flow of electrons is towards the OTE surface. 
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One can observe novel effects from the thin films consisting of semiconductor 
structures in the form of multiple quantum wells (MQW) or superlattices (SL). 
Nozik and his coworkers have carried out an photoelectrochemical study on 250 A- 
thick GaAs/GaAso.jPo S superlattice film [I 1 I - 1 141. The photocurrent action spec- 
tra of lattice-matched superlattice electrodes in photoelectrochemical cells show 
structure with stepped waves that correspond to the quantum states in the quantum 
wells of superlattice. The question regarding the hot electron transfer from upper 
quantum states into solution has also been addressed both with a kinetic model and 
experimental results [ I  14-1 161. The flat band potential and photocurrent spectra of 
a single quantum well was also investigated in these studies. 

9.3.3 Sensitization of Large-Bandgap Semiconductors 

The process of utilizing subbandgap excitations with dyes is referred to as photo- 
sensitization and is conveniently employed in color photography and other imaging 
science applications. This approach of light energy conversion is similar to plant 
photosynthesis, in which chlorophyll molecules act as light-absorbing antenna 
molecules. The dye-modified semiconductor films provide an efficient method for 
mimicking the photosynthetic process. Bignozzi et al. have presented a supra- 
molecular approach for designing photosensitizers [ 1 171. By optimizing the design 
of light-harvesting molecules (sensitizers) it should be possible to suppress the inter- 
facial charge recombination and improve the cross section for light absorption. 

The strong surface-bonding property of the nanostructured semiconductor films 
facilitates surface modification with electrostatic or charge transfer interactions. 
The high porosity of these films enables incorporation of sensitizing dyes in large 
concentrations. The nanostructured Ti02 films modified with a ruthenium complex 
exhibit photoconversion efficiencies in the range of 10% [76], which is comparable 
to that of amorphous-silicon-based photovoltaic cells. 

The photocurrent response evaluated in terms of photon-to-photocurrent effi- 
ciency (IPCE) of SnOz is shown in Figure 9.10 [55 ] .  The IPCE maximum of the 
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Figure 9.10. Sensitized photocurrent generation at an SnO2 nanocrystalline semiconductor film 
modified with a ruthenium(I1) polypyridyl complex (Ru( bpy)2(dcbpy)2+) in a photoelectrochemical 
cell containing 0.04 M 12 and 0.5 M LiI in acetonitrile as electrolyte. (Reprinted with permission of 
the American Chemical Society. From Reference 1551.) 
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Figure 9.11. Mechanism of sensitized photo- 
current generation in a nanocrystalline 
semiconductor film. Charge injection from 
excited sensitizer (S*) into semiconductor 
nanocrystallites and regeneration of the sensi- 
tizer by the Red/Ox couple are two important 
steps in this process. OTE Nanocrystzlites Electrolyte 

surface-modified Sn02 film closely matches the absorption maximum of the sensi- 
tizer. The SnO2 film, which is sensitive only to UV excitation (see Figure 9.9) prior to 
surface modification, responds to the visible light (wavelengths greater than 400 nm) 
as a result of surface modification. This shows that a photosensitization mechanism 
(Figure 9.11) is operative in extending the photocurrent response of the SnO2 film. 

When the electrode is illuminated with visible light, the sensitizer molecules ab- 
sorb light and inject electrons into the Sn02 particles. These electrons are then col- 
lected at the conducting glass surface to generate anodic photocurrent. The redox 
couple (e.g. 13-/1-) present in the electrolyte quickly regenerates the sensitizer. By 
choosing an appropriate sensitizer it is possible to tune the photoresponse of these 
nanostructured semiconductor films. For example, sensitizing dyes such as chloro- 
phyll a [ I  181 and chlorophyll b, [49, 571, squaraines [62, 1191, rhodamine [120], and 
oxazines [94] can extend the photoresponse of SnOz films to the red-infrared re- 
gion. The maximum IPCE in the example discussed in Figure 9.10 (around 50%) 
shows that nearly half of the injected charge from the excited sensitizer is lost as a 
result of recombination with the oxidized sensitizer. By optimizing the operating 
conditions it is possible to improve the performance of the IPCE of the sensitizer- 
based cells. Ru-complex modified Ti02 nanostructured films exhibit an IPCE of 
nearly 90% under optimized light-harvesting conditions [76]. Both experimental 
and theoretical evaluations of these cells have been carried out and the efficiency- 
limiting factors have been identified [I  21-123). 

9.3.4 Photocatalysis 

The photocatalytic properties of anatase Ti02 particles in degrading undesirable 
organics from air and water are well documented [15, 17, 18, 124-1261. Organic 
materials such as hydrocarbons, haloaromatics, phenols, halogenated biphenyls., 
surfactants, and textile dyes in Ti02 slurries have been successfully mineralized. For 
reactor applications it is convenient to immobilize the semiconductor particles on a 
suitable substrate. Few studies have been reported with Ti02 particles immobilized 
on glass substrates [125, 127, 128). 
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When semiconductor particles are subjected to bandgap excitation, charge sepa- 
ration occurs in each of these particles. One can thus utilize these charge carriers to 
carry out oxidation and reduction on the same particle. In aqueous solutions the 
holes at the Ti02 surface are scavenged by surface hydroxyl groups to generate 'OH 
radicals, which then oxidize the dissolved organics. One of the disadvantages of 
such a system is the high degree of recombination between photogenerated charge 
carriers within the individual particles. This is usually overcome by scavenging elec- 
trons with a sacrificial electron acceptor such as dissolved oxygen so that the holes 
can participate in the oxidation of the organics. Therefore scavenging of electrons 
becomes a limiting factor in controlling the photocatalytic oxidation of organics 
[129]. 

Thin semiconductor particulate films coated on a conducting surface provide 
a convenient way of manipulating the photocatalytic reaction by electrochemical 
methods [84, 125, 1301. A better charge separation in these films can be achieved 
by applying an anodic bias to the immobilized semiconductor nanocrystallites [59, 
84, 1311. This principle is similar to the one employed by Fujishima and Honda 
[132] for splitting water at a single Ti02 crystal using an anodic bias. In an elec- 
trochemically assisted photocatalytic process (ECAP) the externally applied anodic 
bias greatly improves the efficiency of charge separation by driving the photo- 
generated electrons via the external circuit to the counterelectrode compartment. 
The degradation of 4-chlorophenol and azo dyes provides a representative example 
of the use of ECAP in elucidating the mechanism of degradation [59, 84, 85, 1311. 
By controlling the applied bias potential it is possible to control the degradation 
rate. The effect of applied bias on the degradation of 4-chlorophenol is shown in 
Figure 9.12. 

The photocatalytic degradation occurs at a faster rate when the applied potential 
is maintained at +0.6 V, while little degradation is seen when the potential is 
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Figure 9.12. Dependence of 4-chlorophenol degradation rate on the externally applied bias. The 
nanocrystalline Ti02 film was maintained at constant potentials of (a) -0.6, (b) 0.0, and (c) +0.6 V 
vs. SCE during the photolysis, and the solution was continuously bubbled with a slow stream of 
nitrogen. (From Reference [84]. Reprinted with permission from the American Chemical Society. j 
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maintained at -0.6 V vs. SCE. Since the charge separation in the Ti02 particulate 
film is maximum when an anodic bias is applied to the OTE/Ti02 electrode, one 
observes a higher efficiency for photocatalytic degradation. At potentials close to 
the flat band potential (-0.6 V vs. SCE) all the electron-hole pairs are lost in the 
recombination process and hence it is not possible to carry out the oxidation of 4- 
chlorophenol. In a slurry system, the irradiated particles behave as short-circuited 
microelectrodes and thus the interfacial charge transfer competes with the charge 
recombination process. This situation closely resembles the experimental condition 
in which the OTE/Ti02 is maintained at 0.0 V (curve b in Figure 9.12). Thus, 
nanostructured semiconductor films are useful in carrying out electrochemically 
assisted photocatalysis and overcome the limitation of the electron scavenging pro- 
cess that one encounters in the slurry system. 

The advantage of using such an electrochemically assisted photocatalytic (ECAP) 
technique is not just limited to the faster degradation rates. The electrochemical 
arrangement also provides a unique opportunity to separate the anodic and 
cathodic processes and thereby isolate the various reactions occurring in photo- 
catalytic systems. The use of an anodic bias to separate the charge carriers obviates 
the need for oxygen as an electron scavenger and makes it possible to carry out the 
photocatalytic reaction in anaerobic conditions. 

9.4 Mechanism and Electron Transfer in Semiconductor 
Thin Films 

9.4.1 Charge Injection from Excited Dye into Semiconductor 
Nanoclusters 

The energy difference between the conduction band of the semiconductor and oxi- 
dation potential of the excited sensitizer is the major driving force for the excited 
state charge transfer [133, 1341. Similarly, back electron transfer between the in- 
jected electron and oxidized sensitizer is also a controlling factor in maximizing 
net electron transfer efficiency. Figure 9.13 shows an illustration of energy levels 
of conduction and valence bands of metal oxide semiconductors and the oxida- 
tion potential of ground and excited states of ruthenium(I1) polypyridyl complex 
(sensitizer). 

Different approaches have been considered for studying the energy gap depend- 
ence of the photosensitization efficiency. Hashimoto et a1 [135, 1361 have shown 
that the excited state lifetime of Ru(bpy)32+ adsorbed on a metal oxide semicon- 
ductor is dependent on the conduction band energy of the semiconductor. Tani 
[137, 1381 has made an effort to establish the energy gap dependence of the elec- 
tron transfer between silver halides and J aggregates of the dye. Spitler and his 
coworkers [139, 1401 have varied the pH to examine the energetic threshold for dye- 
sensitized photocurrent generation at SrTi03 and Ti02 electrodes. The energy gap 
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Figure 9.13. Schematic diagram illustrating the 
energy levels of semiconductor and redox potentials 
of sensitizer, (Ru(bpy)Z(dcbpy)*+). 

is dependent on pH since the conduction band of metal oxide semiconductor shifts 
by 0.059 V pH-'. 

9.4.2 Kinetics of the Charge Injection Process 

A sensitizer adsorbed on a semiconductor surface can undergo heterogeneous elec- 
tron transfer in addition to the radiative and radiationless deactivation processes. 
The excited state processes of a sensitizer (S) on a semiconductor surface (SC) arc 
summarized in Eqs. (9.3-9.5). 

S + hv-t S* + S + hv' (9.3) 

S* + S + heat 

S* + SC 4 S+. + SC(e) 

(9.4) 

(9.5) 

The emission lifetime of the adsorbed sensitizer serves as a good probe for studying 
the kinetics of heterogeneous electron transfer between the semiconductor and 
excited sensitizer (Eq. 9.5). On the basis of the luminescence spectra and lifetimes of 
Ru(bpy)32+' on various metal oxides, Hashimoto et al. [135, 1361 have concluded 
that the interaction between the sensitizer and semiconductor as well as the en- 
ergetics of the semiconductor and oxidation potentials of the sensitizer control the 
rate of heterogeneous electron transfer. It has been shown that the carboxylic acid 
group of R~(bpy)2(dcbpy)~+ in the present case can provide a strong charge transfer 
or ester-type linkage between the semiconductor and sensitizer. 

When the sensitizer is adsorbed on a nonreactive surface such as alumina, the 
excited state of the sensitizer is long lived. A slight deviation from exponential be- 
havior, which is seen at short times, is attributed to the excited state annihilation 
process. The major component of this decay had a lifetime of 259 ns and is similar 
to the one observed in aqueous solutions. The long-lived excited state on the A1203 
surface rules out any direct participation of the oxide support in deactivating 
excited sensitizer. 
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Figure 9.14. Emission decay profiles of 
Ru(bpy)2(dcbpy)2+' adsorbed on (a) A1203 
and (b) Ti02 nanoclusters. (From Reference 
[141]. Reprinted with permission from the 
American Chemical Society.) 
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While the influence of surface interaction on the excited state deactivation is 
minimal for the A1203 sample, it is significant for the Ti02 sample. When adsorbed 
on the Ti02 surface, the emission decay of Ru(bpy)2(d~bpy)~+* significantly devi- 
ates from the single exponential behavior. The observed nonexponential behavior 
is attributed to the existence of multiple injection/adsorption sites on the Ti02 sur- 
face. Accordingly one would expect a wide range of lifetimes for the sensitizer ad- 
sorbed on TiO2. A simple biexponential kinetic analysis can provide an estimate 
of the upper and lower limits of emission lifetimes, 7: avd 7;. The fit of 
R~(bpy)2(dcbpy)~+* decay to the biexponential decay is shown in Figure 9.14. The 
lifetimes determined from this analysis are 1.69 f 0.006 and 9.85 0.044 ns for 
the fast and slow components respectively. If the decrease in lifetime observed 
on the Ti02 surface is entirely due to charge injection process (Eq. 9 3 ,  one could 
express lifetimes, 7; or 7; such that 

(9.6) 

where k, and k,, are the rate constants for radiative and nonradiative processes and 
pet and k",, are the upper and lower limits for the heterogeneous electron transfer 
process respectively. The lifetime of R~(bpy)2(dcbpy)~+* in the absence of elec- 
tron transfer quenching can be estimated from the measurements on the alumina 
sample (70 = 259 ns). If we assume that (kr + knr) is the same on both oxide sur- 
faces, one can obtain the rate constant for heterogeneous electron transfer from 
R~(bpy)2(dcbpy)~+' into Ti02 particles from Eq. (9.7), 

By substituting the values of 76 (1.69 ns) and 7; (9.85 ns) we obtain the values for 
get and Vet as 5.5 x lo8 and 1.0 x lo8 s-l for the fast and slow component of the 
charge injection process. 

The kinetic evaluation of the multiexponential luminescence decay of excited Ru 
complex adsorbed on Sn02 suggests that multiple injection/adsorption sites exist on 
the surface of a semiconductor nanocrystallite. Evidence for the heterogeneity of the 
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Figure 9.15. Microwave absorption amplitudes as a function of time for nanocrystalline semi- 
conductor film excited at  355 nm (0), the Ru(I1) compound on a SnOl nanocrystalline semi- 
conductor film excited at  532 nm (o), and the Ru(I1) complex on a ZnO nanocrystalline film also 
excited at  532 nm (0).  The solid lines are the calculated kinetic fits with an apparatus time constant 
of 3.5 ns. (From Reference [144]. Reprinted with permission from the American Chemical Society.) 

injection site has been presented by Xie and his coworkers using far-field emission 
microscopy [ 1421. 

The rate constants for heterogeneous electron transfer between excited Ruthe- 
nium polypyridyl complex (Ru( 11)) and semiconductor crystallites such as SnOz. 
Ti02, and ZnO lie in the range 107-109 sP1 [55 ,  141, 1431. Independent microwave 
absorption and luminescence measurements have been carried out to monitor the 
charge injection from excited R~(bpy)2(dcbpy)~+ into SnO2, ZnO, and Ti02 nano- 
crystallites [144]. The growth of microwave absorption (Figure 9.15) was delayed 
from the laser pulse by a process showing a similar rate constant to the fast decay 
portion of the luminescence. 

The appearance of microwave conductivity at rates corresponding to the lumine- 
scence directly confirms the fast component of the heterogeneous electron rate 
constant to be in the range 1-3 x lo8 sP1. 

The charge injection from singlet-excited sensitizer into the conduction band of 
a large-bandgap semiconductor is usually considered to be an ultrafast process 
occurring in the picosecond time domain. The charge injection process in the case 
of organic dyes such as anthracene carboxylate [145], squaraines 11461, and cresyl 
violet [147, 1481 has been shown to occur in less than 20 ps. Similarly fast electron 
transfer has also been noted for R ~ ( H 2 0 ) 2 ~ -  on a Ti02 surface at very low coverage 
[ 1471. Recent femtosecond transient spectroscopy of coumarin- [ 1491 and perylene- 
[I501 modified Ti02 systems has confirmed that the sensitized charge injection 
is completed within a few hundred femtoseconds. For cresyl violet aggregates ad- 
sorbed on SnO2 nanocrystallites, a rate constant of -4 x 10" s-' has been reported 
for the charge injection process 11511. 
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Relatively smaller charge injection rate constants ( 1  08-lo9 s-l) have been reported 
for the charge injection from excited ruthenium complexes into semiconductor 
nanoparticles [55,  135, 136, 141, 143, 152-1551. The only exception is a recent study 
which reports a charge injection process for the Ti02/Ru( II)(dcbpy)z( SCN)2 system 
to occur within the timescale of < 150 fs to 1.2 ps [156]. It is likely that electron 
trapping at surface defects becomes a major contributing factor in controlling the 
heterogeneous electron transfer at the semiconductor surface [ 1 571. 

The charge injection from the triplet excited dyes into Ti02 [139] and ZnO [158] 
colloids has also been shown to occur on a slower timescale. Similarly, the triplet 
excited states of cresyl violet aggregates inject electrons into Sn02 nanocrystallites 
with a rate constant of 5 x 10' s--' 11.591. The electron transfer rate constant be- 
tween the Ru(I1) complex and the metal oxide semiconductor is thus comparable 
to the triplet excited organic dyes. It should be noted that the excited state of 
Ru( bpy)2(d~bpy)~+ involves a metal-to-ligand charge transfer state and implications 
are that such an electronic configuration of the excited state plays an important role 
in controlling the electron injection rates. The possibility of a connection between 
the multiplicity of the excited sensitizer and the rate constant for charge injection 
deserves more careful study. 

9.4.3 Modulation of Electron Transfer at the Semiconductor-Dye 
Interface 

Spectroelectrochemical measurements of metal oxide films have shown that exter- 
nally applied electrochemical bias causes electron accumulation in semiconductor 
nanocrystallites [67, 74, 80, 82, 83, 102-1041. The onset potential at which the 
electron accumulation is seen corresponds to the flat band potential of the semi- 
conductor. In the case of InP semiconductor the applied potential was shown to 
influence the hot electron injection process. Several researchers have observed 
an increase in the quenching of the excited state of the sensitizer adsorbed onto an 
n-type semiconductor electrode or increased production of oxidized sensitizer by 
biasing the electrode at positive potentials [139, 160, 1611. Recently resonance 
Raman spectroscopy [ 1621 and transient absorption spectroscopy [ 1631 have been 
employed to monitor the changes that occur on the nanocrystalline semiconductor 
surface at positive and negative bias potentials. 0 Regan et al. [164] have inves- 
tigated the influence of externally applied bias on the charge injection efficiency and 
reverse electron transfer process in a Ti02/Ru( 11) system. 

It is possible to carry out spectroelectrochemical experiments in a conventional 
laser flash photolysis set up by modifying the sample holder to accommodate the 
cell containing OTE/SnOz/sensitizer as the working electrode( WE), Pt wire as the 
counterelectrode (CE), and Ag/AgCl as the reference electrode (RE) (Figure 9.16). 
In the example discussed here, a ruthenium-polypyridyl-complex-(Ru(I1)) modified 
Sn02 film cast on a conducting glass surface was used as the working electrode. The 
excitation of the Ru(T1)-modified Sn02 film was carried out in a front face geometry 
with a 532 nm laser pulse. 
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Figure 9.16. Spectroelectrochemical cell employed 
for probing the photochemical events in a dye- 
modified semiconductor thin film. 

The transparency of the OTE/Sn02/Ru( 11) electrode facilitates direct monitoring 
of the transient absorbance following laser pulse excitation. The electrode potential 
is maintained constant at a desired value during the laser flash photolysis experiment. 

The photoprocesses that follow the laser pulse excitation of Ru(I1) complex on 
Sn02 nanocrystallites are summarized in Eqs. (9.8) and (9.9): 

Ru(I1) + hv + Ru(II)* + Ru(I1) + hv’ (9.8) 

Ru(II)* + Sn02 + Ru(II1) + SnOz (e) (9.9) 

The time-resolved transient absorption spectra recorded following the 532 nm 
laser pulse excitation of Ru(I1)-modified SnO2 electrode are shown in Figure 9.17. 
The only difference between the two sets of experiments is the applied potential, 
which was held constant at +0.2 V and -0.7 V respectively. The spectra recorded at 
early times exhibit spectral features similar to the spectrum of Ru(II)* observed on 
a Si02 surface. However, the applied bias influences the spectral characteristics of 
transients recorded at longer times. The formation of Ru(II1) is evident only with 
the spectrum recorded with t 0 . 2  V bias. The absence of Ru(II1) and the appearance 
of excited Ru(1I) (abs. max. at 380 nm) as the only observable transient at -0.7 V 
indicates the failure of Ru(II)* to participate in the charge injection process. 

At potentials more negative than the flat band potential of SnO2, Eq. (9.9) is 
suppressed, thus extending the lifetime of Ru(II)*. On the other hand, the applied 
positive bias facilitates electron transfer quenching of Ru(II)* on the SnOz surface 
(Eq. 9.8). The applied positive bias shifts the pseudo-Fermi level of the SnOz 



9.4 Mechanism and Electron Transfer in Semiconductor Thin Films 225 

-1 + 0.2 v 
0.00 

:. ns 
0 . 0 2 .  ..,, - 0.7 v 

ti..,..:..,..,-. 

-0.02 :. 
350 400 450 500 

Wavelength, nm Wavelength, nm 

Figure 9.17. Time-resolved absorption spectra recorded following the laser pulse excitation of 
Ru(1I)polypyridyl-complex-modified SnO;! film. The applied potential was held constant at +0.2 V 
(left) and -0.7 V vs. Ag/AgCl during the laser flash photolysis experiment. (See Reference [165] for 
details. Reprinted with permission of the American Chemical Society.) 

nanocrystallites in such a way that it provides the necessary driving force for the 
heterogeneous electron transfer. These results provide an explanation for the earlier 
photocurrent and luminescence measurements that the applied potential directly 
controls the heterogeneous electron transfer at the semiconductor interface. 

The example discussed above shows that the electron transfer quenching of 
excited sensitizer on Sn02 nanocrystallites can be modulated with an externally 
applied electrochemical bias. Since the rate constant of back electron transfer (kret) 
is slower than the charge injection rate constant, ket, we can correlate Ru(II1) yield 
to the fraction of Ru(II)* quenched via the electron transfer route: 

where k, and k,, are rate constants for radiative and nonradiative decay of Ru(II)*. 
The dependence of the electron transfer rate constant on the applied bias is 

shown in Figure 9.18. The apparent rate constant for the charge injection process 
was constant at potentials greater than -0.2 V with a maximum ket of 4 x lo8 spl.  
At potentials more negative than -0.2 V, a sharp decrease (more than three orders 
of magnitude) in ket is observed, At -0.7 V the charge injection process is almost 
completely suppressed as the deactivation of the excited state is dominated only by 
the radiative route (i.e., k,, becomes smaller than k,).  It should be noted that the 
applied potential at which we observe this effect is close to the oxidation potential 
(0.72 V vs. Ag/AgCl) [166, 1671 of the excited sensitizer. 

Application of an external bias alters the pseudo-Fermi level of the nanocrystal- 
line film. At negative bias the electrons are accumulated within the Sn02 nano- 
crystallites, thus shifting the pseudo-Fermi level to more negative potentials. Under 
these conditions the difference in energy (AE) between EIF and E'R~(II*,III) that acts 
as a driving force for the heterogeneous electron transfer decreases. Tani [137, 1381, 
who observed a similar dependence for the quenching of cyanine dyes on AgBr 
crystals, has employed Marcus theory [ 1681 to explain the initial steep threshold in 
the -AE region. But the failure to observe the inverted region was attributed to the 
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Figure 9.18. The dependence of the heterogeneous charge transfer rate constant on the externally 
applied electrochemical bias. The Ru(I1)-complex-modified SnOl film was excited with a 5.32 nm 
laser pulse while the electrode was maintained at a desired potential. (See Reference [I651 for de- 
tails. Reprinted with permission of the American Chemical Society.) 

semiconducting nature of the acceptor which is composed of continuously distri- 
buted electronic energy levels. Similarly, the inverted region was not observed for 
the heterogeneous electron transfer between Ru(I1) * and SnOz nanocrystallites. 
Although the electron transfer theory [ 168-1 711 predicts that electron transfer rates 
should decrease with increasing thermodynamic driving force, this phenomenon has 
been rarely demonstrated for interfacial or electrochemical processes [ 1721. 

9.4.4 Back Electron Transfer 

Although the redox couple such as 13-/1- in solution reacts with the oxidized sen- 
sitizer, the competing back electron transfer can significantly decrease the efficiency 
of net electron accumulation within the particles. Therefore the back electron 
transfer plays a major role in achieving high incident photon-to-photocurrent gen- 
eration efficiency (IPCE) of photochemical solar cells. For example, the high IPCE 
observed in the case of ruthenium-polypyridyl-complex/TiOz-based photochemical 
cells has been attributed to the slower back electron transfer process [76, 164, 165, 
1731. On the other hand, organic-sensitizer-based photoelectrochemical cells per- 
form very poorly because back electron transfer processes occur at significantly 
higher rates than the one observed in Ru( 11) polypyridyl complex/semiconductor 
systems. In order to assess the role of back electron transfer, we have monitored 
the fate of the electrons injected into the semiconductor nanocrystallites and their 
reaction with oxidized sensitizer molecules. 

The photoinjected electrons, if not utilized quickly to generate photocurrent, 
undergo back electron transfer to regenerate the sensitizer: 

S+' + Sn02(e) + S + Sn02 (9.1 1 )  
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Figure 9.19. Microwave signal (mV) vs. time profiles of (a) Sn02/(CV)2’+ and (b) Si02/(CV)22+ 
films under 532 nm laser excitation. The inset shows the dependence of the microwave signal of 
Sn02/(CV)22f on the laser dose. (From Reference [95]. Reprinted with permission of the American 
Chemical Society.) 

In our previous studies we have demonstrated the usefulness of time-resolved 
microwave absorption measurements for studying the photosensitization aspects 
of metal oxide semiconductor particles [57, 144, 1741. Visible excitation of the dye- 
modified semiconductor sample led to an increase in the microwave conductivity of 
the sample. Since the observed microwave conductivity directly reflects the mobile 
charge carriers accumulated in Sn02 nanocrystallites, we would expect its decay to 
reflect the back electron transfer process. This technique is complementary to mea- 
surement of optical absorption by S+*, in that the reaction partner is observed. 

We have employed both microwave conductivity and transient absorption mea- 
surements to probe the back electron transfer in cresyl-violet-aggregate-capped 
SnOz nanocrystallites [95]. Typical transient decay profiles of cresyl-violet-aggre- 
gate-capped nanocrystalline SnOz and SiO2 films are shown in Figure 9.19. 

The films were cast on a fused silica plate to facilitate microwave absorption ex- 
periments. Excitation of the dye-modified Si02 film with a 532 nm laser pulse does 
not produce any significant microwave signal. On the other hand, excitation of the 
dye-modified Sn02 film with a 532 nm laser pulse resulted in the prompt appear- 
ance of the microwave signal. This indicated that the charge injection process was 
completed within the laser pulse duration. The dependence of the initial magnitude 
of the microwave absorption on the laser intensity was linear (Figure 9.19, inset), as 
one would expect from a monophotonic charge injection behavior. The similarity of 
this result with that observed in the transient absorption measurements confirms the 
complementary nature of these two techniques in probing the charge injection pro- 
cess. The multiexponential behavior of the back electron transfer mainly arises from 
the presence of an inhomogeneous energy distribution of the trappingldetrapping 
sites at the semiconductor interface. 

Detrapping of electrons from shallow traps is thermodynamically and kinetically 
favorable and is a rate-determining step in the back electron transfer. Hence it plays 
an important role in controlling the kinetics of back electron transfer. On the other 
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hand, the activation energy needed to detrap electrons from deeper traps is signifi- 
cantly higher, and hence their role in the back electron transfer is considered to be 
negligible. The influence of trapping and detrapping on the photosensitization 
behavior of a ruthenium complex adsorbed on an n-type anatase Ti02 electrode 
has been shown by Willig and his coworkers [157]. The multiexponential decay of 
the cation radical, which extends up to several hundred nanoseconds, suggests the 
existence of inhomogeneous trap sites. 

9.4.5 Charge Transport in Semiconductor Films 

Electron transport within the nanocrystalline semiconductor film is an important 
aspect of the development efficient electrodes for photochemical solar cells. Re- 
cently, significant attention has been given to understand the charge transport 
properties of nanocrystalline semiconductor films [20, 48, 61, 63, 84, 109, 118, 175- 
1781. Although conclusive evidence that could justify a quantitative model has yet 
to be established, a few qualitative explanations have already been invoked. One 
such explanation is the formation of a potential gradient within the semiconductor 
film that facilitates charge transport towards the collecting surface (20, 48, 61, 65, 
841. The varying degree of electron accumulation alters the quasi-Femi level in 
such a way that a potential gradient is created within the thin film (Figure 9.20). 

Formation of such a potential gradient provides the necessary driving force for 
the electron transport to the collecting surface of the OTE. Since this potential 
gradient is not an ideal type of Schottky barrier, a significant loss of electrons is 
encountered during the transit because of their recombination with CV’+’ at the 
grain boundaries. Since more grain boundaries are encountered in thicker films, one 
would expect greater loss of electrons in the back electron transfer at these grain 
boundaries. This increased loss of electrons during the transport is evident from 
the lower IPCE observed with films thicker than 0.4 pm in Figure 9.20. The mea- 
sured IPCE in thicker films with excitation from the solution side was also smaller 
than that obtained with OTE side excitation. Since most of the absorption of inci- 
dent light in thicker films occurs near the side of excitation, one would expect fewer 
encounters of grain boundaries when illuminated from the OTE side. 

In the case of Sn02/Chlorohyll-a-based systems it has been shown that more than 
70% of photoinjected charge carriers are lost during their transit to the collecting 
surface of the electrode when the cell is operated under unbiased conditions [118]. 

Figure 9.20. Transport of injected charge across semiconductor nanocrystallites. A significant 
number of electrons are lost as they recombine with the cation radical of the sensitizer at the grain 
boundaries during their transit to the collecting surface of OTE. Ef: refers to the quasi-Fermi level 
of the semiconductor nanocluster. 
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Thus electron transport within the nanocrystalline semiconductor film is a crucial 
aspect when one seeks to optimize the performance of the photoelectrochemical cells. 

9.5 Conclusion 

This review has sought to highlight photoinduced electron transfer processes in 
nanostructured semiconductor systems. These thin films exhibit unusual photo- 
catalytic and photoelectrochemical properties. The porous morphology and high 
surface area make these thin films important for many practical applications. A 
variety of spectroscopic and electrochemical techniques are being employed to in- 
vestigate the mechanism of heterogeneous electron transfer at the semiconductor- 
electrolyte interface as well as charge transport across the thin film. Kinetic study of 
these heterogeneous systems will aid in designing novel microheterogeneous assem- 
blies to carry out efficient artificial photosynthesis. The ability to construct semi- 
conductor microelectrode arrays in the form of thin films has demonstrated their 
potential use in the conversion and storage of solar energy and in the mineralization 
of chemical pollutants. 
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Chapter 10 

Template Synthesis of Nanoparticles in 
Nanoporous Membranes 

John C. Hulteen and Charles R. Martin 

10.1 Introduction 

Many methods for the fabrication of nanoparticles have been developed, ranging 
from lithographic techniques to chemical methods [l,  21. Our research group has 
been exploring a fabrication method termed template synthesis for the preparation 
of a variety of micro- and nanomaterials [3-301. This process involves synthesizing 
a desired material within the pores of a porous membrane. Because the membranes 
that are used have cylindrical pores of uniform diameter, a nanocylinder of the de- 
sired material is obtained in each pore. Depending on the properties of the material 
and the chemistry of the pore wall, this nanocylinder may be solid (a nanofibril) or 
hollow (a nanotubule). 

The template method has a number of interesting and useful features. First, it 
is very general with respect to the types of materials prepared. We have used 
this method to prepare both nanotubules and nanofibrils composed of conductive 
polymers [3-131, metals [14-251, semiconductors [26, 271, carbon [28-301, and other 
materials. Tubular and fibrillar nanostructures with extremely small diameters can 
be prepared. For example, conductive polymer nanowires with diameters as small 
as 3 nm have been prepared using this method [31]. It is difficult to make nanowires 
with diameters this small by lithographic methods. In addition, because the pores in 
these membranes have monodisperse diameters, analogous monodisperse nano- 
structures are obtained. Finally, the tubular or fibrillar nanostructures synthesized 
within the pores can be freed from the template membrane and collected. Alter- 
natively, an ensemble of micro- or nanostructures that protrude from a surface like 
the bristles of a brush can be obtained. 

The intent of this chapter is to provide an overview of the template method. We 
will start with a brief description of the types of membranes used for template 
synthesis. Next, the different types of chemistries that have been used to prepare 
template-synthesized nanostructures will be reviewed. Finally, we will discuss fun- 
damental properties and applications of template-synthesized metal and semi- 
conductor nanostructures. While there has been a significant amount of research in 
the area of template synthesis of conductive polymer nanostructures, this has been 
recently reviewed elsewhere [32, 331. 

Nanoparticles and Nanostructured Films 
Janos H. Fender 

copyright (0 WILEY-VCH Verlag GrnbH,1998 
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10.2 Membranes Used 

Most of the work in template synthesis, to date, has entailed the use of two typec ol 
nanoporous membranes, “track-etch’’ polymeric membranes and porous alumina 
membranes. However, there are a variety of other templates that could be utili7ed. 

10.2.1 “Track-etch” 

A number of companies (such as Nucleopore and Poretics) sell microporous and 
nanoporous polymeric filtration membranes that have been prepared by the track- 
etch method [34]. This method entails bombarding a nonporous sheet of thc desired 
material (standard thickness range from 6 to 20 pm) with nuclear fission fragments 
to create damage tracks in the material, and then chemically etching these tracks 
into pores. The resulting membranes contain randomly distributed cylindrical pores 
of uniform diameter (Figure 10.1 (a, b)). The commercial membranes are available 
with pore diameters as small as 10 nm (pore density approximately lo9 pores per 
square centimeter). These commercial membranes are prepared from polycarbonate 
or polyester; however, a number of other materials are also amenable to the track- 
etch process [34]. 

Owing to the random nature of the pore-production process, the angle of the 
pores with respect to the surface normal can be as large as 34“ [35]. Therefore. de- 
pending on the specific pore diameter and pore density of the track-etched mem- 
brane, a number of pores may actually intersect within the membrane. This is a 
problem when theoretically modeling the optical properties of template-synthesized 
nanometals, a topic of great interest to our group [18-201. For example. theory 
predicts a specific wavelength maximum in the absorption band of isolated metal 
nanoparticles [18-20]. However, physical contact between the metal nanoparticles 
synthesized within the pores can shift this absorption maximum by 200 nm or more 
[361. 

10.2.2 Porous Alumina 

Porous alumina membranes are prepared via the anodization of A1 metal in an 
acidic solution [37]. These membranes contain cylindrical pores of uniform diame- 
ter arranged in a hexagonal array (Figure lO.l(c,d)). However, unlike the track-etch 
membranes, the pores in these membranes have little or no tilt with respect to the 
surface normal, resulting in an isolating, nonconnecting pore structure. Although 
such membranes are sold commercially (Whatman), a very limited number of pore 
diameters are available. We have, however, prepared membranes of this type with 
a broad range of pore diameters [IS, 201. We have made membranes with pore 
diameters as large as 200 nm and as small as 5 nm, and we believe that even smaller 
pores can be prepared. Pore densities as high as 10” pores per square centimeter 
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Figure 10.1. Electron micrographs of polycarbonate (a, b) and alumina (c, d) template membranes. 
For each type of membrane, an image of a larger-pore membrane is presented (a, c) so that the 
characteristics of the pores can be clearly seen. An image of a membrane with extremely small pores 
is also presented (b, d). (a) Scanning electron micrograph (SEM) of the surface of a polycarbonate 
membrane with 1 pm-diameter pores. (b) Transmission electron micrograph (TEM) of a graphite 
replica of the surface of a polycarbonate membrane with 30 nm-diameter pores. The pores appear 
“ragged” owing to the artifact of using a graphite replica. (c, d) TEMs of microtomed sections of 
alumina membranes with 70 nm- (c) and 10 nm- (d) diameter pores. 
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can be achieved, (381, and typical membrane thickness can range from 10 to 100 pm. 
The higher pore density is important if one wanted to mass-produce a nanomaterial 
by the template method. Membranes with high pore density would allow a greater 
number of nanostructures to be produced per unit area of template membrane. 

10.2.3 Other Nanoporous Materials 

Tonucci et al. have recently described a nanochannel array glass with pore diame- 
ters as small as 33 nm and pore densities as high as 3 x 10’’ pores cm- [39]. Beck et 
al. have prepared a new class of mesoporous zeolites with large pore diameters (401. 
Douglas et al. have shown that the nanoscopic pores in a protein derived from a 
bacterium can be used to transfer an image of these pores to an underlying substrate 
[41]. Ghadiri et a]. have prepared arrays of polypeptide tubules [42]. Finally, both 
Ozin [l] and Schollhorn (431 have discussed a wide variety of nanoporous solids that 
could be used as template materials. 

10.3 Template Synthetic Strategies 

The limits to which materials can be used in template synthesis are defined by the 
chemistry required to synthesize the material. Nearly any material can in principle 
be synthesized within these nanoporous membranes provided a suitable chemical 
pathway can be developed. Typical concerns that need to be addressed when 
developing new template synthetic methods include the following: (i) will the 
precursor solutions used to prepare the material “wet” the pore (i.e., hydrophobic/ 
hydrophlic considerations)?; (ii) will the deposition reaction proceed too fast, re- 
sulting in pore blockage at the membrane surface before tubule/fiber growth can 
occur within the pores?; (iii) will the host membrane be stable (i.e., thermally and 
chemically) with respect to the reaction conditions. The following is a general out- 
line of five representative chemical strategies that have been used in our laboratory 
to conduct template synthesis within the alumina and polymeric template mem- 
branes. 

10.3.1 Electrochemical Deposition 

Electrochemical deposition of a material within the pores is accomplished by coat- 
ing one face of the membrane with a metal film (usually via either ion sputtering or 
thermal evaporation) and using this metal film as a cathode for electroplating [17- 
22, 44, 451. This method has been used to prepare a variety of metal nanowires, 
including copper, platinum, gold, silver, and nickel in both track-etch and alumina 
templates. Typical gold nanowires are shown in Figure 10.2(a). The lengths of these 
nanowires can be controlled by varying the amount of metal deposited. By deposit- 
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( b  

Figure 10.2. Electron micrographs of tubules and fibrils. 
(a) TEM of a microtomed section of an alumina template 
mebrane showing Au nanofibrils that are 70 nm in 
diameter within the pores. (b) SEM of an array of Au 
microtubules. (c) TEM of three polypyrrole nanotubules. 
The outside diameter is -90 nm; the inside diameter is - 20-30 nm. 

ing a small amount of metal, short wires can be obtained; alternatively, by depos- 
iting large quantities of metal, long needlelike wires can be prepared [18-201. This 
ability to control the length or aspect ratio (length to diameter) of the metal nano- 
wires is especially important in our optical investigations because the optical prop- 
erties of nanometals are dependent on aspect ratio [18-20, 24). 

Hollow metal tubules can also be prepared via this method (Figure 10.2(b)) [17, 
22). To obtain tubules, one must typically chemically derivatize the pore walls so 
that the electrodeposited metal preferentially deposits on the pore wall; that is, a 
molecular anchor must be applied. For example, gold tubules have been prepared 
by attaching a cyanosilane to the walls of the alumina template membrane prior to 
metal depositions [I 7, 22,461. Owing to the large number of commercially available 
silanes, this method can provide a general route for tailoring the pore walls in the 
alumina membranes. 

Electrochemical deposition can also be used to synthesize conductive polymers 
(such as polypyrrole, polyaniline, or poly( 3-methylthiophene)) within the pores of 
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these template membranes [lo, 13). When these polymers are synthesized within 
the pores of track-etched polycarbonate membranes, the polymer preferentially 
nucleates and grows on the pore walls, resulting in polymeric tubules at short poly- 
merization times (Figure 10.2(c)). By controlling the polymerization time, we can 
produce thin-walled tubules, thick-walled tubules, or solid fibrils. 

The reason that the polymer preferentially nucleates and grows on the pore walls 
is straightforward [S]. Although the monomers are soluble, the polycationic forms 
of these polymers are completely insoluble. Hence, there is a solvophobic compo- 
nent to the interaction between the polymer and the pore wall. There is also an 
electrostatic component because the polymers are cationic and there are anionic 
sites on the pore walls [S]. 

10.3.2 Electroless Deposition 

Electroless metal deposition involves the use of a chemical reducing agent to plate a 
metal from solution onto a surface [47]. This method differs from electrochemical 
deposition in that the surface to be coated need not be electronically conductive. We 
have developed methods by which Au and other metals can be plated from solution 
onto the surfaces of both the plastic and alumina membranes [15j. This method in- 
volves applying a sensitizer (typically Sn2+) to the membrane surfaces (pore walls 
and faces). The sensitizer binds to the surfaces via complexation with surface amine, 
carbonyl, and hydroxyl groups. This sensitized membrane is then activated by ex- 
posure to Ag+, resulting in the formation of discrete nanoscopic Ag particles on the 
membrane’s surfaces. Finally, the Ag-coated membrane is immersed into a Au 
plating bath containing Au(1) and a reducing agent, which results in Au plating on 
the membrane faces and pore walls. 

The key feature of the electroless deposition process is that metal deposition in 
the pores starts at the pore wall. Therefore, after short deposition times, a hollow 
metal tubule (Figure 10.3) is obtained within each pore while long deposition times 
result in solid metal nanowires. Unlike the electrochemical deposition method, 
where the length of the metal nanowire can be controlled at will, electroless depo- 

Figure 10.3. TEM showing a microtomed section of an 
Au-nanotubule-containing membrane. The Au tubules are 
the black rings. The elliptical appearance is caused by the 
microtoming process. Pore diameter was 50 nm; plating time 
was 10 minutes. 
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sition yields structures that run the complete thickness of the template membrane. 
However, the inside diameter of the tubules formed via electroless deposition can be 
controlled at will by varying the metal deposition time [15, 161. Of course, the out- 
side diameter is determined by the diameter of the pores in the template membrane. 

10.3.3 Chemical Polymerization 

Chemical template synthesis of a polymer can be accomplished by simply immers- 
ing the membrane into a solution containing the desired monomer and a polymeri- 
zation reagent. This process has been used to synthesize a variety of conductive 
polymers within the pores of various template membranes [6, 9, 48, 491. As with 
electrochemical polymerization, the polymer preferentially nucleates and grows on 
the pore walls, resulting in tubules at short deposition times and fibers at long times. 

Conventional (electronically insulating) plastics can also be chemically synthe- 
sized within the pores of these template membranes. For example, polyacrylonitrile 
tubules can be prepared by immersing an alumina template membrane into a 
solution containing acrylonitrile and a polymerization initiator [28, 291. The inside 
diameter of the resulting polyacrylonitrile (PAN) tubules is varied by controlling 
the time the membrane remains in the polymerization bath. These PAN tubules 
have been further processed to create conducting graphitic carbon tubules and 
fibrils in alumina membranes (Figure 10.4) [28, 291. This is accomplished by heating 

Figure 10.4. SEM images of carbon tubules (a) 
and fibrils (b) with an outside diameter of 200 nm 
prepared in an alumina template membrane; the 
membrane was removed for imaging purposes. 
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the PAN tubules/alumina membrane composite to 700 "C under argon flow or 
under vacuum. 

10.3.4 Sol-Gel Deposition 

Sol-gel chemistry typically involves hydrolysis of a solution of a precursor molecule 
to obtain first a suspension of colloidal particles (the sol) and then a gel composed 
of aggregated sol particles. The gel is then thermally treated to yield the desired 
product. We have recently conducted various sol-gel syntheses within the pores of 
the alumina membranes to create both tubules and fibers of a variety of inorganic 
semiconducting materials, including TiOz, ZnO, and WO? [26]. First, an alumina 
template membrane is immersed into a sol for a given period of time, and the sol 
deposits on the pore walls. After thermal treatment, either a tubule or fibril of the 
desired semiconductor is formed within the pores (Figure 10.5). As with other 
template synthesis techniques, longer immersion times yield fibers, while brief im- 
mersion times produce tubules. 

The formation of tubules after short immersion times indicates that the sol par- 
ticles adsorb to the alumina membrane's pore walls. This is expected because the 
pore walls are negatively charged while the sol particles used to date 1261 are posi- 
tively charged (a similar situation to what was described for conductive polymers). 
It has also been found that the rate of gelation is faster within the pore than in bulk 
solution (261. This is most likely due to the enhancement in the local concentration 
of the sol particles owing to adsorption on the pore walls. 

10.3.5 Chemical Vapor Deposition 

A major hurdle in applying chemical vapor deposition (CVD) techniques to tem- 
plate synthesis has been that deposition rates are often too fast. As a result, the 
surface of the pores becomes blocked before the chemical vapor can traverse the 
length of the pore. We have, however, developed two template-based CVD syn- 
theses that circumvent this problem. The first entails the CVD of carbon within 
porous alumina membranes, which has been achieved by our group [30] and others 
[50]. This involves placing an alumina membrane in a high temperature furnace 
( - 700 "C) and passing a gas such as ethylene or propylene through the membrane. 
Thermal decomposition of the gas occurs throughout the pores, resulting in the 
deposition of carbon films along the length of the pore walls (i.e., carbon tubules are 
obtained within the pores). The thickness of the walls of the carbon tubes is again 
dependent on total reaction time and precursor pressure. 

The second CVD technique utilizes a template-synthesized structure as a sub- 
strate for CVD deposition [51]. For example, we have used a CVD method to coat 
an ensemble of Au nanotubules with concentric Ti& outer nanotubules. The first 
step of this process requires the electroless plating of Au tubules or fibrils into the 
pores of a template membrane. The Au surface layer is removed from one face of 
the plated membrane, and the membrane is dissolved away. The resulting structure 
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Figure 10.6. SEM images of an ensemble of Au 
tubules before (a) and after (a) CVD deposition of the 
outer Ti& tubules. The tubules are protruding from 
the substrate Au surface layer. 

is an ensemble of Au tubules or fibrils protruding from the remaining Au surface 
layer like the bristles of a brush (Figure 10.6(a)). This structure is exposed to the 
precursor gases used to do CVD synthesis of Ti&. As indicated in Figure 10.6ib). 
the Au tubules become coated with outer TiS2 tubules. 

10.4 Composite Nanostructures 

We have shown that a large number of different chemical techniques can be used to 
prepare tubules or fibrils that are composed of a single material. However, one 
could imagine a host of applications where composite tubular nanostructures would 
be necessary. Examples might include concentric nanocapacitor or nanobattery 
tubules. We have recently developed chemical strategies for preparing such con- 
centric tubular nanostructures [5 I ] .  These composites have very high interfacial 
surface areas between concentric layers of materials. High interfacial areas are ob- 
tained because the interfaces are parallel to the long axis of the composite tubular 
nanostructure. 

The fabrication of a semiconductor/conductor tubular nanocomposite will in- 
troduce this concept of sequential tubular synthesis [Sl]. This composite was pre- 
pared in a 60 pm-thick alumina template membrane with 200 nm-diameter pores. 
First, Ti02 tubules are synthesized within the pores of the alumina membrane via 
the sol-gel process discussed above (Figure 10.7(a)). After thermal treatment of 
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Figure 10.7. SEM images of Ti02 nanotubules 
prepared by sol-gel methods before (a) and after (b) 
filling with the polypyrrole nanowires. Outer diameter 
of tubular composite is 200 nm. 

the Ti02 tubules, conductive polypyrrole nanowires were grown using the chemical 
polymerization method inside the semiconductor tubules (Figure 10.7(b)). 

Ti02 is a promising material for photoelectrochemical energy production, and 
it has been shown that high-surface-area Ti02 has a higher photo efficiency [52]. 
Therefore, these Ti02/polypyrrole nanocomposites should be excellent photo- 
catalysts because these template synthesized structures have very high surface area. 
One problem in using high-surface-area Ti02 as a photocatalyst is the low electrical 
conductivity of the material. However, this tubular nanocomposite structure should 
solve this problem because each Ti02 tubule has its own current-collecting electrode 
inside. 

Another method for the construction of a two-component concentric composite 
has already been described in the CVD synthetic methods section, Sect. 10.5, Figure 
10.6 [5 11. Au tubules are electrolessly synthesized within the template membrane 
pores. The membrane is dissolved away, and a thin film of TiS2 is synthesized on 
the surface of the Au tubules via CVD. TiS2 is a Li+-intercalation material for Li- 
based rechargeable batteries. We have recently shown that template-synthesized 
Li+-intercalating materials can provide higher discharge capacities than conven- 
tional electrodes made from the same material [53]. As with the photoconductor 
materials, many Li+-intercalation materials have low electrical conductivities. 
However, the current-collecting Au electrode inside each TiS2 tubule should again 
solve this problem. We have shown that the TiSl/Au composite nanostructures re- 
versibly intercalate and deintercalate Li+, and we are currently investigating the 
charge-discharge kinetics and capacities of these tubular composite battery elec- 
trode materials. 

An alternative set of chemistries was used to fabricate a conductor/insulator/ 
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Figure 10.8. SEM image of the surface of the alumina template membrane (a). (b) The carbon 
tubules obtained after dissolution of the template membrane, and (c) as per (b) but after polymeri- 
zation of a PAN tubule within each carbon tubule. (d) After electrodeposition of a Au nanowire 
within each PAN tubule. As noted, the carbon/PAN/Au composites were prepared by doing the 
appropriate chemistries in sequence, leaving the alumina membrane intact; however, it is easier to 
image these extremely small structures by dissolving the membrane. 

conductor composite consisting of carbon/polyacrylonitrile/gold concentric tubules 
(Figure 10.8) [51]. Initially, polyacrylonitrile (PAN) tubules were chemically poly- 
merized within the pores of an alumina membrane followed by thermal carboni- 
zation resulting in conductive carbon tubules (Figure 10.8(b)). The PAN polymeri- 
zation step was then repeated creating insulating PAN tubules within the carbon 
tubules (Figure 10.8(c)). A Au film was then sputtered onto one face of the mem- 
brane. Using this film, Au nanowires were electroplated within the inner PAN tu- 
bules resulting in the desired concentric tubular C/PAN/Au composite structures 
(Figure 10.8(d)). We are currently using this synthetic strategy and others to prepare 
ensembles of nanocapacitors where all of the capacitors are connected in parallel 
from the surfaces of the template membrane. This will require that all of the elec- 
tronically conductive outer tubules be electronically insulated from the conductive 
inner nanowires. 

Finally, self-assembly chemistry [54] can also be used as a synthetic step to pre- 
pare tubular composites. For example, Au tubules were synthesized within the 1 pm 
pores of a polycarbonate template membrane via the electroless deposition method. 
The inside diameter of these tubules was approximately 500 nm, and the length 
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of the tubules was 1.0 pm. The Au-tubule-containing membrane was then immersed 
in a solution of hexadecyl thiol, causing the thiol to self-assemble onto the inner 
surfaces of the Au tubules. The template membrane was dissolved away and the 
freed tubules were collected by filtration. 

When these Aulthiol tubules were placed in water, they floated at the air-water 
interface owing to the presence of the hydrophobic thiol on the inside of the tubule. 
In contrast, tubules that were not treated with the thiol filled with water and sank 
[51]. Because self-assembly provides a general way to apply a large number of 
different chemical functionalities to the inner (and outer) surfaces of such tubules, 
composite tubules with diverse inner and outer chemistries should be possible. 

These have been just a few examples of the types of composite structures that can 
be fabricated with template synthesis. Composites composed of a variety of differ- 
ent conducting, insulating, semiconducting, photoconducting, and electroactive 
materials have been prepared. The only limitation on how many different compo- 
nents each composite can contain are the initial diameter of the template pore and 
the rate of material deposition. 

10.5 Optical Properties of Gold Nanoparticles 

We [18-201 and others [38, 551 have been investigating the properties of nanometals 
prepared within the pores of alumina membranes. Through confinement of metals 
to a nanosized dimension, a variety of changes occur in the optical [18-20, 551, 
electronic [56], and magnetic [38, 571 properties. The first demonstration of template 
synthesis for the creation of nanometal fibrils was by Possin in 1970 [58]. Earlier 
work in which nanometals were used to color alumina is also of interest [59]. 
Nanometal-containing membranes of this type have also been used as selective solar 
absorbers [60]. Finally, magnetic metals have been deposited within the pores of 
such membranes to make vertical magnetic recording media [6 11. 

Our research group [18-201 and others [55] have been primarily interested in the 
fundamental optical properties of nanocylinders of Au imbedded into alumina 
membranes. The colors of colloidal suspensions of Au can range from red to purple 
to blue depending on the diameter of the particle [62], and we have been able to 
demonstrate analogous colors for Au particles electroplated into the alumina tem- 
plate membrane [ 18-20]. These colors result from shape-induced changes in the 
plasmon resonance band of the Au nanoparticle, which corresponds to the wave- 
length of light that induces the largest electric field on the nanoparticles. 

10.5.1 Fabrication 

The Au nanoparticles are prepared using the electrodeposition method discussed 
above (Figure 10.9) [18-201. First, Ag is deposited onto one face of an alumina 
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Figure 10.9. Fabrication procedure for Au nanoparticle/alumina composite. (a) Ag is sputtered on 
one side of the host alumina membrane. jb) The membrane is placed sputtered side down onto a 
glass plate, and Ag foundation is deposited electrochemically. (c) Au is electrochemically deposited 
onto the Ag foundations. (d) Ag is removed with nitric acid. 

template membrane to provide a conductive film for electrodeposition (Figure 
10.9(a)). The membrane is placed Ag film side down on a glass plate and covered 
with a Ag plating solution. Then, short Ag “plugs” or “posts” are electrochemically 
grown into the pores (Figure 10.9(b)). These Ag nanoposts are used as foundations 
onto which the Au nanoparticles are electrochemically grown (Figure 10.9(c)). 
Finally, the Ag foundations are removed with a nitric acid wash, resulting in an 
array of Au nanoparticles imbedded within the pores of the alumina membrane 
(Figure 10.9(d)). 

10.5.2 Structural Characterization 

The diameter of the electroplated Au nanoparticles is equivalent to the pore diame- 
ter of the alumina template membrane. Thus, Au nanoparticles with different di- 
ameters can be fabricated in alumina membranes containing different pore diame- 
ters. The aspect ratio is controlled by changing the amount of Au electrochemically 
deposited into the pores. However, we have found that it is not possible to quanti- 
tatively predict the aspect ratio of the Au nanoparticles because the plating current 
efficiency varies from membrane to membrane [24]. Hence, it is not possible to cal- 
culate the aspect ratio of the Au nanoparticle obtained from the known quantity of 
Au deposited and the pore diameter and density. Therefore, transmission electron 
microscopy (TEM) analysis of the Au nanoparticles synthesized in each membrane 
is necessary to determine the lengths (and aspect ratios) of the nanoparticles [24]. 
A TEM image of a transverse section of a Au nanoparticle/alumina composite is 
shown in Figure 10.2(a). When different amounts of Au are electrodeposited within 



10.5 Optical Properties of Gold Nanoparticles 249 

the pores of the template membrane, we can produce Au nanoparticle shapes that 
are prolate, spheroid, or oblate [24]. 

10.5.3 Optical Characterization 

The differences in the shapes of the Au nanoparticles result in changes in the optical 
absorption properties of the composite [ 18-20, 241. Such changes are clearly visible 
as a membrane’s color can vary from a bright red to deep blue to turquoise de- 
pending on the particle shape [18-20, 241. The alumina membranes are optically 
transparent, so the colors are predominantly due to the Au nanoparticles. It should 
also be noted that the parallel orientation of the pores in the alumina membrane 
confines the Au particles to a single dimensional alignment. Correspondingly, there 
is no ambiguity in particle orientation, which is a necessary feature for theoretical 
modeling of the absorption spectrum. 

Figure 10.10 shows the experimental absorption spectra for a variety of Au 
nanoparticle/alumina composites. The Au particle aspect ratio (length/diameter) 
varies from 7.7 to 0.38, and the diameter of each Au particle is constant at ap- 
proximately 52 nm. The reduction in absorption intensity with decreasing aspect 
ratio is expected owing to the decrease in the metal volume fraction of the compo- 
sites. The shift in the absorption maximum from 518 nm (aspect ratio=7.7) to 
738 nm (aspect ratio = 0.38) is predicted from simulated spectra obtained using a 
dynamic Maxwell-Garnett theory [24]. 

This review shows that the template method can be used to fabricate Au nano- 
particles with various diameters and aspect ratios. Shifts in the absorption maxi- 
mum and changes in the absorption intensity of the Au nanoparticle/alumina 
composites has been studied as a function of particle diameter and aspect ratio. 
Current work involves determining the effects of heating the Au nanoparticle/ 
alumina composite. Changes in the Au nanoparticles aspect ratios, optical prop- 
erties, and crystal structure have been observed. 
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10.6 Nanoelectrode Ensembles 

One very exciting application of template synthesis is in the area of electro- 
chemistry. Nanoelectrodes offer opportunities to do electrochemistry in highly re- 
sistive media 163, 641 and to investigate the kinetics of redox processes that are too 
fast to measure at conventional macroscopic electrodes [65-681. (By macroscopic 
electrodes we mean disk-shaped electrodes with diameters of the order of 1 mm.) 
We have used the template method to prepare ensembles of Au nanodisk electrodes 
where the diameter of the Au disks are as small as 10 nm. 

10.6.1 Fabrication 

Using the electroless Au deposition procedure, Au nanowires are synthesized within 
the pores of a polycarbonate track-etch membrane. In addition, both faces of the 
membrane become coated with thin Au films. If one of these surface Au films is 
removed, the disk-shaped ends of the Au nanowires traversing the membrane are 
exposed. These nanodisks can be used as active elements in an ensemble of nano- 
electrodes. Figure 10.11 shows a schematic of such a nanoelectrode ensemble 
(NEE) [14]. Electrical contact is made to the remaining surface layer, which acts as 
a common current collector for all the nanoelectrode elements. 

A consistent problem associated with micro- and nanoelectrodes is achieving an 
efficient seal between the conductive element and the host material. If a good seal is 
not achieved, solution can creep into this junction, resulting in significantly higher 
values of the background or double-layer charging currents. In the case of the NEE, 
the polycarbonate is stretch-oriented during fabrication to improve mechanical 
properties. Upon being heated above the glass transition temperature ( N  150 "C), 
the membrane relaxes, shrinks, and seals the junction between the Au nanowires 
and the polymer membrane [14, 151. 

Template 

Metal 
nanofibrils 

~ \ 1 1 1 'Membranesurface 

Metal nanodisk electrodes 

0 Indlcarer temptale membrane 

~ I n d i c a i e s  metal 

Figure 10.11. Schematic of an edge view of a nanoelectrode ensemble. The nanometal fibrils run- 
ning through the pores of the template membrane are shown. The lower ends of the fibrils define 
nanodisks, which are the electrodes. The opposite (upper) ends of the nanofibrils are connected to a 
common metal film, which is used to make electrical contact to the nanodisks. 
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10.6.2 Current Response of the NEE 

Two different electrochemical response limiting cases can be observed at an NEE, 
the “total overlap” and “radial” response [ 141. Which limiting case is achieved 
strongly depends upon the distance between the electrode elements and the time- 
scale (e.g., scan rate) of the electrochemical experiment. When the electrode ele- 
ments are in close proximity and the scan rate is relatively low, the diffusion layers 
at each electrode element overlap (Figure 10.12(a)). This overlap results in a single 
diffusion layer that covers the total geometric area of the NEE. Linear diffusion 
occurs to the entire NEE surface, and conventional peak-shaped voltammograms 
are obtained. Also, the total Faradaic current is equivalent to that obtained at an 
electrode of equivalent geometric area whose entire surface area is Au. 

If the electrode elements are located far apart and the timescale of the experiment 
is relatively fast, the diffusion layers at each electrode act independently, resulting in 
a radial diffusion field at each individual electrode element (Figure 10.12(b)). The 
voltammogram in this case has a sigmoidal shape, and the predicted total Faradaic 
current is equivalent to the sum of the current generated at each individual electrode 
element within the NEE. 

Figure 10.13 shows a series of SEM images of NEEs with varying average dis- 
tances between the electrode elements [14]. The NEEs were fabricated from poly- 
mer template membranes with different pore densities but similar pore diameters. 
Figure 10.14 presents the Faradaic response of an electroactive species (trimethyl- 
aminomethyl ferrocene (TMAFc+)) at each of these NEEs [14]. The NEE with the 
highest electrode element density (Figures 10.13(a), 10.14(a)) shows a peak-shaped 
voltammogram, indicative of the total overlap response. In contrast, the NEE with 
the lowest electrode element density (Figures 10.13(d), 10.14(d)) shows the expected 
sigmoidal voltammogram. The other two NEEs have an intermediate nanoelec- 
trode density (Figures 10.13(b, c), 10.14(b, c)) and show an intermediate response. 

We can quantitatively demonstrate that the NEEs in Figure 10.13(a, d) are op- 
erating in the total overlap and radial response modes by comparing experimental 
and simulated voltammograns. Such a comparison is shown in Figure 10.15. The 
simulated voltammogram in Figure 10.15(a) is based on the reversible total overlap 
limiting case, and the experimental voltammogram is the same as in Figure 10.14(a) 

A Linear dlituslunflcld Voltammetric 

I 
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I ernplate membrane 

Figure 10.12. Schematic of a side view of NEEs and 
the corresponding diffusion fields for the total overlap 
(a) and radial (a) limiting electrochemical response. 1 cmplate memhranr 
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Figure 10.13. SEM images of the surfaces of NEEs showing the disklike electrode elements pre- 
pared from membranes with varying pore densities. The average distances between pores are (a, top 
left) 0.25 pm, (b, top right) 1.1 pm, (c, bottom left) 3.5 pm, and (d, bottom right) 17.5 pm. The 
diameters of the electrode elements are 100 nm (a, d) and 200 nm (b, c). 

/ A  n 

Figure 10.14. Cyclic voltammograms (50 mV s-') for 
50 pm TMAFcC in 5 mM NaNOl for NEEs prepared 
from the membranes shown in Figure 10.13. Potential (V vs. Ag/AgCI) 
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Figure 10.15. Simulated and experimental voltammograms 

and solution are the same as in Figure 10.14. 
for NEEs prepared from Figure 10.13(a, d). The scan rate 0 8  0.6 0.1 0.2 

Potential (V vs. AgiAgCI) 

[ 141. The quantitative agreement between the simulated and experimental voltam- 
mograms confirms that the NEEs at this pore density and scan rate are in the total 
overlap electrochemical response. It is important to point out that there are no ad- 
justable parameters in this simulation. 

The simulated voltammogram in Figure 10.15(b) assumes a single 100 nm- 
diameter disk electrode, but the total current is multiplied by the number of elec- 
trodes within the geometric area of the NEE. The experimental voltammogram is 
equivalent to Figure 10.14(d). The quantitative agreement between the simulated 
and experimental voltammograms proves that the radial electrochemical response 
has been achieved at this NEE. Again, there are no adjustable parameters in this 
simulation. 

10.6.3 Detection Limits 

A possible application of these NEEs is the ultra trace detection of electroactive 
species. We have recently shown that NEEs with 10 nm-diameter disks operating in 
the total overlap mode show electroanalytical detection limits that are three orders 
of magnitude lower than detection limits obtained at macroscopic Au disk elec- 
trodes of comparable geometric area [ 151. This occurs because in the total overlap 
mode, the total Faradaic signal generated at the NEE is equivalent to that obtained 
at the conventional macroelectrode of equivalent geometric area. However, the 
background double-layer charging current is significantly less because these currents 
are proportional only to the active Au area. The ratio of active area to geometric 
area for a 10 nm NEE is approximately 0.001 [15]. As a result, the background 
current is reduced by three orders of magnitude, and detection limits can be im- 
proved by three orders of magnitude. 

An example of this enhancement in detection limits at an NEE is shown in Figure 
10.16 [15]. Figure 10.16(a) shows voltammograms at a conventional Au macro- 
electrode at various low concentrations of TMAFc+. As expected, the Faradaic 
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Figure 10.16. Cyclic voltammograms at 100 mV s ' 
in aqueous TMAFc+ at (a) a gold macrodisk 
electrode in 50 mM NaN03, and (b) a 10 nm NEE 
in 1 mM NaN03. TMAFc+ concentrations are as 
indicated. 

signal eventually vanishes into the double-layer charging currents as the concen- 
tration of TMAFc+ decreases. Figure 10.16(b) shows voltammograms at a NEE 
with 10 nm-diameter electrode elements and a geometric area equivalent to that of 
the macroelectrode at various low concentrations of TMAFc.+. While the voltam- 
mograms essentially look identical to those obtained at the macroelectrode, the 
concentrations of the electroactive species at the NEE are three orders of magnitude 
lower than those for the macroelectrode. The detection limit at the macroelectrode 
was determined to be approximately 2 pm, while the detection limit at the NEE was 
approximately 2 nm [ 151. 

Template synthesis has been shown to provide a simple means of creating 
ensembles of nanoelectrode ensembles. These NEEs can achieve electroanalytical 
detection limits that are three orders of magnitude lower than detection limits ob- 
tained at conventional macroelectrodes. We are currently investigating fabrication 
processes that allow the use of NEEs in nonaqueous solvents. 

10.7 Metal Nanotube Membranes 

We close our discussion of metal nanostructures with an interesting new type of 
membrane consisting of Au nanotubes that span the complete thickness of the 
membrane. We have previously mentioned that by controlling the electroless Au 
deposition time, the inside diameters of these tubes can be controlled at will. We 
recently asked the question -can tubes with inside diameters that approach the sizes 
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of molecules be prepared, and if so, what applications might exist for such nano- 
tubule containing membranes. 

10.7.1 Fabrication 

Typical templates used to prepare the metal nanotubule membranes were 6 pm 
thick polycarbonate membranes with 50 nm pore diameters and 6 x lo8 pores cmP2. 
Au was electrolessly plated onto the walls of the pores, yielding a Au nanotube 
within each pore. Variation in the plating time has been shown to produce Au 
tubules with internal diameters ranging from 34 to 1.4 nm [16]. The diameter of 
these Au tubules was determined from measurements of gas (He) flux across the 
membrane [16]. Because the electroless process plates on the membrane surface as 
well as within the pores, electrical contact with the surface allows electrical control 
of the potential inside the pores. 

10.7.2 Ion-Selective Membranes 

The ion transport properties of these Au-nanotubule-containing membranes was 
studied using a U tube concentration cell where the membrane separates two 
differing aqueous solutions (Figure 10.17) [16]. In an initial experiment, differing 
concentrations of KCl were placed on each side of the membrane, and reference 
electrodes were inserted into each solution to measure the membrane potential (Em). 
When the diameters of the Au nanotubules approached 2 nm or less, the mem- 
branes displayed near-ideal cation-permselective behavior, i.e., these membranes 
transport cations but reject anions [16]. This behavior occurs because CI- adsorbs 
strongly to Au, and as a result, the Au tubules have an excess of negative charge 
(Cl-) on their inner surfaces. This causes anions to be excluded from the pores. 

Ion permselectivity can also be controlled by directly changing the potential ap- 
plied to the Au nanotubules. For this work, it was essential to use an anion that 
does not adsorb to Au because we wanted to control the charge in the Au tubes and 
not have it predetermined owing to excess charge from counterion adsorption. Be- 
cause F- does not adsorb to Au, KF was chosen as the electrolyte. The U tube as- 

mM 

Figure 10.17. Schematic of a U tube concentration cell. 
Au nanotuhule- 

cootaining mrmhranc 
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Figure 10.18. Variation of Em with potential applied to the membrane (1 m M  K F  on the low- 
concentration (1) side, and 10 mM K F  on the high-concentration (h) side of the membrane; tubule 
radius - 1.1 nmj. The potential of the membrane was controlled with a potentiostat vs. a Ag/AgCI 
reference electrode immersed in the side-h solution. En, was measured with the membrane under 
potentiostatic control. 

sembly was used again, but this time the membrane was connected to the working 
electrode lead of a potentiostat. The potential applied to the Au nanotube mem- 
brane varied from -0.5 to +0.5 V vs. Ag/AgCl. The membrane was placed between 
solutions of 10 mM and 1 mM KF, and Em values were measured at each applied 
potential. 

The dashed lines at the top and bottom of Figure 10.18 are the Em values that 
would be achieved if the nanotubule membrane showed ideal cation and ideal anion 
permselectivity respectively. At negative applied potentials, the nanotubule mem- 
brane shows ideal cation permselectivity, whereas at positive applied potentials 
the membrane shows ideal anion permselectivity. This selectivity occurs because at 
negative applied potentials, an excess negative charge is present on the walls of 
the Au tubes. This results in exclusion of anions from the tubes. At positive applied 
potentials, the opposite situation occurs - cations are excluded and anions are 
transported. 

For any combination of metal and electrolyte, there is a potential called the 
potential of zero charge (pzc) where there is no excess charge on the metal. At this 
potential the nanotubule membranes should show neither cation nor anion perm- 
selectivity, and Em should approach 0 mV. Em for the tubule-containing membrane 
does go from the ideal cation permselective value, through zero, to the ideal anion 
permselective value. Furthermore, the potential at which Em approaches zero is 
close to the reported pzc (-4 mV) [69]. 

We have demonstrated that these Au-nanotubule-containing membranes can be 
cation permselective, anion permselective, or nonselective, depending on the po- 
tential applied to the membrane. These membranes can be as permselective, like the 
commercially available Nafion polymer, and should have applications in both fun- 
damental and applied electrochemistry. Because the Au tubules have dimensions on 
the order of molecular sizes and are quite monodisperse, we have been exploring 
the possibility of separating molecules based upon differences in their physical 
dimensions. 
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10.8 Semiconductor Nanotubules and Nanofibers 

Electrochemical methods were previously used as a means of depositing semi- 
conductor materials into the pores of a template membrane [27]. However, this in 
section we will discuss the properties of semiconductor tubules and fibrils synthe- 
sized by a much more versatile deposition method: sol-gel chemistry [26]. 

10.8.1 Structural Characterization 

Upon the confinement of a semiconductor to nanoscopic dimensions, the first two 
questions that arise are: can we see evidence for quantum confinement and what 
is the crystal structure of the material? Ti02 fibrils have been synthesized within 
the pores of both 200 nm- and 22 nm-pore-diameter alumina membranes [26]. The 
sol-gel fabrication of Ti02 fibrils within the pores of alumina membranes has been 
described earlier in Sect. 10.4. An absorption spectrum of the template alumina 
membrane containing these fibers showed an abrupt increase in absorbance at a 
wavelength of approximately 389 nm. This corresponds to the bandgap of bulk 
Ti02 [70]. This suggests that the diameter of these fibrils is too large to show evi- 
dence for quantum confinement in the absorption spectrum. We are capable of 
preparing alumina template membranes with pore diameters approaching 5 nm 
or smaller. Correspondingly, we are currently attempting to prepare fibrils small 
enough to provide evidence for quantum confinement. 

Electron diffraction has been employed to determine the crystal structure of the 
template-synthesized Ti02 fibrils [26]. Figure 10.19 shows a TEM image of 22 nm- 
diameter Ti02 nanofibers with the membrane dissolved away. The small fibers are 

Figure 10.19. (a) TEM image of a bundle of 15 nm-diameter Ti02 fibrils. (b) The corresponding 
electron diffraction pattern. 



258 I0 Template Synthesis of Nunoparticles in Nunoporous Memhrunes 

arranged in bundles that can contain anywhere from 2 to 10 or more fibers. Figure 
10.19(b) shows the indexed electron diffraction pattern obtained from the center of 
the fibril bundle on the left side of the main feature in Figure 10.19(a). The ori- 
entations of the images are the same, i.e., the c* axis in Figure 10.19(b) is parallel to 
the fibril bundle axis in Figure 10.19(a). These data show that the fibrils are highly 
crystalline anatase-phase TiO2, with the c* axis of the anatase oriented along the 
long axis of the fibril. Small fibril bundles throughout the sample display the same 
crystalline orientation; i.e., the reciprocal lattice direction [ 1101 is almost always 
parallel to the electron beam, and the c* axis is along the fibril axis. We have con- 
cluded that these fibrils crystallize as long, prismatic crystals with the rare, and 
metastable, anatase mineralogical orientation [OOl] with { 1 lo} [71]. 

10.8.2 Photocatalysis 

A standard application of Ti02 has been as a photocatalyst for the decomposition 
of organic molecules [72-761. This is a surface reaction that is thought to involve 
absorption of a UV photon by Ti02 to produce an electron-hole pair that reacts 
with water to yield hydroxyl and superoxide radicals. These radicals can then oxi- 
dize the organic molecule. Template-synthesized Ti02 structures should increase the 
Ti02 surface area and correspondingly increase the decomposition reaction rates. 
For example, Ti02 fibrils can be synthesized within the pores of a 60 pm-thick 
alumina membrane with 200 nm-diameter pores [26]. The Ti02-fibril-containing 
membrane is attached to an epoxy surface, and the membrane is dissolved away. 
The calculated surface area of the immobilized fibrils is 315 cm2 of Ti02 surface 
area per cm2 of planar geometric area. This suggests that, in principle, an en- 
hancement of 315 in the catalytic rate of organic decomposition on template- 
synthesized Ti02 fibers is possible vs. a thin-film Ti02 catalyst. Through the use 
of tubular structures and/or template membranes with smaller-diameter pores (with 
correspondingly higher pore densities and surface areas) even larger increases in the 
rate would be predicted. 

We have studied the decomposition of salicylic acid over time on an array 
of immobilized Ti02 fibers (Figure 10.5(c)), with exposure to sunlight (Figure 
10.20(a)) [26]. The upper curve follows the concentration of salicylic acid for a 
solution containing no Ti02 catalyst, and no significant decomposition is observed. 
The small increase in salicylic acid concentration has been ascribed to the evapo- 
ration of water during the exposure to sunlight. The middle curve follows salicylic 
acid decomposition on a thin film of Ti02, and the bottom curve shows a marked 
increase in decomposition of salicylic acid for the template-synthesized Ti02 fibers. 

The decomposition data can be used to quantitatively determine the rate of pho- 
todecomposition. If a pseudo-first-order rate law with respect to the salicylic acid 
concentration is graphed vs. reaction time, rate constants for the decomposition of 
salicylic acid can be determined (Figure 10.20(b)) [73, 75-77]. The slope of these 
lines provides the decomposition rate constant. The thin-film catalyst has a rate 
constant of 0.003 min-' while the fibrillar catalyst shows an increased rate constant 
of 0.03 m i x ' .  This order of magnitude increase in reaction rate is much smaller 
than the 3 15-times enhancement predicted. This is not surprising because the thin- 
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film Ti02 undoubtedly has some degree of surface roughness, resulting in higher 
surface areas and higher decomposition rates than predicted. Also, scanning elec- 
tron microscopy (SEM) analysis of the fibrilar Ti02 (Figure 10.5(c)), shows that the 
fibers “lean” against each other, possibly shading large portions of the surface from 
the sunlight, resulting in lower decomposition rates than predicted. 

This section has shown that single-crystal Ti02 fibrils can be fabricated via tem- 
plate synthesis and sol-gel chemistry. Also, owing to the increased surface area of 
the Ti02 fibril array, the decomposition rate of an organic molecule increases. 
However, this prototype fibrillar catalyst is not optimal. We are currently working 
on processes to optimize the fibril arrays by varying the fibril diameter and aspect 
ratio and the distance between the fibrils. We are also exploring additional appli- 
cations of these Ti02 nanofibers, including electrochemistry, battery research, 
photoelectrochemistry, and enzyme immobilization. 

10.9 Conclusion 

The template method has become a very simple yet powerful process for the syn- 
thesis of nanomaterials. This review has described a host of chemistries that are now 
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available for the template synthesis of a wide variety of nanomaterials, including 
metals, polymers, carbon, and semiconductors. Applications have ranged from 
fundamental optical studies to ultra trace molecular detection to high-surface-area 
catalysis. 

What does the future hold for template synthesis? From a fundamental view- 
point, our group is interested in fabricating nanostructures with significantly smaller 
diameters in order to further explore the effects of size on the properties of mate- 
rials. We are also developing new chemistries so that tubules and fibrils composed 
of an even larger variety of materials are available. New applications for template- 
synthesized nanomaterials are also being developed. We are exploring applications 
in photocatalysis, chemical analysis, bioencapsulation, biosensors, bioreactors, 
molecular separations, and electronic and electro-optical devices. Finally, it is clear 
that if practical applications are to be realized, methods for mass producing tem- 
plate-synthesized nanostructures will be required. 
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Chapter 11 

Morphology-Dependent Photocatalysis with 
Nanoparticle Aggregates 

M. Tomkiewicz and S. Kelly 

11.1 Introduction 

The function-morphology correlation of composite catalysts is an issue that needs 
to be addressed on a number of different scales. There is extensive experimental 
evidence that supports the notion that the efficiency of photocatalytic reactions is 
strongly affected by one or more morphological parameters of the catalysts [l-81. 
Previously we [7], and others [2-41 , argued that the simultaneous need to optimize 
mass transport and adsorption of reactants requires morphology of pore structure 
that is most likely fractal. Avnir et al. [4] have shown that the particle distribution 
in many effective porous catalysts can be characterized by a fractal dimension D. 
These authors also argued [2-31 that many heterogeneous photoelectrochemical 
reactions that are photocatalyzed on granular or particulate solid follow a scaling 
law that can be represented by: 

where v is the reaction rate, k is a constant, R is the radius of an assumed spherical 
particle and DR is a characteristic exponent labeled the “reaction dimension”. The 
argument was that many physical processes such as distribution of reactive surface 
sites, depletion of the reservoir of molecules that diffuse to fractal sites, etc., reflect 
such scaling. 

One way of understanding light-induced charge separation processes on semi- 
conducting substrates is to arrive at a parametrization that correlates material 
properties with output parameters. The Gartner equation and its descendants [9] are 
classic examples in which we try to correlate output parameters of photovoltaic 
devices, such as short circuit current and open circuit voltage, with material param- 
eters such as minority carriers’ diffusion length and absorption coefficient. These 
four parameters, and many similar ones, are parameters of the collective system. In 
the general language of complex systems, they are emerging properties of the ag- 
gregates - in our case, in its simplest presentation - of the single crystal substrates. 
Photoelectrochemistry on semiconducting substrates has now reached the point 
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Figure 11.1. Different modes of 
aggregation for particulate matter. 

where we need to develop parametrization that spans different aggregation modes. 
Figure 11.1 demonstrates the central issue; we show there five different modes of 
aggregation [8]. The specific surface area across these aggregation modes varies be- 
tween 1000 m2 g-' for some of the aerogels [lo] to 2.5 x m2 g-' for the single 
crystal. There is now a vast and growing literature on photoelectrochemistry with 
almost every one of these aggregation modes using the same semiconducting mate- 
rial - Ti02. The output parameters are different: photocatalytic products with non- 
electrode configurations and photovoltaic performance parameters with electrode- 
style configurations. One can also find considerable overlap - photocatalytic activity 
is being investigated throughout the series and photovoltaic performance starting 
with the nanocrystalline electrodes. Subject to their intrinsic limitations (bandgap 
and band location) almost all the systems are among the most efficient in their re- 
spective categories. This brings into focus the need to parametrize these systems in 
terms that can be applied across the different aggregation modes. 

Any attempt at correlating photoelectrochemical properties across the different 
aggregation modes critically depends on our ability to parametrize, measure, and 
control the morphologies of these materials and on our ability to measure in a re- 
producible way the quantum efficiency of output parameters that correlates with the 
efficiency of the charge separation process. The conversion efficiencies are output 
parameters that are the end result of a complex chain of events that include ab- 
sorption of the light, efficiency of carrier separation within a particle, adsorption 
properties of the electrolyte, charge transfer to the electrolyte, turnover number of 
the electrolyte, diffusion of reactants and products, etc. In addition to the intrinsic 
complexity, an important contribution to the balkanized efforts to understand these 
systems rests on disciplinary segregation imposed by training constraints. 

Schematic representation of a photocatalytic activity on a granular substrate is 
shown in Figure 11.2. In thermal catalysis, the catalyst acts as an extended surface 
on which the catalytic reaction takes place. The quality and nature of the bulk of 
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Figure 11.2. Schematic representation of solar photo- 
decomposition of water-borne organic pollutants 

the catalyst makes very little difference. Semiconducting photocatalysts are different 
in the requirement that the light absorption process takes place in the bulk. The 
light absorption induces charge separation and the separate charges need to diffuse 
to the solid-liquid interface to participate in the catalytic process. Thus a key addi- 
tional set of parameters that plays an important role with these materials are the 
bulk properties of the individual crystallites. 

Many applications that are described in this book involve nanocrystalline semi- 
conductors that are covered with monolayers of dyes. Typically the dye absorbs 
light to inject charge carriers into the semiconducting particles. The nature of the 
coupling of the dye to the particle is critical for many applications. An effort was 
made to try to distinguish between dyes that are physisorbed and dyes that are 
chemisorbed [6].  The strength of the interaction is assumed to be specific to the 
semiconductor-dye-electrolyte system. Roughness on a scale much larger than the 
dye will not make any difference. However, roughness on the scale of the dye can 
make a major difference. A technique that at least in principle can provide infor- 
mation on the roughness at this scale is SANS [5] .  

11.2 Ti02 Aerogels 

We have shown that preliminary comparative photocatalytic activity in photo- 
decomposition of salicylic acid with various aerogels, xerogels, and powders of 
Ti02 approximately scales with the total BET surface area [2]. These experiments 
were run under conditions not limited by mass transport. Photoelectrochemistry on 
aerogels is perhaps the least described among the aggregation modes that were 
mentioned in Figure 11.1. Aerogels are highly porous materials that are produced 
via sol-gel processing and supercritical drying. The very high surface area and pore 
volume of aerogels makes them attractive candidates for catalytic applications. 
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11.2.1 Morphology 

The morphology of the Ti02 aerogels is complex enough for an attempt at a holistic 
approach at the photocatalytic process that will take into account apparently 
conflicting requirements. The essence of such an approach is to be able to make 
meaningful comparisons between different photocatalysts. Such comparisons re- 
quire sophisticated parametrization that is not easily available. It is not required 
that such a parametrization be unique, but it is required that it will be consistent. 
For meaningful comparisons, it is necessary not only to be able to measure the ap- 
propriate parameters, but also to develop synthetic techniques for selective control 
of these parameters. 

The morphology of the Ti02 aerogels has been characterized in terms of two 
length scales. Typical morphology constitutes 5 nm-diameter, rough, crystalline 
nanoparticles of anatase closely packed into mesoaggregates near 50 nm in size. The 
mesoaggregates are, in turn, packed to a loosely linked structure with an overall 
porosity of 80%). The total surface area of these aerogels is attributed to the sum of 
the surfaces of the nanoparticles [ I  1-13). Schematic representation of this structure 
is shown in Figure 11.3.  In Figure 1 1.4 we show the particle and pore size distri- 
butions as determined by various experimental techniques [ I  1-12], Aside from the 
data obtained from the nitrogen adsorption isotherms at high partial pressurc, 
which measure pore size distribution, the rest of the data describe the particle size 

Figure 11.3. Schematic structure of the titanium dioxide 
aerogel - 50 - ~ nm ~ ~ 

SANS - NAI 7 JEM = SEM - BET J X R D  - ~ - -  
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Figure 11.4. Particle si7e distribution in a typical 
1 10 100 Ti02 aerogel as determined by various techniques 
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stribution. The bimodality of the distribution is evident, with SEM the only 
zhnique that is sensitive to the mesoparticles. In the original publications [ 1 1-1 31 
: emphasized the agreement between the various techniques, taking into account 
at some of the techniques (SANS) are model sensitive, some are not, and some of 
e techniques involve averaging from macroscopic samples (XRD, BET) while 
hers are local (TEM, SEM). Within these differences and considering the avail- 
de dynamic range, a factor of two difference in particle size seems to support the 
ition that the system is homogeneous and that the particle distribution is approxi- 
ately uniform. 

!.2.2 Control 

)r the Ti02 aerogels, the control of the morphological parameters can come at 
nost every stage of the preparation procedure: At the onset - during the colloidal 
iges of the sol - appropriate control parameters are water content, temperature, 
idity, ionic strength, etc. During the aging process, one can affect the strength of 
e connectivity between the individual mesoparticles by adjusting the chemistry of 
e gelation environment. Finally - at the aerogel stage - annealing changes the 
ystallite size, and at around 700 "C, one can induce a phase change from anatase 
rutile. Many of the synthesis-morphology correlations seem to be independent of 

e oxide, and thus the work on photoactive oxide can benefit from the much larger 
.rallel effort in the SiOz aerogels. 

1.3 Evolution of Coordination Structure 

iccessful monitoring of the evolution of the coordination through the synthetic 
ocess remains a major challenge. Techniques such as infrared, and in particular 
%man, spectroscopies remain the techniques of choice to characterize and param- 
rize the evolution of the solid network through the condensation reactions that 
id to the formation of the solid structures. In many cases the IR work is sup- 
ated by structural characterization techniques such as EXAFS and NMR 
ectroscopies that are sensitive to the local environment and can be applied in the 
pid and solid phases. 

1.3.1 Raman Scattering [14] 

mservation of momentum requires that for a perfect crystal in first-order Raman 
attering, only phonons from near the center of the Brillouin zone are involved. In 
iorphous materials the q vector selection rules do not apply owing to the loss of 
ng-range order and the Raman scattering spectra will resemble the phonon den- 
y of states. The microcrystalline case is an intermediate case. Parameters that in- 
ide position 1151, linewidth 1161, and intensity [16] were used to follow the evolu- 
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Figure 11.5. Raman spectra for a pair of aerogel 
samples with different crystallite sizes for the (a) 
142 cm-' and (b) 630 cm-' peaks. 

tion of the network formation that leads to the crystalline solid. The basic model 
due to the relaxation of the q = 0 selection rule due to the finite size of the crystals 
yields to the following expression for the Raman Intensity [17]: 

(11.2) 

where q is expressed in units of 2n/a ( a  is the lattice constant), IT0 is the intrinsic 
linewidth, o(q )  is the phonon dispersion, and L the crystal size. The model predicts 
asymmetric broadening and redshift with the decreased size of the crystallites. For 
nonuniform particle distribution and shape, the broadening and the shifts will start 
to overlap and one often resorts to empirical correlations. 

Figure 11.5 shows a comparison of an aerogel with small crystallites compared 
with one with large crystallites for the (a) 142 and (b) 630 cm-' E, peaks. It sum- 
marizes the main experimental observations that are associated with changes in the 
particle size: with a decrease in particle size the peak broadens asymmetrically (high 
frequency), shifts to the blue, and decreases in intensity. These effects are much 
more pronounced with the 142 cm-' peak. For this study, the main tool that we 
have used to change the morphology and the particle size distributions is thermal 
annealing after the supercritical drying. Figure 11.6 shows the FWHM of the 
142 cm-' and the 630 cm-' peaks as a function of the corresponding X-ray diffrac- 
tion crystal size. Figure 11.7 shows the corresponding shifts in peak positions. Figure 
11.8 shows the evolution of the 600 cm-' peak during the sol condensation. This 
peak is the dominant peak in the sol and the gel phases (after subtraction of the 
solvent lines). 

Figures 11.9 and 11.10 summarize the results: they show the theoretical FWHM 
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and position of the 142 cm-’ peak superimposed on the experimental data, as a 
function of crystallite size. While the experimental crystalline size was determined 
from X-ray crystallography, the theoretical fits were presented in terms of multiples 
of unit cell size. The scaling of the “effective” unit cell size was done so that the 
slopes the theoretical and experimental data in Figure 11.9 match. The data in 
Figure 11.10 were drawn without any adjustable parameters. This scaling produced 
an “effective” unit cell size of 5.55 A for the 81% positive dispersion. This fits re- 
markably well with our prediction for an average value for the crystal unit cell 
somewhere between 3.78 A and 9.50 A. Using Figures 11.9 and 11.10, one can fit 
the data to expressions of the type [18] 

Av = kl(&) (11.3) 

(11.4) 
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where Av is the shift and r is the linewidth. a is a scaling parameter that was re- 
peated to the network structure. It was found that for materials with layer structure 
such as graphite and boehmite a % 1 while for covalently bonded semiconductors 
such as Si and GaAs a % 1.5. From Figure 11.9 a is found to be 1.55. 

11.4 Quantum Efficiencies 

The difficulty in measurements of the quantum efficiencies of the photo- 
decomposition of substrates on such aggregates has been discussed in various 
forums. The spread of quantum efficiencies for oxidation of the same substrate by 
different commercial sources of Ti02 1191, combined with other difficulties, was 
used as an argument to abandon attempts to measure this quantity and substitute 
instead a concept of “relative photon efficiency” [20], which normalizes the results 
to the degradation efficiency of a standard compound such as phenol under a given 
set of experimental conditions. There is no doubt that such a procedure can increase 
reproducibility and should serve as an important intermediate step in reporting 
efficiencies. However, it masks the expected variation with the solid state properties 
of the catalysts, which is the subject of interest here. 

Figure 1 1.1 1 shows the experimental setup for quantum efficiency measurements 
that we presently use [8]. This setup is based on the premise that quantum efficien- 
cies can be accurately measured, irrespective of the morphology of the absorber, as 
long as one is assured of total light absorption of the incident photons. Under these 
conditions the amount of Ti02 will be irrelevant. The bottom-up configuration was 
designed to insure that measurements take place after the samples are settled at the 
bottom. Although our primary, practical objective in using aerogels was to be able 
to adjust their density to be below that of water so that they can float, in the ab- 
sence of a hydrophobic coat, the pores will fill up with the solvent and the aerogels 
will sink. 

We have measured the light intensity at the entrance and the exit (top and bot- 
tom) of the reactor. The reactor was constructed from Teflon such that a minimum 
amount of light would be absorbed by the walls. The light source was a 200 W Hg 
lamp. Irradiation intensity in the spectral range between 300 and 400 nm was 8 
W m-2. All the quantum efficiencies that we quote here are for reactant disappear- 
ance and not for product formation. The quantum efficiencies are not optimized. 
Oxygen was not deliberately added to the reaction vessel. Thus, oxygen used in the 

Figure 11 .I 1. Experimental setup for the photo- 
decomposition of salicylic acid. 
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reaction is atmospheric oxygen dissolved in the solution. Photodegradation was 
quenched by filtration of the samples. 

Figure 11.12 shows the dependence of the quantum efficiencies on the BET sur- 
face area and Figure 11.13 shows the variation of the surface area normalized 
quantum efficiencies with the crystal size. Figure 1 1.12 shows a typical monotonic 
increase of the conversion efficiency with the total surface area that approaches 
saturation at high surface area. Figure 11.13 shows a linear increase in efficiency 
with crystal size. It is obvious that the two figures are contradictory in terms of a 
simple geometrical interpretation. If the only structural features were the nano- 
crystallites, then a simple geometrical consideration would require that the surface 
arealunit weight be inversely proportional to the crystallite size. We have argued [8] 
that the apparent saturation in the efficiency vs. surface area behavior might not 
only be due to saturation in adsorption but also to the presence of very small crys- 
tallites (<1.5 nm) that contribute to the surface area but very little to the charge 
separation process. An interesting conclusion that emerges out of these results is 
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that the quantum efficiencies seem to be independent of the crystal structure of the 
crystallites. 

We have analyzed in detail the difference sensitivities of BET and X-ray [S] and 
argued that it is perhaps better, at this stage, to regard the X-ray-measured crystal- 
line radius and the BET surface area as two independent parameters. The crystal- 
line radius can help to quantify the bulk properties such as light absorption 
and charge separation efficiencies, while the surface area characterizes the surface 
properties, adsorption, interaction between the charge carriers and substrates, etc. 
Better correlations and cross correlations will come from better control over the 
morphology and crystallinity and in particular synthesis of a more uniform particle 
size and a larger database from which one might draw the correlations. 
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Chapter 12 

Zeta Potential and Colloid Reaction Kinetics 

P. Mulvaney 

12.1 Introduction 

The solid-liquid interface has been the subject of experimental study for some 100 
years, beginning with Gibbs, whose work on the thermodynamics of adsorption laid 
the foundations for interface science. The electrical aspects were investigated by von 
Helmholtz, Gouy, Chapman, and Stern, as well as other eminent scientists around 
the turn of the century. Their aim was to explain the structure of the interface and 
to understand how properties such as the electric potential and surface tension 
varied across the surface layers. In addition, early theories successfully explained 
the phenomenon of electrocapillarity, the origins of the Nernst or equilibrium elec- 
trode potential, and they could also predict, to within an order of magnitude, the 
electrical capacitance of an electrode immersed in water. However, it was always 
recognized that the structure of the electrical double layer (EDL) played an equally 
important role in electrode kinetics. Butler and Volmer subsequently determined 
how the kinetics of charge transfer depended on the electrode potential and demon- 
strated that the equilibrium electrode potential was directly related to the rate of 
electron transfer. 

In the 1940s Derjaguin and Landau, and independently Verwey and Overbeek 
working in Holland, developed the basic theory of particle coagulation (the DLVO 
model) in terms of the electrical double layer around each colloid particle in solu- 
tion [l]. They established that colloid coagulation is about the interaction of elec- 
trical double layers. A large body of evidence subsequently accumulated in support 
of the basic tenets of DLVO theory, and eventually, colloid chemistry adopted the 
entire electrical double layer structure and its associated thermodynamics as part of 
its foundations. However redox reactions at particle surfaces could not be readily 
investigated, and questions about kinetics at colloid surfaces ~ processes such as 
redox catalysis, colloid nucleation and dissolution, electron transfer by excited 
species generated in solution, and charge injection by photosensitizers - all re- 
mained largely unanswered. Such redox reactions are central to a plethora of im- 
portant industrial processes ranging from the photographic process [2], the removal 
of rust [3], the decontamination of nuclear reactor coolant systems [4], the transport 
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of nutrients such as Mn2+ in natural waters [5 ] ,  solar energy conversion [6], the 
degradation of paints, the removal of organic pollutants [7], and the electro- 
chemical discharge of the alkaline battery [Sl. Over the last 20 years, the use of op- 
tically transparent colloids together with the increased availability of stopped-flow 
spectroscopy, laser flash photolysis, and pulse radiolysis has finally enabled a direct 
comparison of colloid electrochemical kinetics with standard electrode kinetics to 
be made. In particular, whilst the equilibrium Nernst potential is fundamental to 
both areas of surface science, one can now assert that the Butler-Volmer equation 
(or Tafel equation in its simpler form) will soon be as important to colloid chemists 
as it is to the electrochemist. 

In this chapter, we examine some of the available colloid data on the kinetics of 
electron transfer and try to highlight the parallels with conventional metal electro- 
chemistry. We will focus on metal oxide particles because they are the most readily 
understood, and because the majority of the available experimental data have been 
gleaned from these materials. We begin by presenting a summary of the electrical 
structure of the metal-oxide-water interface. This enormous subject is covered in 
many texts in detail, particularly the underlying assumptions inherent in the deri- 
vation of the equations describing the double layer [9- 131. The aim here is to ex- 
plain how the structure of the electrical double layer affects the actual rate of charge 
transfer at the particle interface. Such understanding will be fundamental to the 
improved design and exploitation of nanostructured materials [ 14, 151. 

12.2 The EDL around Metal Oxides 

12.2.1 The Helmholtz Region 

When a conductor is placed into water, the steady state charge that builds up on the 
solid is usually due to charge transfer between the metal and solution. For example, 
a platinum electrode usually has an open circuit potential in aerated solution 
determined by the (largely irreversible) kinetics of the reaction [ 161: 

0 2  + H+ + e- (Pt) + HO2 (12.1) 

For semiconductors or insulators, the amount of charge that can be exchanged is 
much less, since the mobile charge is due only to impurities. As a consequence, it 
is usually the preferential loss of lattice cations and anions, or the adsorption of 
charged species from solution, that determines the amount of surface charge on a 
particle. 

When a metal oxide surface is created in solution, the adsorption of hydroxyl ions 
or protons leads to the generation of a surface charge, and an electric potential 
develops between the surface and the bulk solution. Provided the surface activity of 
these so-called potential-determining ions (H+, OH-) remains constant, the surface 
potential of a metal oxide particle in aqueous solution is given by the familiar 
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distance 

Figure 12.1. The diffuse layer. (a) The charge distribution 
near a charged surface, and (b) the potential distribution, 
which follows one of the four equations in Table 12.1. 

Nernst equation: 

$0 = -0.059 (PH - pHpzc) (12.2) 

where pHpzc refers to the pH at which there is equal adsorption of potential- 
determining cations and anions at the surface. In response to the adsorbed surface 
charge there will be a local excess of counterions around the particle. These coun- 
terions form a diffuse layer around the particle and cause the electric potential to 
slowly decay to zero as one moves away from the particle surface towards the bulk 
solution, as shown schematically in Figure 12.1. However, some of these ions may 
be strongly adsorbed, forming a plane of bound countercharge, whch will lower the 
electric potential immediately adjacent to the particle surface. This region is usually 
called the Helmholtz or Stern layer and is made up of both strongly polarized water 
molecules and desolvated ions, as shown in Figure 12.2. The adsorption plane is 
located at a distance x1 from the actual surface, and the relative permittivity in the 
region 0 < x < x1 is taken to be &I . has a value usually taken to be between 2 and 
6 .  Since the distance of these ions from the surface is only of the order of 3 A, the 
surface and counter charge may be treated as a parallel plate condenser with a ca- 
pacitance per unit surface area given by 

KI = ao/($o - $1) = El&O/XI (12.3) 

where E ~ E O  is the permittivity of the layer and 00 is the surface charge density. 
Consequently, the potential at x1 is reduced to 

$1 = $0 - ao/Kr = $0 - ~OXl/ElEO (12.4) 
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00 01 
0 *I Figure 12.2. The electrical double layer with Stern 

or Helmholtz layer. (a) Charge distribution is broken 
up into a layer of specifically adsorbed ions and a 
diffuse layer. (b) The potential distribution showing 
the linear decay in the inner region and the diffuse layer 
potential, which begins at a distance XI from the surface 
and at a lower potential than i o .  

* 
distance 

(a) 

Figure 12.3. The electrical double layer according to the 
GCSG model. (a) Charge distribution includes an inner 

00 01 02 distance layer due to adsorbed ions and a second compact layer 
due to the finite size of hydrated ions approaching the 
surface from the diffuse layer. (b) The distribution of 
potential. For the case shown with superequivalent 
adsorption, the potential at XI or shear plane is the 
opposite to the intrinsic surface charge. There is also a 
linear variation in potential between x1 and xz. 

* 

It is important to realize that although ions adsorbed electrostatically at the 
Helmholtz plane will not completely neutralize the surface charge, if there is, in 
addition, a chemical driving energy for adsorption, the adsorbed countercharge 
may exceed that of the true surface charge, and the overall charge on the particle 
may be reversed. Thls is depicted in Figure 12.3 and we see that the potential ac- 
tually changes sign, before decaying slowly to zero in bulk solution. This situation is 
often realised with polyelectrolytes such as poly(acry1ic acid) or sodium hexameta- 
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phosphate, which can superadsorb on colloid surfaces. The ions in the Helmholtz 
layer are so strongly bound that an electric field applied to the colloid will cause 
motion of the particle, the adsorbed countercharge, and a monolayer or so of 
solvent molecules, i.e. the effective charge on the electrokinetic unit is not due solely 
to the surface charge, but will be reduced (generally) by the plane of countercharge. 

In the GCSG (Gouy-Chapman-Stern-Grahame) model (17, 181 a second struc- 
tural plane is also defined, and this is shown in Figure 12.3. This is at a distance x 2  

and is the distance of closest approach of solvated ions to the plane XI, owing to the 
finite size of the ion and its hydration shell. This second plane is usually termed the 
outer Helmholtz plane (OHP), with XI then being the inner Helmholtz plane (IHP). 
In this case, the electric potential decreases further between the inner plane of ad- 
sorbed anions and the OHP where counterions reach. It is the potential at x2 which 
then orientates other ions in solution and induces the buildup of the space charge 
layer of counterions around the particle. 

12.2.2 The Diffuse Layer 

Electroneutrality requires that, overall, the excess charge density around the 
charged colloid particle in the diffuse layer, Ud, must equal the charge density on the 
particle, i.e. 

The electric potential at any point in the diffuse layer is calculated from Poisson's 
equation: 

v2* = - P / E * E ,  (12.6) 

For a symmetrical z : z  electrolyte, the charge density at any point in solution is 

p = [e (n+ - n-)  (12.7) 

where jzI is the absolute electrolyte valency, and n, and n- are the respective ion 
concentrations, at that point in the solution. Assuming the ions are distributed in 
the electric field according to the Boltzmann equation, then at any point we can 
write 

n+ = n m k  exp (-zie$/kT) (12.8) 

where n m  is the bulk ion concentration, and combining Eqs. (12.8) and (12.9), we 
obtain the Poisson-Boltzmann (PB) equation: 

V2$ = - 2 n m ~ e / ~ r ~ o  sinh (ze$/2kT) (12.9) 
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The boundary conditions for integration are that in the bulk solution, the potential. 
and the electric field disappear: 

$ + 0 as x+ co (12.10) 

and 

d*/dx+O as x+ co (12.1 1) 

whilst at the start of the diffuse layer, the potential must be $ 1  : 

*(x=x,) = *l (12.12) 

The solution of the PB equation is not straightforward, and the method of solution 
can be simplified by considering four regimes in turn. 

12.2.3 The Diffuse Layer for Micron-Sized Colloid Particles 

If the particle radius is large, the double layer can be treated as flat, and Cartesian 
coordinates used. Further, if the diffuse layer potential at XI is small ($ << kT/ze), 
then linearization of the exponential terms leads to 

V2$ = d2$/dx2 = u2$ (12.13) 

where 

ic2 = 2n"e2z2/~,~,kT (12.14) 

is called the Debye-Huckel parameter or inverse double layer thickness. Eq. (12.13) 
can be directly integrated using the boundary conditions (Eq. 12.10, 12.11) to yield 

This shows that a charged particle has an apparent surface potential $1 which falls 
off to l/e of its surface value over a distance IC-' in an electrolyte solution. For high 
potentials, $1 > 25 mV/z at 298 K, the linearization is no longer accurate, and Eq. 
(12.9) must be integrated. The result is 

tanh (ze$/4kT) = tanh ( ~ e $ ~ / 4 k T )  exp (-Kx) (12.16) 

These results for hgh  and low potentials for large particles are summarized in Table 
12.1. Eq. (12.16) reveals that even for high potentials the diffuse layer thickness is 
still K - ~ .  We can see that the approximation of a flat double layer around a colloid 
particle will be valid if KU << 1. To obtain the capacitance of the double layer we 
note that 
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Table 12.1. Solution to the PB equation for high and low surface potentials in a symmetric elec- 
trolyte for high and low surface curvature. 

Large Particles KU >> 1 Small Particles KU << 1 

a* ,  low potentials $(x) = exp(-Kx) $(r) = - exp(-rc(r - u ) )  
< 25mV 

high potentials 
> 25mV 

d2$ 2 d* 2zn“e . V2$ = - + - - = __ sinh (g) 
dr2 r dr E,E, 

(numerical solution only) 

tanh(y/4) = tanh(yo/4) exp(-Kx) 

From (12.12), 

d$/d-yx=xl = - 4 1 ,  (12.18) 

and on substitution we get 

Thus the diffuse layer around a particle with KU << 1 behaves like a parallel-plate 
capacitor, with thickness K - ~ ,  which is why K-’ is called “the diffuse layer thick- 
ness.” 

12.2.4 The Diffuse Layer for Nanosized Particles 

Nanosized particles distinguish themselves from their conventional, and larger, 
micron-sized counterparts by the fact that the double layer must be considered 
spherical because, for colloid particles with diameters of 100 A, the assumption of 
flat double layers is no longer accurate. For example, at 1 mM NaN03, the Debye 
length is 100 A, so rca = 1. Integration of Eq. (12.9) must now be carried out in 
spherical coordinates. For small potentials linearization of Eq. ( 12.9) yields 

However, an electric potential of the same order as thermal energies is usually 
insufficient to prevent particle coalescence (see Section 12.2.5). So whilst the sim- 
plification renders the solutions more tractable, it does not provide accurate results 
for stable colloids with higher surface potentials, and the use of the linearized forms 
is generally inadequate. For highly charged particles, the potential distribution must 
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be solved numerically through, for example, Runge-Kutta methods (see Section 
12.2.5 below for an analytic approximation). The presence of the diffuse layer 
around an electrostatically stabilized colloid particle is essential. It is the repulsion 
experienced by two colloid particles as their double layers overlap that stabilizes 
them against coagulation. A high diffuse layer potential and a low electrolyte con- 
centration, which increases the range of repulsion, are necessary for good colloidal 
stability. (In saying this, we ignore the possibility that the particles may be stabilized 
by polymers or large surfactants.) 

We can now write down the total potential distribution between the particle sur- 
face and solution for an insulating or semiconducting metal oxide particle immersed 
in aqueous solution. For the model shown in Figure 12.2, we have 

(12.21) 

(12.22) 

(12.23) 

Here, f ( q  a, $,) refers to one of the four solutions in Table 12.1. Clearly, even for 
a model with just a single inner region, there are a number of experimental variables 
whch need to be measured in order to quantify the potential distribution. Given 
that ~1 and XI are not really directly accessible to experimental verification, simplifi- 
cations are often advisable. Furthermore, until now, most electrokinetic inves- 
tigations of colloid systems have been confined to the situation where only indif- 
ferent ions such as Na+ or N03-, are present in solution. In order to carry out 
electron transfer studies, there must be a redox couple present as well. Further 
simplification arises if the chemistry in solution can be controlled. By assuming 
there is no specific adsorption from solution we can set 0 1  = O .  However, this is 
clearly a poor approximation if a polyelectrolyte or surfactant has been used to 
stabilize the particles, or if a strongly chemisorbed ligand such as a thiol or amine 
derivative has been used to minimize particle growth during preparation. There has 
been little work done on the specific adsorption of redox couples, or even with 
simple carboxylic acids such as sodium citrate, which are extensively used to stabi- 
lize nanosized metal colloids. 

12.2.5 The ZOS Model for Poorly Defined Nanoparticles 

Before we discuss the process of electron transfer at colloid surfaces, we will present 
a simplified analytic version of the standard Stern model shown in Figure 12.2, 
which will allow us to understand the basic electrochemical kinetics involved, 
without needing to specify all the parameters of a complete double layer model. The 
double layer is broken up into a single Helmholtz layer of thickness XI and dielec- 
tric constant E I E ~ ,  i.e. with a constant capacitance given by 

KI = EIE,/XI (12.24) 
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There is no specific adsorption at the plane XI, which is also taken to be the start of 
the diffuse layer, i.e. 

0 1  = 0, (12.25) 

and 

0, = -0d.  (12.26) 

Finally, to link the electrical double-layer potentials to experimentally accessible 
data, we assume that the potential at x1 is identical to the observed, measured “zeta 
potential.” 

*, = i. (12.27) 

For particles in the size regime 30-100 A, the condition XI << a still holds and the 
flat-plate condenser model for the inner layer is justified. However, the diffuse layer 
thickness, characterised by the Debye-Huckel parameter cl, is now much larger 
than a. The diffuse layer must be considered spherical. In principle, we need to solve 
the PB equation numerically, but we can save ourselves computational effort by 
adopting one of the various analytic approximations to Eq. (12.9) that have been 
developed. Ohshima et al. [19] found that for a sphere of radius a immersed in a 1 : 1 
electrolyte of Debye-Huckel length K - I  

(12.28) 
where A = k-a. The diffuse layer charge, zeta potential, and surface potential are 
linked by 

We can now describe the double-layer structure using just one or two parameters, 
provided we have zeta potential data, which includes the point of zero charge 
(pHpzc). $, is deduced directly from the pH of the experiment (through Eq. (12.2)). 
Then from Eq. (12.28), we obtain 0 d  using i, and a. From Eq. (12.29), this gives us 
KI directly. The validity of this approach can be tested using zeta potential data 
over a wide pH range to determine the average value of the Helmholtz capacitance. 
This is shown in Figure 12.4, where KU has been fixed at 1 and zeta potential vs. pH 
data have then been generated for various values of KI. If no zeta potential data are 
available for a particular system, then as a last resort, we can use values of KI de- 
termined for micron sized particles of the same material via electrophoresis, and try 
to create artificial zeta potential vs. pH curves. This model contains the funda- 



284 12 Zeta Potential and Colloid Reaction Kinetics 

Figure 12.4. The calculated values of ( vs. 
pH for nanosized colloid particles with 
a =  100 A and 1 mM 1:l electrolyte (i.e. 
a = 1) for different values of the inner 
layer capacitance, Kl.  The diflllse layer 

0 2 4 6 8 I o charge is calculated from Eq. (12.28), and 
PZC - pH then ( is obtained from Eqs. (12.2, 12.29). 

mental features required to explain both colloid stability and redox chemistry at a 
nanoparticle surface. There is a diffuse layer, whose thickness depends upon the 
electrolyte concentration and surface potential, and an inner layer, the potential 
across whch is controlled via the pH and inner layer capacitance. Because it con- 
tains no Stern layer charge and analytical approximations are used for the solution 
of the PB equation, this model is called the zero order Stern model (ZOS). The way 
the electric double layer potential is partitioned between the Helmholtz and diffuse 
layers critically determines both colloid stability and electron transfer kinetics. 

12.2.6 The Point of Zero Charge and the Isoelectric Point 

All these various double layer models have been designed by colloid chemists to 
explain the structure of the electrical double layer. In particular, they explain the 
apparent surface charge density obtained when a suspension is titrated with acid 
and base, and the observed mobility of the suspension particles when subjected to 
an electric field at different pH values. Because of the possibility of specific adsorp- 
tion to colloid particles, there are two possible reference points for the measurement 
of the electric potential during mobility studies. These are the point of zero charge 
(pzc) and the isoelectric point (iep) of the solid [13]. The pzc is defined as the con- 
centration of potential determining ions for which the surface charge go is zero. For 
metal oxides, this corresponds to the pH at which rHb = r o H  , where r signifies 
the adsorption density. The isoelectric point is the concentration of potential deter- 
mining ions at which the zeta potential is zero. They are often used interchange- 
ably, but this is only the case if, at the pzc, there is no charge at the IHP. Thus, 
at the i.e.p. go = (51 and therefore (5d = 0. Conversely, at the P.Z.C. (5, = 0, and 
(51 = -(5d. 
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12.3 Colloid Electron Transfer Kinetics - Theory 

We now consider how the kinetics of electron transfer to particles are affected by 
this electrical double layer structure postulated to explain observed electrokinetic 
data. The two equations necessary are Fuchs' equation, (also used to describe the 
kinetics of colloid coagulation,) and the Tafel equation which quantifies the electric 
field dependence of the electron transfer rate constant. 

12.3.1 Mass-Transfer-Limited Reactions 

The rate constant for the steady state, diffusion-controlled reaction in solution be- 
tween two species is given by the familiar Smoluchowski expression, 

kdi# = ~ T c R D ,  (12.30) 

where R = Rcoll + &ad - &,ll is the combined reaction radii of the electroactive 
species and the colloid particle, and D = Dcoll + Drad - Drad, the combined diffu- 
sion coefficient. However charged species will also experience a force due to the 
electric field around the particle at any pH other than the pzc. The flux of an ionic 
species with concentration c and charge ZR towards a spherical surface in the pres- 
ence of a position dependent electric field $(Y) is [20] 

(12.31) 

The boundary conditions are that c = 0 at Y = a and c = coo (the bulk radical con- 
centration) at r = co. Integration yields 

4nD 
(12.32) 

The integral in the denominator is the reciprocal of the effective reaction radius. 
When $( r )  = 0, Eq. (12.32) reduces to the Smoluchowski equation; in the presence 
of a nonzero field, the denominator can be greater than or less than u p l ,  depending 
on the signs of ZR and $(r) .  Note that even in the presence of a field, steady state 
conditions prevail after -10-7s, so that the time dependence of the flux can be 
ignored in almost all colloid systems unless the suspension is very concentrated. 
e.g. for Ti02 colloids with a=50& the half-life for reaction with (CH3)zCOH 
(k = 5 x 10'oM-'s-', [21]) is lOns only at 0.5 M Ti02. It is unusual to work at 
such concentrations because of particle coalescence or because of the extremely high 
absorbance of such sols, which renders time-resolved work by spectroscopic means 
quite difficult. 
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Figure 12.5. The effect of particle zeta potential 
on the mass transfer limited rate constant for 
radicals with charge + I  and particle radius 20A. 
The ionic strengths are (a) 100 mM, (bj 10 mM 
and (c) 1 mM. The rate at the pzc is the Smo- 
luchowski limit. Adapted from ref. 23. 

Figure 12.6. The effect of the radical charge on 
the mass transfer limited rate constant for a 
zeta potential of -80 mV and for ionic strengths 
(a) 1 mM, (b) 10 mM and (c) 100 mM assuming 
a particle radius of 20A. The rate at z = 0 is the 
Smoluchowski limit. Curve is drawn through 
nonintegral values of charge for ease of 
comparison. Adapted from ref. 23. 

Solution phase reactants can only approach the surface to the distance XI [18, 221. 
Hence, the metal oxide can be considered to have a radius a and surface potential 
[, so that the boundary condition required for the integration of Eq. (12.29) is 
$(a)  = i. Once at the shear plane, transfer or deactivation occurs instantly. Thus 
for mass transfer limited reactions, we need to know &d and a, to calculate the 
Smoluchowski limit. In addition, when there is significant migration we need n5 
(the bulk electrolyte concentration), ZR (the radical charge) and [. 

To see how the field affects the mass transfer limited rate constant, calculated 
values are shown in Figures 12.5 and 12.6 for conditions typical for nanosized col- 
loids in aqueous solution. Figure 12.5 illustrates the dependence on the [ potential 
(for ZR = 1) for three different electrolyte concentrations and Figure 12.6 the de- 
pendence of the mass transfer limited rate constant on the radical charge (at 
[ = -80 rnV). A particle radius of 20A was assumed in calculating the potential 
profile. In each case, the potential distribution was first calculated from the non- 
linear PB equation using the given parameters a, K ,  [. (2000 points out to a distance 
of 1 0 ~ ' ) .  Then for a given value of [, and the radical charge, the flux at the surface 
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was calculated by a second integration using Eq. (12.32). As is clear from the re- 
sults, diffusion controlled radical-colloid interactions are strongly dependent on the 
double layer properties (salt concentration, i, particle radius) and the magnitude of 
the radical charge. The flux of charged species due to migration rivals that due to 
the concentration gradient at high potentials and low ionic strength. When the two 
supplement each other, the rate may triple or quadruple, even at low radical charge. 
This should be readily discernible using flash photolysis or pulse radiolysis tech- 
niques. When the effects of the fluxes are opposing, the effect is far more dramatic, 
and the net flux to the colloid particle may be retarded by several orders of magni- 
tude. Consequently, the effect of the zeta potential on mass transfer will be most 
clearly seen when the double layer acts to retard diffusion. In some cases a second 
order rate constant of just lo7 M-’ sP1 may correspond to the mass transfer limit. 
Given that low ionic strength and high zeta potentials are usually necessary for 
ionically stabilized sols, the usual criterion that the diffusion limit is reached at a 
value of - 10” M”’ sP’ will no longer be valid. 

Increases in salt concentration will decrease the importance of the migration term 
for mass transfer limited reactions. The effects of added indifferent electrolyte will 
be to decrease ( and to compress the double layer simultaneously. (Since the diffuse 
layer capacitance is increased, there is a larger potential difference across the 
Helmholtz region.) However as can be seen from the figure, even in 0.1 M 1 : 1 
electrolyte, pronounced deviations from the Smoluchowski value would be ex- 
pected. 

12.3.2 Activation-Controlled Electron Transfer 

For electron transfer into a colloid particle, by a solution species (anodic reactions), 
the Tafel equation for the anodic electron transfer rate constant ket is given by 

(12.33) 

where A$ is the electric potential difference between the particle surface and the 
plane of electron transfer, and ketPZC is the rate constant at A$ = 0. If the ionic 
strength is high, the diffuse layer capacitance Kd -+ co, and the total double layer 
field is confined to the Helmholtz layer. The zeta potential then approaches zero. 
Under these conditions, the entire change in electrode potential can be considered 
to act on the electrons tunnelling from donor to surface (or surface to donor). 
However in colloid systems, a high salt concentration will destabilize the sol, since if 
( + 0, there is no resistance to coagulation. At low ionic strength, the changes in 
surface potential will not just appear as an overpotential for electron transfer. Some 
of the electric potential is “lost” in the diffuse layer. The amount ‘‘lost’’ will depend 
on the relative capacitances of the two layers of the electric double layer. However, 
the diffuse layer potential governs the local concentration of electroactive ions. 
Thus, the pH dependence of the rate of electron transfer depends on the zeta po- 
tential in two ways. The potential difference ( I ) ~  ~ i) alters the rate constant for 
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electron transfer through Eq. (12.33), while the change in [ potential alters the local 
concentration of any charged reactants through the Boltzmann equation, Eq. 
(12.8). When both are included, Eq. (12.33) assumes the form [24, 251: 

(1 2.34) 

where is the transfer coefficient for the anodic electron transfer to the colloid and ZR 

the charge on the reductant. This equation is only valid for simple anodic electron 
transfer from the OHP. For cathodic electron transfer to an oxidant with charge ZO, 

the dependence on zeta potential is given by 

The conduction band energy level in the colloid particle is normally the acceptor 
level for the transferred electron, and at the pzc, this energy level will not be iden- 
tical to the redox potential of the solution couple. To compare intrinsic rates of 
electron transfer for the same solution couple with various colloidal semiconduc- 
tors, it is necessary to decouple this chemical free energy term, AEpZc = ECb 
Eredox, which drives the reactions at the pzc. Thus the most useful parameter is k,, 
given by: 

p"r: 

ketref = k et PZC ~ X P  (FFAEpzcIRT) (12.36) 

where for convenience we assume that the energy levels are potentials on a suitable 
electrochemical scale. 

12.3.3 The Transition between Activation and Mass Transfer Limits 

The transition between diffusion and activation control has been discussed by 
several authors for the case of zero migration [26,27]. The observed rate constant 
can be readily derived by consideration of the steady state concentration of a re- 
ductant at the electron transfer plane to a single colloid particle. Let this be denoted 
COHP. The flux due to surface reaction is then 47'cu2ketc~~p, where ket is the rate 
constant for electron transfer. This must be balanced by the flux from solution. 
Integrating Fick's Law with the boundary condition that c = COHP at r = u rather 
than c = 0 yields 

kobs ern = ~xuD(c"  - COHP) = 4na2 k,t COHP (12.37) 

It can be seen from this equation that the maximum flux to the OHP occurs if 
COHP = 0, which occurs as ket increases. Conversely, the concentration gradient re- 
duces to zero if ket = 0, as expected intuitively. After rearrangement, the observed 
bimolecular rate per particle is 
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(12.38) 

The same manipulations can be used when there is an electric field present around 
the particle, and in this case the transition from activation control to mass transfer 
control obeys 

(12.39) 

Clearly, the mass transfer rate constant depends on pH for charged reactants. So, 
for a reaction which is diffusion controlled over a wide pH range, as might be 
expected for many colloid reactions with .-(as) for example, a pH dependent 
reaction rate will be found. 

12.4 Colloid Kinetics - Experimental Data 

12.4.1 The Effect of pH 

Various research groups have examined the rate of disappearance of a solution 
species via electron transfer to colloid particles, or conversely the transfer of elec- 
trons to acceptors in solution following photoexcitation of a semiconductor colloid. 
We cite the studies by Gratzel with Ti02 [26-281, Darwent and coworkers [29-311, 
Willner [32] on silica, Bahnemann et al. on ZnO and Ti02 [33], and Swayambuna- 
than et al. on iron oxide [24, 251. For many systems the chosen reactants have been 
radiolytically or photolytically generated, and the rate constants have been found to 
be close to the mass transfer limit. 

Gratzel and Frank initially reported the very dramatic effect of pH on the rate 
constant for electron transfer using colloidal Ti02 and methyl viologen as electron 
acceptor. Their results shown in Figure 12.7, clearly revealed the exponential de- 

Figure 12.7. The relative rates of electron transfer from 
photoexcited colloidal Ti02 to methyl viologen dications as 

- 5  
2 3 4 5 6 7 8 9  

a function of pH. Adapted from ref. 26. PH 
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pendence on pH predicted by classical electrochemical kinetics. This work was the 
first to show that even when the Helmholtz potential difference is governed by ion 
adsorption from solution and not by the electrical charge provided through an ex- 
ternal power supply, the Tafel equation is still applicable. The ionic strength is not 
mentioned in their paper so it is difficult to reliably assess the importance of diffuse 
layer corrections 1261. 

12.4.2 The Effect of Electrolyte Concentration on Electron Transfer 

Darwent et al. examined for the first time the role of diffuse layer contributions to 
the kinetics of electron transfer. They demonstrated that all electron transfer rates 
depend on ionic strength except at the pzc, as shown in Figure 12.8. They corrected 
their data for the diffuse layer contribution, using Debye-Huckel theory, modelling 
the nanosized titania colloids as large charged molecules. By employing weak 
double layer theory, i.e. low potentials, they showed that the observed transfer co- 
efficient for metal oxide colloids obeys 

CI - CI, + ( B +  CZ0.5)p' ( 12.40) 

where I is the ionic strength and B and C are adjustable parameters. This equation 
is similar to the one employed in metal electrode kinetics at low overpotentials. 
The parameters B and C are related to the relative capacitances of the diffuse and 
Helmholtz layers, and CI, is the transfer coefficient at infinite ionic strength. In Fig- 
ure 12.9, we have attempted to reanalyse their results using electrophoretic data 
gleaned from the work of Wiese and Healy [34]. Good agreement is obtained, both 
for different pH values and for large variations in ionic strength using Eq. (12.35). 
This clearly illustrates that instead of using B and C as adjustable parameters, ex- 
perimental zeta potentials can be used to quantify the effects of ionic strength on the 
rates of electron transfer. 
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PZC Figure 12.8. The effect of ionic strength and pH on the rate 
1 2 3 4 5 6 7 of electron transfer from colloidal Ti02 to methyl viologen 

dication in the region around the pzc. Adapted from ref. 29. 
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Figure 12.9. (a) Zeta potentials for Ti02 at 
1 mM and 10 mM vs pH from Wiese and 
Healy [34]. (b) Fits to the data of Danvent 
et al. using the zeta potential data from Wi- 
ese and Healy and Eq. (12.35). Adapted 
from ref. 25. 
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12.4.3 The Effect of the Zeta Potential and Radical Charge on the Rate 
of Electron Transfer 

The only electron transfer experiments to date in which zeta potentials have been 
measured directly on the same nanosized particles is in the work of Swayambuna- 
than et al. [24, 251. Their results for electron transfer to colloidal iron oxide from 
both anionic and cationic viologen radicals are shown in Figure 12.10. By using two 
viologen radicals with opposite charge but virtually identical redox potentials, they 
confirmed that electrostatic effects dominate the kinetics of e.t. in solution. The 
rate of electron transfer for both radicals coincides at the pzc, again highlighting 
the fact that the pzc is the natural reference point for measuring transfer kinetics. 
However, rather than resorting to Debye-Hiickel theory, valid only at low surface 
potentials, Swayambunathan et al. measured the zeta potential as a function of 
pH. The reaction becomes mass transfer limited for the anionic viologen radical 
at low pH as the surface potential of the iron oxide particles becomes very posi- 
tive. Consequently, the kinetics must include both activation and mass transfer 
equations. 
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Figure 12.10. The effect of pH on the rate of 
electron transfer to colloidal ferric oxide par- 
ticles from cationic and anionic viologen radi- 
cals. At low pH, the rate becomes mass trans- 
fer limited for the anionic viologen radical. 
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2 4 6 8 lo 12 Ionic strength = 1 mM. Particle radius = 20A. 
DH Fits using Em. 112.34. 12.38 and 12.39). 
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(12.41) 

In Figure 12.10, two curves are shown. One of these (curve B) uses the conventional 
Smoluchowski equation for the calculation of the mass transfer limit, based on Eq. 
(12.38), together with Eq. (12.34) for ket. From the discussion above, the double 
layer corrected form, Eq. (12.39), should be better, since the radicals are charged 
and migration will contribute to the mass transfer of the radical to the colloid sur- 
face. Curve A uses Eq. (12.41) which is derived from Eq. (12.39) and Eq. (12.34). 
However the reaction only becomes mass transfer limited at low pH's, and below 
pH 3, the increasing solubility of the oxide and increasing electrolyte concentration 
make comparison with the theoretical values more difficult. The mass transfer limit 
in this pH range was calculated from Eq. (12.39), using the radius a = 20& as es- 
tablished by electron microscopy. The inclusion of the migration term does appear 
to give a better fit to the data than Eq. (12.38) over the limited pH range in which 
the reaction is diffusion controlled. The observed rate corresponds to a second order 
rate constant about twice that predicted by the Smoluchowski equation. It is worth 
noting that the transition to diffusion-migration control takes place over quite a 
wide pH range, and extends to pH 7, where the reaction is well below the expected 
mass transfer imposed limit. 

It is clear that the entire pH dependence of the rate constants can be unified 
through the assumption that the zeta potential is close to the potential at the plane 
of electron transfer. In fact if the zeta potentials were about 10-20 mV higher, the 
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Figure 12.11. The effect of increased ionic strength 
on the rate of electron transfer to colloidal iron 
oxide from cationic methyl viologen radicals at 
pH 5.5. Fit to Eq. (12.34) with a = 0.5, using 
u = 20A, pzc = 8.1 
to the nonlinear PB equation and a Stem layer with 
K, = 400 pFcnr2. Adapted from ref. 24. 

0.3 using complete solution 

Figure 12.12. The effect of increased ionic 
strength on the rate of electron transfer to 
colloidal iron oxide from cationic methyl 
viologen radicals at pH 11. Fit to Eq. (12.34) 
w i t h a z 0 . 5 ,  usinga=20A, pzc=8.l kO.3 
using complete solution to PB equation and a 
Stern layer with K1 = 400 pFcm-*. Adapted 
from ref. 24. 
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agreement would be almost perfect, an indication perhaps that the shear plane lies 
just beyond the true plane of transfer. Swayambunathan et al. also studied the role 
of electrolyte concentration [25]. As can be seen in Figure 12.11, the rate at pH 5.5 
increases dramatically as salt is added, because of decreased repulsion between the 
positively charged radical and the positively charged colloid particles. The rate is 
400 times faster in 1M electrolyte (NaC104) at pH 5.5. Conversely, above the pzc, 
the rate of transfer decreases as the attraction between the now negatively charged 
sol and the radical is reduced (see Figure 12.12). Unlike the case in purely ionic 
systems the plot of log kobs versus is not linear. By extrapolating the rate con- 
stant to infinite ionic strength, an estimate can be made of the rate of electron 
transfer (at pH 5.5 and pH 11.0) when the electric potential is entirely confined to 
the Helmholtz layer, and all pH changes act as an overpotential for the charge 
transfer. These data are plotted in Figure 12.13. The rate constants at infinite ionic 
strength represent the case of electron transfer when [ = 0, and should fit on the line 
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Figure 12.13. Transfer coefficient for electron transfer to 
iron oxide by methyl viologen radical cations at  infinite 
ionic strength using limiting values a t  pH 5 and 11 and at  

s 6 7 8 9 10 I I  12 the pzc of pH 8.3. Fit to Eq. (12.42), assuming ( = 0, at  
infinite ionic strength. Adapted from ref. 23. 
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represented by the reduced form of Eq. (12.34), namely, 

Using the two infinite ionic strength rate constants gives a value of p = 0.47. This 
value is the ‘true’ transfer coefficient for oxidation of methyl viologen radical 
cations by colloidal iron oxide. Note that at low ionic strength, an experimental 
analysis of the transfer kinetics over only one or two pH units could easily have led 
to the conclusion that the radical is either negatively charged or positively charged. 

The identification of the zeta potential with the potential at the plane of electron 
transfer has a further use if, a priori, the transfer coefficient is known. The existence 
of maxima or minima in the rate of an interfacial charge transfer reaction can then 
be predicted from Eq. (1 2.34) following differentiation: 

Hence at the maximum or minimum, 

(1 2.43) 

(12.44) 

and the slope of the zeta vs. pH curve determines the value of the pH at which a 
maximum or minimum in the rate of electron transfer occurs. Thus proper charac- 
terization of the colloid double layer is essential when attempting to optimize elec- 
tron transfer. 

Another interesting case is the study by Moser et al. of the reduction of a co- 
baltacenium dicarboxylate anion as a function of pH using photoexcited colloidal 
Ti02 [28]. They observed a decrease in the rate with increasing pH, contrary to 
earlier results with methyl viologen and proposed that the redox active anion was 
involved in an acid-base equilibrium with a dianion, which was in turn postulated 
to be electrochemically inert. The effective concentration of the electroactive ac- 
ceptor then decreased with increasing pH, and this was used to explain the observed 
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Figure 12.14. Observed dependence of the rate of electron transfer from photoexcited colloidal 
Ti02 to cobaltacenium dicarboxylate anions on pH and the calculated rates relative to the pzc 
predicted using the zeta potential data of Wiese and Healy and assuming z = -1, and an ionic 
strength of 1 mM. The entire pH dependence including the slope and absolute value at the mini- 
mum near pH 11 is predicted from Eq. (12.35) with /l= 0.5, z = - 1. 

decreased rate of electron transfer. However, a simpler explanation is that the in- 
creasingly negative zeta potential at high pH is responsible for the rate decrease. In 
Figure 12.14, we have fitted their data to Eq. (12.35). This equation accurately 
predicts both the decrease and the minimum at pH 10.5, and the eventual upturn in 
the rate, which is not easily explained via the dissociation mechanism. 

12.4.4 Non-Nernstian Behavior 

Equation 2, the Nernst equation, is clearly fundamental to the interpretation of all 
the data presented so far, yet we cannot directly measure $o,  only a potential at the 
plane of shear. Charge titration curves obtained from metal oxide suspensions are 
dramatically different to those obtained on silver halides or mercury, and suggest 
very large inner layer capacitances [lo, 11, 131, implying that the Helmholtz region 
around metal oxides is a vastly different environment to that around mercury. It 
now seems clear that for any insulating or semiconducting surface, where the lattice 
ions themselves are not the potential determining ones, as is the case for AgI where 
Ag+ and 1- determine the surface potential, an alternative formulation for the sur- 
face charging mechanism is required. These are termed “ionizable surface group 
models”. For oxides, the surface is considered to act as an amphoteric acid and base 
with fundamental surface reactions of the form 

AH2+ ==+ AH + Ht 

AH==+A-+H+ 

(12.45) 

( 12.46) 
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determining the surface charge. Here A denotes the surface group on the particle. 
Each reaction has an associated equilibrium or surface acidity constant, Kdl and 
Ka2. Analysis of such surface ionization models suggests that Nernstian behaviour is 
a limiting form for most surfaces. Healy and White [I  I ]  show that deviations from 
Nernstian behaviour can be characterised by pK, where pK = pK,, - pK,2. It de- 
fines the difference in acidity of the surface groups. The values can only be deter- 
mined experimentally, and the resulting equations for the surface potential can only 
be solved numerically or graphically [lo]. 

The effects of non-Nernstian behaviour on the kinetics of electron transfer have 
not been examined to date. In principle, if d$,/dpH < 59 niV/pH, then the differ- 
ence must appear as a potential difference within the oxide, but this will only be 
established by slow proton diffusion through the solid [35]. The two metal oxides 
for which data are available, Ti02 and Fe203, are both reasonably Nernstian, and 
the fits to the kinetic data are noticeably inferior if less than Nernstian response of 
+o to pH is assumed in the calculations. Furthermore, flat band measurements on 
ZnO and Ti02 prove unequivocally that the bulk energy levels within the metal 
oxides are shifted by -59 mV/pH change in solution [36, 371. It is worthwhile noting 
that ionizable surface group models consistently require large inner layer capaci- 
tances (>lo0 pF cm-2) to reconcile charge titration and electrokinetic data, and the 
data for electron transfer from viologen radicals to iron oxide can likewise only be 
reconciled using a large Stern layer capacitance of 450pF cmP2. So both the e.t. 
kinetics and charge titration/electrophoresis data indicate that the Helmholtz region 
of metal oxides is very different to the mercury-water interface. 

12.4.5 Extensions to Other Systems 

There is a paucity of clear data on e.t. to metal sulphides, or other chalcogenides 
(MX), as a function of pH or [H2X]. In the case of metal halides, Hoffman and 
Billings showed that the reduction overpotential of an AgBr electrode varied with 
pBr [38]. Morrison has reviewed the data for CdS and other sulphide systems, but 
the conclusions are unclear [37]. Since many workers do not control [H2S] of the 
sols after preparation, surface potential control is not possible. Ginley and Butler 
demonstrated by charge titration that the Fermi level in a CdS electrode is con- 
trolled by pH and [HS-] [39]. van Leeuwen and Lyklema have reported on AgI 
electrode measurements in which they examine both ion adsorption and electron 
transfer; their review also discusses processes such as double layer relaxation [40]. 

12.5 The Effect of Zeta on Radical Scavenging Yields 

The viologen radical does not undergo recombination at a perceptible rate, and so it 
is possible to examine the effect of the double layer upon mass transfer and activa- 
tion controlled reactions with this radical using quite simple modifications of the 
Tafel and Smoluchowski equations. In general however, excited species generated 
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by either photolysis or radiolysis undergo various deactivation pathways in addition 
to reaction with substrates such as colloidal particles. In the case of photolysis, these 
are usually first-order radiative or nonradiative energy losses, and these are readily 
incorporated into the equations above. A more common situation in radiolysis is 
that the radical undergoes self-reaction, i.e. second order loss. Furthermore a num- 
ber of radicals have pK,’s in the common range of solution acidities. The charged, 
anionic form will interact with the colloid double layer. Rao and Hayon [41] have 
made extensive measurements of radical pK,’s by spectrophotometric means, and 
Henglein and colleagues have measured many radical pK, values by pulse radio- 
lysis polarography [42]. The radical anion is a better reductant than the neutral, 
‘acidic’ form [41], and often recombination of the charged anionic form is slower 
than recombination of the neutral radical. Trying to unravel these various effects is 
an arduous one. In the following, we describe some model calculations on how the 
double layer parameters control scavenging yields of radicals by colloidal iron oxide 
particles. We summarize a typical scenario in Figure 12.15, where we show how the 
radical speciation and particle charge might change with pH. 

The scavenging of the radicals under steady state conditions will depend upon 
both the pK, of the radical, the pzc of the oxide and whether the reaction is diffu- 
sion controlled or activation controlled. For activation controlled processes, it is 
necessary to know kpzc, the intrinsic rate of transfer at the point of zero charge, for 
both the acid and base forms of the radical. For activation controlled electron 
transfer, double layer corrections are also required for neutral radicals. This follows 
from Eq. (12.34) with ZR = 0. 

For mass transfer limited reactions of radicals with colloid particles, the position 
is slightly simpler. Given a well defined acidity constant K, for the dissociation, 

R H M R - + H +  (12.47) 

R 
R- 

R- 

- 
Figure 12.15. Diagram illustrating the changing speciation pK, pH < prc R- 
of radicals and charge around a metal oxide colloid 
particle. (Top): pH < pK, and all radicals neutral and oxide 
positively charged. (Middle): pH raised until pzc > pH > 
pK,. Radical anion now predominates and local concen- 
tration around oxide particles is enhanced. (Bottom): At 
higher pH, the oxide particle becomes negatively charged 
and radical anions are depleted near particle surface. 

R- 

R- 

pH > pzc 
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where RH and R- are the acid and basic forms of the radical respectively, the 
fraction of radicals initially present in the protonated form is ci = [RH]/[R], = 

1/(1 + K,/[H+]), and those in the deprotonated form is (1 - M ) ,  where the total 
radica1 concentration is [R],. The rate of disappearance at any pH is then due to 
recombination of both protonated and deprotonated radicals as well as to colloid 
encounters by both charged and uncharged radicals. 

d[R],/dt = G(R)D - k d i ~ [ R ] t [ ~ ~ l l ~ i d ]  - kfield(l - cc)[R],[colloid] 

- 2 ~ ~ k l [ R ] , ~  - 2 ~ ( l  - ~ ) k 2 [ R ] , ~  - 2(1 - ~ ) ~ k 3 [ R ] , ~  (12.48) 

where kfield is the encounter rate constant using Eq. (12.32), kdlff is the field-free 
diffusion controlled rate constant given by Eq. (12.30), while kl, k2 and k3 are 
the recombination rate constants for radical-radical deactivation, and G(R)D is the 
production rate of the radical, whch for radiolytically generated radicals, is the 
dose rate, D, times the G value for the species R. Using the steady state approxi- 
mation, Eq. (12.48) becomes quadratic in [R], and the steady state radical concen- 
tration is readily found to be 

-Kd + (Kz - 4KrG(R)D)"2 

2Kr 
[Rlss = (12.49) 

where 

K, = 2a2kl + 2( 1 - ~ ) k 2  + 2( 1 - ~ ) ~ k 3  (12.50) 

and 

Kd = { (1 - ci)k&ff 4- kfield M }  [colloid]. (12.51) 

The value [R],, can then be inserted into Eq. (12.49) to determine the fraction 
disappearing by recombination and the fraction scavenged by the colloid. The 
scavenging efficiency, A, is then defined as 

(12.52) 

To get a feel for the size of the double layer effects, we have taken the formic acid 
radical with a pK, of 3.4 as the reductant, and colloidal iron oxide as the colloid. 
In Figure 12.16, the speciation and colloid charge as a function of pH are shown. In 
Figure 12.17, ,I is plotted as a function of the colloid concentration for a number 
of pH's. In the calculations, it was assumed that a = 20A and kl = k2 = k3 = 

1 x 10" M-'s-'. As is very clear, the scavenging shows a strong pH dependence, 
and a maximum occurs at a pH where the radical is deprotonated, but the oxide 
is still positively charged. As the pH is increased through the pzc, the efficiency 
decreases dramatically, because both the sol and the radical become negatively 
charged (see Figure 12.18). Clearly, a primary prerequisite for achieving high effi- 



12.5 The Efiect of Zeta on Radical Scavenging Yields 299 

+$0.41 , \ '  
Figure 12.18. The radical scavenging efficiency of colloidal 
iron oxide as a function of pH at two colloid concentrations. 
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Figure 12.16. The measured zeta potential 
for nanosized iron oxide particles vs pH at 
1 mM electrolyte and the relative population 
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ciency is that pzc > pK,. However, even if the pzc < pK,, recombination of the 
radical anion is often slower than for the neutral form, so higher yields may still be 
found even with electrostatic repulsion. Thus when a redox reaction is under diffu- 
sion control, the double layer may exert a significant effect on the rate of reaction 
and the efficiency of radical scavenging. 

12.6 Colloid Nucleation and Nanoparticle Stability 

In this final section, we address briefly the role of stabilizers for nanoparticles. Even 
colloidal metals which have high Hamaker constants and which should be suscep- 
tible to coagulation can be made as sols with quite low zeta potentials that are 
stable for months at a time. What does the double layer tell us about preparing 
nanosized particles in water? For the case of low potentials, and small overlap 
between double layers, the results are quite unexpected. The electrostatic repulsive 
energy for two spheres of radius a, with low surface potential $o, approaching each 
other in a medium of Debye length IC-' is given by: 

vrep(kr) = exp(-lca(r/a - 2)) (12.53) 

The nonretarded van der Waals attractive energy between particles of radius a is 
given by 

V,,,(kT) = -A/6{2a2/(? - 4a2) + 2a2/r2 + ln(1 - 2a2/r2)} (12.54) 

with r > 2a, the centre-to-centre distance. According to DLVO theory it is the sum 
of the two energies that determines particle stability. The usual criterion are that a 
barrier of 15-20kT is sufficient to ensure colloid stability. These two functions are 
plotted in Figures 12.19 and 12.20 as a function of the particle surface separation 
and for various particle sizes [43]. It is clear from Eqs. (12.53) and (12.54), that the 
interaction energy increases with particle radius, a, for both the attractive and re- 
pulsive energy. As a consequence, we can see in Figure 12.21 that the barrier height 
to colloid stability at fixed $o increases as the particle size increases. Consequently, 

Figure 12.19. The calculated repulsive interaction energy 
between colloid particles calculated using Eq. (1  2.53), as a 
function of the particle separation for a range of diameters 

1 1 0  100 from the nanometre to micrometre size regime. Parameters 

;F ,k<l 
0.1 

0.01 

Surface Separation / n m  used: I / I ~  = 25 mV, K-'  = IOOA. 
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Figure 12.20. The calculated nonretarded van der Waals 
interaction energy between colloid particles calculated 
using Eq. (12.54), as a function of the particle separation 
for a range of diameters from the nanometre to micro- 
metre size regime. Parameters used: A = 6 x lo-*' J. 
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Figure 12.21. The total interaction energy due to both repulsive and attractive forces. Conditions as 
per Figures 12.19 and 12.20. Critical to nanoparticle nucleation and stabilization in solution is that 
the repulsive energy is smaller for small particles so a larger zeta potential is required for colloidal 
stability, but the primary minimum created by attractive dispersion interactions is likewise smaller, 
so that stabilization by adsorbed polymers, surfactants or chemisorbed complexing agents, such as 
thiols or small carboxylic acids, is much more efficacious than for larger colloid particles. 

there is an automatic tendency for coagulation of particles to slow down as coagu- 
lation proceeds. This factor may often determine the final particle size distribution 
following nucleation. But the primary minimum associated with particle coale- 
scence also becomes deeper as the particle size increases. If two particles > 10 nm in 
size coalesce in solution, they will not be able to separate again since their thermal 
energy will be insufficient to allow them out of the primary minimum. Conversely, 
nanosized particles will peptize relatively easily. It is important to recognize that 
rapid peptization is essential. An agglomerate of small particles will behave in van 
der Waals terms like a larger particle and the van der Waals interaction energy with 
other unpeptized particles will gradually increase if agglomeration is allowed to 
continue. Provided nanoparticles peptize quickly, the van der Waals potential 
well around the temporary agglomerate will not have time to deepen further via 
aggregate-colloid encounters. 

It is clear from these figures that only small molecules should be necessary to 
prevent coalescence and particle coagulation of nanoparticles. Chemisorbed mole- 
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cules provide a steric barrier, and for particles < l00A in diameter, this will be 
sufficient to offset the van der Waals interactions. However, $, should be large to 
prevent the formation of loose agglomerates. Thus, small stabilizers can be re- 
markably efficacious in stabilizing nanosized colloid particles. 

12.6.1 Some Unresolved Aspects of Colloid Redox Chemistry 

The aim of this chapter has been to show how the measured properties of powders 
and suspensions in liquids are important not just from the thermodynamic or col- 
loid stability viewpoint. The equations describing the electrical double layer around 
particles also govern the kinetic response to redox disequilibria in solution, and 
rates of electron transfer can be controlled and optimized once the various factors 
are understood. Disappointingly, there have been few studies to elucidate how spe- 
cific adsorption at a colloid surface affects electron transfer, yet most nanosized 
particles can only be prepared in the presence of strong growth inhibitors such as 
polyelectrolytes which strongly adsorb to the particle surface. Darwent’s work on 
the effects of sulfate adsorption remains an exception (291, and the PhD work by 
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Figure 12.22. Effect of pH on the electrophoretic mobility of colloidal TiOz in the presence of 
tris(2,2’-bipyridine-4,4’-dicarboxylic acid) ruthenium (11). Specific adsorption occurs below the 
pzc of 6.1. If adsorption occurs at the outer Helmholtz plane (close to the shear plane), then 
there will be a dramatic increase in the overpotential for electron injection into the titania col- 
loid, which depends exponentially on the potential across the Helmholtz layer. If we assume that 
t,b0 is constant for a particular pH value then we predict that the rate of electron injection should 
be enhanced through Eq. (12.34) by an amount exp (DF($,, - <) ) /RT.  The negative charge on 
the adsorbed sensitizer not only aids adsorption to the positively charged colloid particles, but 
simultaneously accelerates injection by creation of an increased Helmholtz potential difference. 
The degree of enhancement is critically determined by the location of the planes of dye adsorp- 
tion and electron transfer. Adapted from ref. 45. 
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Kleijn on the effects of viologen adsorption on RuOz electrokinetics is another [44]. 
These adsorption effects may also play a prominent role in systems such as dye 
sensitized photoelectron transfer, which has recently been demonstrated as a viable 
basis for charge separation in solar energy conversion [6]. In the so-called Gratzel 
cell, high surface area electrodes are synthesized by sintering metal oxide colloid 
films. The sensitizer is adsorbed primarily electrostatically, but the act of chemi- 
sorption modifies the potential distribution at the surface, and this may act to aug- 
ment or hinder the electron injection rates following illumination. That such effects 
will be important is immediately apparent from the zeta potential data for titanium 
dioxide colloids in the presence of the anionic ruthenium dye shown in Figure 12.22 
[45]. In this case, since the photoelectron transfer is anodic, the adsorption of the 
negatively charged dye onto the positively charged metal oxide particles could be 
beneficial. The zeta potential becomes more negative, but we assume that at any 
pH, the actual surface potential is fixed by Eq. (12.2), so the adsorption must in- 
troduce a large electric field across the Helmholtz layer, driving electron transfer 
into the particle. This synergistic effect may enhance the rates of e.t. by a factor of 
10-100, based on the data in Figure 12.22. 

Studies on the effects of complexing agents on rates of electron transfer could 
well assist in the formulation of additives to improve industrially important redox 
reactions such as rust removal. The role of extraneous ligands on electron transfer 
to iron oxide are still speculative. For example, would o-phenanthroline, a potent, 
neutral complexing agent for Fe(I1) slow down e.t. from viologen radicals to col- 
loidal iron oxide by specific adsorption to the surface, thus blocking viologen ap- 
proach? Or would it conversely aid e.t. by prebinding to selected Fe(II1) surface 
sites, accelerating the actual rate of e.t. to these specific, activated sites? Or would it 
simply accelerate the rate of Fe( 11) desorption following reduction, thereby expos- 
ing fresh Fe(II1) surface sites more quickly and by this mechanism accelerate par- 
ticle dissolution? To date only steady state dissolution data are available to help 
answer these detailed mechanistic questions [46]. 

What at least should be clear is that simple electron transfer is governed by the 
overall electrical potential distribution at the colloid surface, with the zeta potential 
governing the local surface concentration of charged reactants, and the difference 
($o - [) acting as the overpotential for actual transfer from solution to surface. The 
relative rates at different pH’s can be accurately predicted when no specific ad- 
sorption occurs if [ potentials are determined. If the actual data are to be believed, 
then the plane of electron transfer lies slightly closer to the surface than the plane of 
shear, which determines the electrokinetic or zeta potential, a conclusion consistent 
with modern views about the electrical double layer. Frumkin, the discoverer of the 
diffuse layer effect in electrode kinetics, would have been happy [17, 181, to see the 
same effects so prominent in colloid redox kinetics too. 

In the case of mass transfer limited reactions, there are no data to indicate 
whether the dramatic effects predicted from the calculations in Figures 12.5 and 
12.6 really occur. Such drastic retardation must have important implications for 
enzyme catayzed reactions as well as colloid redox chemistry. For example, one 
might expect that the reaction 
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2Fe(CN),4- + MnO2 + 4H' ===+ Mn2+ + 2Fe(CN),3- + 2H20 (12.55) 

would be close to mass transfer limited given the strong AEo = 1.2V for reaction. 
Yet 250A MnO2 sols have zeta potentials of -50 mV at pH 6, so the rate of e.t. is 
predicted to lie at lo* M--'s-', not 10" M-'s- '. Likewise reactions such as the 
disproportionation of superoxide anions by superoxide dismutase, which has a 
negative mobility at physiological pH, would be hindered by slow migration of the 
substrate to enzyme active sites at low ionic strength. 

In this article, we have not discussed the electrical double layer within colloid 
particles since this remains a basic unknown in colloid science. Microwave con- 
ductivity offers the prospect of determining the concentrations of carriers, at least in 
nonaqueous systems, but there are again no data except for flat band potentials 
measured on sintered nanocrystalline electrodes from which to evaluate donor 
densities, trap energies or internal space charge potentials [6]. 

Fundamental to the understanding of charge injection into insulating materials 
is the concept that the potential determining ions regulate the surface potential in- 
dependently of the charge injected through redox reactions. This can be justified on 
the basis of the small space charge capacitance compared with the solution phase 
Helmholtz capacitance. Consequently for a fixed chemical potential of the proton in 
the bulk solution, the surface potential is fixed, and charge transfer into or out of 
the particle must be accompanied by proton adsorption or desorption [24, 251. Be- 
cause of the facility of these reactions, one can normally assume that an insulating 
particle retains a constant surface potential during a redox reaction, though ob- 
viously after extensive reaction, the chemical potential of the proton within the solid 
or in the bulk may have changed. 

A final, interesting question which appears never to have been systematically in- 
vestigated is whether the van der Waals forces at the surface have any effect on the 
rate of electron transfer to and from solution. In principle, the mass transfer rate 
constant for all electroactive species will be enhanced at small separations (< 10nm) 
by dispersion forces, since the molar refractive index of the electroactive species 
differs from the average refractive index of the medium. The dispersion interaction 
will not be as important as it is for colloid-colloid interactions because of the small 
radius of the electroactive species - see Figure 20, but it may still be significant 
enough to cause perceptible changes in the observed rates of mass transfer to 
charged surfaces. Whether this effect can be harnessed as a means to further opti- 
mize e.t. is still to be determined. Thus, though we have set out to show that the 
theoretical foundations linking colloid chemistry and electrochemistry have been 
further bolstered and consolidated through the research on colloid redox chemistry 
over the last decade or two, many basic questions remain unresolved. 
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Chapter 13 

Semiconductor Nanoparticles in 
Three-Dimensional Matrices 

S. G. Romanov and C. M. Sotomayor Torres 

13.1 Introduction 

The special properties of nanometer-sized semiconductor and dielectric structures 
promise numerous applications in electronic devices due to the strong nonlinearity 
of few-electron systems [l] and in optical devices due to the modified light-matter 
interaction for confined photons [2].  However, since only few electrons are involved 
in interactions with an external field the output power parameters of a nano- 
particle ensemble are seriously limited for decoupled nanoparticles. Device appli- 
cations require measurable current, voltage or light intensity, which makes the 
design of ordered arrays of synchronously operating semiconductors nanostruc- 
tures increasingly important in order to enhance their output [ 3 ] .  To begin with 
three-dimensional (3D) systems are highly desirable due to a higher density of 
nanostructures compared to two-dimensional arrays. The next two requirement are 
the homogeneity of nanostructures in the ensemble and the long-range periodicity 
of their spatial arrangement. Only by approaching these conditions it becomes 
possible to expect a resonance interaction between nanostructures in a 3D lattice 
and the compounded nonlinear response of the whole ensemble. If these require- 
ments are not satisfied, then averaging over the random ensemble will occur and an 
amorphous-like behaviour will characterise the response of the 3D ensemble. The 
above considerations emphasize the importance of studying 3D lattices of quantum 
dots or nanoparticles as electronic and optical materials. 

3D arrays of isolated nanoparticles can be realised using a variety of techniques 
such as coevaporation and metal-organic synthesis [4, 51. However, one drawback 
is that not all particles exhibit crystallinity. One successful concept proposed in 
the early 70s in the A. F. Ioffe Institute (St Petersburg, Russia) was to use a self- 
organising strategy of nanostructures in 3D by means of structural confinement. It 
uses a porous crystalline dielectric matrix with an open lattice of structural voids as 
a host material for impregnation with another substance, a guest material. Using 
zeolites perfect lattices of nanometer-size clusters were prepared by in-void growth 
of the guest material [6]. In zeolites voids of -0.1 nm diameter impose a strong 
short-range spatial modulation on the guest material dominating over the guest 
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crystalline structure and resulting in the stabilisation of very specific cluster config- 
urations. However, in most cases, with the exception of elemental semiconductors, 
the close interaction of clusters separated by only a few angstrom led to the formation 
of a cluster crystal and the loss of cluster individuality. Moreover, the cluster-to- 
matrix interface was found to modify dramatically electrical and optical properties 
of the guest material [7, 8, 91. 

In order to construct a 3D lattice of nanostructures which preserves the indivi- 
dual properties of the cluster, matrices with large voids are required. Porous matrices 
with voids in the range of 1 to 5 nm are either largely irregular (like cloverite) or 
partly perfect (like MCM, chrysotile asbestos). In addition, most of them can be 
synthesised only in powder form. At present the only matrix which exhibits the de- 
sirable properties is the precious stone opal [lo], with voids in the range of 50 to 
150 nm and the same spacing between adjacent centres. The synthesis of artificial 
opals was first achieved in mid 1970s in Novosibirsk, Russia [ll].  This process is 
outside the scope of this review, suffice to mention that it consists of the synthesis of 
identical silica balls, packing the balls by sedimentation under natural or artificial 
gravity and sintering to increase the solidity of balls package [ l l ,  12, 131. 

Opals allowed the design of a large variety of nanostructure arrays: (i) conducting 
materials, the conductivity of which is controlled by quantum point contacts (or 
Josephson junctions in the case of superconductors) in between separate nano- 
structures [14], (ii) dispersed dielectrics [15], (iii) optical materials based upon dif- 
fraction properties of opals such as photonic band gap (PBG) structures [16]. 

In this review we depict the opal structure and some of the methods to infill its 
voids. We then turn to optical properties of bare and infilled opals and finally we 
describe and discuss the conductivity regimes of opal-semiconductor composites. 

13.2 Material Issues 

Opal consists of identical silica balls of diameter D with a size dispersion within 5%. 
Samples can be prepared with ball diameters ranging from 150 to 350 nm. The size 
homogeneity of these spheres allows their assembly in a close 3D lattice, usually 
with FCC symmetry. Figure 13.1 shows the FCC structure in a scanning electron 
micrograph (SEM). Empty voids exist between neighboring balls which, in turn, 
form their own regular lattice [17]. It is instructive to describe the shape of opal 
voids as polyhedra with sides formed by spherical segments. There are 2 types of 
interpenetrating voids in the opal lattice: eightfold coordinated large voids each 
connected with eight fourfold coordinated small voids. A large void has the form of 
a truncated cube with eight triangular windows that connect it with eight adjacent 
small voids. The small voids have the form of truncated tetrahedron with four 
windows to four large voids. The aperture of the window is formed by spherical 
surfaces of three touching spheres. The large and small voids alternate in position. 
The size of voids in a FCC package of hard balls correlates with D since the dia- 
meters of spheres inscribed in the larger and smaller voids are dl =0.41D and 
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Figure 13.1. Scanning electron micrograph of an 
accidental cleave of bare opal ((100) planes) show- 
ing silica spheres with diameter D = 250 nm. 

dz = 0.230, respectively. The diameter of a circle inscribed in the triangular window 
is d3 = 0.15D. During sintering d3 becomes smaller due to amorphous SO2,  which 
partially fills free inner volume. Thus, the tetrahedral voids together with the win- 
dows are reduced to a 1D-like channel. The density of voids in opal is typically 

cmp3. The porosity of the ideal FCC package of balls is -26% of the whole 
volume. The length of the constriction 1 may be estimated as 1 I O.O5D, where this 
inequality takes into account the convex shape of channel walls. Opals usually are 
textured polycrystals with crystallites up to hundred micrometers in size. 

To realise 3D arrays of dots and wires of the host material in the opal matrix the 
in-void synthesis routine was chosen. Two main cases can be distinguished: com- 
plete and partial filling. The common requirement for all kinds of chemical treat- 
ment of opals is that low-temperature reactions take place in order to preserve the 
stability of the opal structure and avoid host-guest compounds. 

Complete loading of the opal matrix was obtained by forcing molten semi- 
conductors (here InSb and Te) to fill matrix voids under hydrostatic pressure. As an 
example, the process to prepare an opal-InSb sample is given below [18]. A piece of 
opal together with an amount of InSb (n-type, carrier concentration n I 1014 ~ m - ~ )  
were placed in a stainless steel container pumped out to remove water from the 
opal. The process of opal impregnation was carried out in a special high pressure 
chamber. The opal matrix and the molten semiconductor were held for 5 minutes at 
a temperature of 600 "C and a pressure of 5 kbar, and then the sample was cooled 
under pressure. Figure 13.2 shows the SEM image of an accidental cleave of opal- 
InSb along the (1 1 1) plane. The conductive component appears as an ordered net- 
work of grains connected with each other via bridges, the silica balls are not seen. 
The size of grains reflects geometrical considerations with corrections for ball dis- 
tortions. The recrystallisation of InSb in opal voids results in a slight excess of Sb. 
In addition, unwanted impurities from the opal and container contaminate the 
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Figure 13.2. Scanning electron micrograph of an 
InSb infilled opal (( 1 1  1)  plane) showing the lnSb 
grains connected by InSb bridges. 

InSb. InSb has a tendency to expand when it solidifies leading to a tight loading of 
the opal voids and strain of the InSb lattice at the grain-to-wall interface. The den- 
sity of InSb grains in the opal-InSb nanocomposite is the same as that of voids. 
This method is suitable for the realisation of composites containing conducting 
materials, but the selection of the guest material is restricted to those with a 600 "C 
limit melting temperature. This method allows a replica of the opal void lattice to 
be made by the InSb grain-bridges lattice, i.e., a regular 3D lattice of quantum dots 
coupled to each other by bottleneck constrictions. 

Another way to infill the opal matrix is the multiple-step chemical synthesis of the 
"ship-in-the-bottle" type. We have used it to prepare CdS and CdSe guests occu- 
pying just a fraction of free internal volume [19]. The synthesis of CdSe starts with 
the impregnation of the opal matrix with a C d ( C 0 0 ) ~  water solution. After drying, 
this salt is decomposed at 250 "C to form CdO particles. Exposure of the opal-CdO 
to a flow of H2Se results in the formation of CdSe. To vary the content of the guest 
in opal we changed the dilution rate or, alternatively, repeated the procedure. Typical 
volume fractions of CdSe are 2 to 3% of the void volume and the average nano- 
particle size is - 10nm. In Figure 13.3a, the Raman spectrum of opal-CdSe shows 
the LO phonon at 209 cm-', which is the bulk phonon of CdSe. 

A more sophisticated treatment is surface coatings of the void walls by absorp- 
tion (for example of S), chemical vapour deposition CVD (for example of Ti02) or 
metal organo chemical vapour deposition MOCVD (for example of InP). Here gas 
phase reactions take place essentially at surface defects of the opal balls. The pre- 
paration of opal-InP and opal-Ti02 are described below. 

A standard atmospheric pressure MOCVD reactor was used to grow InP inside 
the opal matrix. Trimethylindium and phosphine were introduced in the reactor 
separately in order to extend the diffusion of the reactants into the inner voids of the 
opal matrix. Trimethylindium was added in a flow of H2 for up 4 hours. Then 
phosphine was passed through the reactor for several hours at 350 "C to decompose 
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the hydride. To obtain a higher loading of InP a cyclic growth was carried out. The 
second cycle increased the InP content by a factor of 5 to 10 depending on the 
growth conditions. Depending on the coating thickness and the semiconductor 
compound the resulting opal-semiconductor nanocomposite may be of conducting 
or insulating type. InP is incorporated in crystalline form as demonstrated by the 
bulklike phonon Raman spectrum of opal-InP, where Raman lines at 319 and 
328 cm-' are related to the TO and LO phonons of bulk InP at 303 and 345 cm-', 
respectively, probably shifted by phonon confinement and or layer-to-substrate 
interaction (see Figure 13.3b). The opal-InP samples were plates with an area be- 
tween 10 and 100 mm2 and a thickness between 1 and 0.2 mm. The homogeneity of 
the guest loading was analysed by electron probe microanalysis (EPMA) scanning a 
length of 1 to 2 mm with a resolution of -0.5 pm and by SEM for in-void exami- 
nation. The guest-to-volume fraction obtained from EPMA, wet chemical analysis 
and specific density measurements were consistent. The guest content was found to 
be within 0.5 YO of the mean value of the sample cross section. 

Ti02 was grown by sequential deposition of monolayers [21]. Each step consists 
of the adsorption of Tic14 molecules transported in a flow of NZ since Tic14 sub- 
stitutes surface OH- groups in about 30 minutes. This is followed by exposure 
to water vapour which permits the transformation of Tic14 into Ti02 in about 30 
minutes. With layer thickness up to 20 monolayers Ti02 crystallises as anatase and 
with further thickness increments the rutile structure dominates. Phonon lines at 
143,447, 612 and 826 cm-' are observed together with a two-phonon band at 200 - 
300 cm-' present in the Raman spectrum of opal-Ti02 containing over 3 vol.% of 
Ti02 (see Figure 13.3~). These phonons compare well with those of the rutile phase 
at 138, 438, 605 and 819, respectively. These lines are quite distinct from the anatase 
phase of Ti02, where the 139 cm-' line dominates. The absorption spectra shows 
the absorption edge near 3.2 eV, which is up-shifted from the 3.05 eV band edge of 
bulk rutile [22]. 
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The opal-semiconductor composites described above contained crystalline semi- 
conductors in the voids as demonstrated by Raman scattering. Several questions are 
under investigation concerning the structural properties of this composite. The fre- 
quencies measured by Raman scattering here are most likely subjected to the corn- 
bined effect of phonon confinement and strain of the guest material. This make a 
quantitative analysis cumbersome. What is the size dispersion of the guest mate- 
rial in a given guest-void volume fraction? Raman scattering cannot rule out the 
existance of small volumes of amorphous materials and other techniques will 
have to be used. Moreover, if part of the composite were amorphous how would 
it modify the optical and electrical properties?. These and other questions are 
currently being actively pursued. 

13.3 Optical Properties 

The diffracting properties of opal define its value as a gem stone as well as an opti- 
cal material. Two points of interest arising from the commensurability of the opal 
lattice spacing and the wavelengths of the light are: ( i )  the optical gain for light 
emitted within a grating (here the opal matrix) due to the distributed positive feed- 
back by Bragg reflection [23] and, (ii) the PBG structure of the grating with a high 
contrast of the refractive index for media involved [24]. The impact of both effects 
is the improvement of the emission efficiency and its directionality. Therefore, opal- 
based PBG materials [13, 16, 25-28] are highly attractive as they offer at present a 
promising way to realise 3D PBG. 

A photonic band structure for photons is analogous to an electronic band struc- 
ture for electrons since forbidden energy gaps appear as a result of Bragg reflection 
of the electromagnetic waves describing an electron or a photon. The structure then 
contains a sequence of forbidden energy bands where no optical propagating mode 
is allowed. Therefore, the spontaneous emission is suppressed in the gap region, 
making it possible to channel all the emission in an intentionally selected single 
mode [24]. Using such a PBG material as laser mirrors could lead, for example, to 
the realisation of thresholdless lasers [29]. In this context our activity was directed 
to: (i) improve the PBG in opals and (ii) the study of the emission of semiconductor 
nanostructures distributed within the opal in the presence of a PBG structure. 

The zero approximation of the stop band spectral position is the Bragg law: 

il = 2qmedd sin CI (13.1) 

where A is the wavelength, d the spacing of grating, CI the angle of the incident light 
and q,,ed the refractive index of the medium surrounding the scattering centres. The 
Bragg law establishes the strict proportionality between il and d. However, if the 
refractive index of the scatterers qba[l becomes slightly different from Y],,,,~, the Bragg 
law fails. To take qba/, into account, one comes to the dynamic diffraction theory to 
explain the stop-band shift: 

(13.2) 
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m 

'2 

where 

polycrystalline opal 

dry opal 

(m2 - 1) 
(m2 + 2) 

Y = 34 (13.3) 

is the photonic strength characterising the light to matter interaction, m =qbaNlvmed 
and is the volume fraction of balls to the surrounding medium. This relation 
fits well the experimental data for q contrast corresponding to e.g. opal impregnated 
with water [21]. However, the dynamic model does not yield the exact solution of 
the photonic structure at Y > 0.1 [30]. It has been shown that the MaxwellLGarnett 
method to calculate the average q over lattice components (qcryst) is a better ap- 
proximation for composites with strong light-matter interaction (high Y ) [31]. This 
was confirmed experimentally for silica balls in air (Y = 0,6) [32]. 

Bare opals exhbit a pronounced stop-band in transmission (T) and reflectance 
(R) spectra, which shifts in energy for different ball diameters and with varying the 
angle of incident of the light c1 for monocrystalline opal immersed in water as shown 
in Figure 13.4a [21, 25, 26, 331. The photonic bandgap activity of opal immersed in 
various liquid media with different refractive indeces shows similar effects [34]. It is 
possible to span the visible wavelength range by changing D from 180 to 300 nm 
[21]. Changing c1 is equivalent to probing different directions in the Brillouin zone, 
showing stop-bands with well defined dips in the transmission. However, the energy 
shift of the transmission dip is larger than the dip width. This effect is known as the 
semimetallic photonic band structure resulting from a weak modulation of q within 
the grating. Thus, there is no PBG overlap for opal in water (q  contrast 1.45:1.33) 
for different points of the Brillouin zone. In order to achieve such overlap and 
complete PBG the q contrast should be as high as 2 to 3 [24]. 
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Figure 13.5. Transmission spectra of: (a) disordered and 

line opal samples with different D in water; (c) the D = 227 
1.6 2.0 2.4 2.8 3.2 nm opal samples in different liquid media and thus differ- 

ent nc,ysr; (d) monocrystalline opal immersed in water. 

partially ordered opals immersed in water; ib) polycrystal- 
AE/E0-5% 
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For polycrystalline bare opal transmission and reflection spectra are of the edge 
type as shown in Figure 13.4b. This is a result of: (i) the random orientation of the 
crystallites which mixes all a, (ii) the insufficient q contrast and, (iii) the Rayleigh 
scattering at grating irregularities with I < 0.1 D. Nevertheless, this edge has a Bragg 
diffraction nature since it changes its energy with the refractive index of the liquid in 
which the opal is immersed (ie., ncrysi) and with the diameter of the silica ball (see 
Figure 13.5). Furthermore, this edge spreads over a wider spectral range for opals 
with poorer ordering as has been confirmed by SEM. 

There are two ways to increase the q contrast in opals: (i) to fill in the voids and 
consider the silica-to-semiconductor q contrast or (ii) to coat the surface of the silica 
spheres and deal with an opal-to-semiconductor-to-air contrast. The first approach 
was tested in opal-CdS where the CdS infill ressembled sand grains resting on the 
silica surface [25, 35, 361. We explored the second way which yields a higher q 
contrast and a lower Raleigh scattering. We pursued improvement of the PBG 
overlap in different directions by modifying the opal balls with a high 7 coating 
[26, 371. 

Angle-integrated reflection spectra of polycrystalline opal with high 7 coatings, 
such as opal-InP, opal- Ti02 and opal-CdS are shown in Figure 13.6 and Figure 
13.7. In contrast with the bare opal, spectra of coated opals exhibit two maxima. 
One of them corresponds to the interband transition in the electronic structure 
of coating - 1.4 eV for InP, -3.2 eV for Ti02 and -2.5eV for CdS. From these 
spectra an absorption edge shifted by -0.4 eV for InP and 0.2 eV for Ti02 are 
measured. These shifts are probably due to two factors: one is the quantum size 
effect and the other the strain induced by coating the spheres. The precise origin is 
under investigation. The peak seen in absorption spectra comes from optical inter- 
ference. These coatings transform the interference edge of bare opal into a peak, 
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Figure 
angle-integrated reflection spectrum of polycrystalline 
opal-InP; the arrow indicates the absorption edge of 
bulk InP. (b) Shift of the Bragg peak due to the increased 
coating thickness, upper (lower) spectrum corresponds to 
thinner (thicker) InP coatings. Dashed lines represent 
Gaussian fits. Inset: light dispersion in the case of com- 
plete PBG. 

6. (a) Edge-to-peak transformation of the 

Figure 13.7. (a) Comparison of angle-integrated 
reflection spectra of opal with different coatings. 
(b) Increase of AE/E due to a high-n coating for mono- 
crystalline opal: bare opal (bottom spectrum) and opal- 
CdS (top spectrum). 
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independently of whether the electronic gap of the coating lies above or below the 
photonic gap. This change from an edge to a two-peak absorption spectrum may be 
interpreted as the overlap of stop bands in all directions due to the increased mod- 
ulation of the index of refraction. 

In general, the position of PBG in the angle-integrated reflection spectrum may 
be fitted by 
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where 

(13.5) 

is the spacing of (1 11) planes since these have the highest packing density. Although 
it seems nontrivial to apply the Maxwell-Garnett procedure to a three-component 
composite, just a summation of the indices of refraction of the grating components 
weighted by their volume fraction f (SiOl: n= 1.45, f=0.74; air: 1, 0.25; InP: 3.5, 
0.01) yields ncryst z 1.33 which compares fairly well with n = 1.4 calculated from the 
reflectance peak position (see Figure 13.6a). Increasing the content of InP increases 
tzcryst to 1.5. The relative intensity of the Bragg peak decreases with increasing the 
InP fraction above 2% since InP absorbs in this spectral range. It follows, that the 
PBG spectral position may be adjusted by controlling n,,,T, varying the coating 
thickness (Figure 13.6b) or using a different coating (Figure 13.7a). 

The important characteristic of the photonic peak is the ratio A o / o  (ratio of the 
peak width to its central frequency) or AE/E which should exceed 17% for a com- 
plete PBG [24]. Spectra in Figure 13.7b show AE/E = 7.5'30 for bare opal and 23% 
for opal-CdS. Although these spectra were collected using slightly less than a 90% 
light cone, the do show the overall trend of the PBG variation while exceeding the 
actual PBG width for any particular direction in the Brillouin zone of the photonic 
crystal. It is noteworthy that a more realistic value has been acheved using vapour 
phase synthesis followed by annealling which resulted in opal-CdS with A w l 0  = 

10% [25]. This is an encouraging result towards realising a PBG crystal by a rela- 
tively simple treatment of opal. Thus in first approximation, the width of the gap 
depends on the q contrast, and not on the q average (see Figures 13.6b and 13.7b). 

The photoluminescence (PL) of opal-semiconductor composites shows that the 
line shape and intensity depends strongly upon the homogeneity of the semiconduc- 
tor distribution within the 3D grating. T h s  is expected, since inhomogeneities in the 
range from 2 to 5 pm result in the superposition of photonic effects from lattices 
with different photonic band structures. A comparison of EPMA data and PL 
spectra shows that gratings with infill content deviation higher than k0.5 at.% have 
a weak PL intensity, the spectral spread of which covers a wide energy range. In 
nearly homogeneous samples, the PL line becomes relatively narrow. 

The PL line of opal-InP lies 0.3 to 0.4 eV higher than the band edge of bulk InP. 
This emission energy is consistent with other observations from -10 nm InP 
particles [38]. With decreasing temperature the PL intensity increases (see Figure 
13.8b), while its half-width remains nearly the same. The remarkable feature is that 
the PL line in the vicinity of the PBG appears intense only if it is centred at the low- 
energy side of the PBG, as in the case shown in Figure 13.8a. An efficient photo- 
excitation of the semiconductor PL is not feasible if the laser line lies within the gap 
as illustrated in Figure 13.8a. 

The PBG of the opal grating strongly affects the emission spectrum of the host 
semiconductor. Figure 13.9a shows that the PL collected from the excited front 
surface differs from that collected from the back surface of opal-Ti02 by exactly 
the PBG transmission. Moreover, the PL intensity reflects the shift of the PBG due 
to the increase of the coating thickness (see Figure 13.9b). 
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Figure 13.8. (a) Comparison of angle-integrated 
reflection spectrum and photoluminescence spectra 
under excitation by 514.5 (short dashed line) and 457.9 
(long dashed line) nm radiation. (b) Temperature 
dependence of the photoluminescence from opal-InP. 

Figure 13.9. (a) Comparison of the opalLTi02 photo- 
luminescence spectrum from the front and back surfaces. 
(b) Relative photoluminescence intensity ratio upon 
changing coating thickness and grating transmission in 
opal-InP. 

Energy (eV) 

Energy (eV) 

The most interesting phenomenon may arise in the case of matching the elec- 
tronic gap and the PBG, as in opal-CdS shown in Figurel3.7b in that the possi- 
bility of optical nonlinearities is enhanced. It is likely that the optical gain observed 
in the PL intensity upon the incident power in opal-CdSe (see Figure 13.10b) could 
be explained by this efficient energy gap matching. This is partly supported by the 
PL line narrowing (Figure 13.10b) as the excitation power is increased, which could 
be explained as energy relaxation redistribution in favour of PBG-edge emission. 

Thus the main results of our activity towards the PBG material design to date 
are: (i) the preparation of wide-gap photonic materials by deposition of a molecular 
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Figure 13.10. (a) Normdhsed photoluminescence spectra 
of opalLCdSe upon excitation power chosen for intensity 
readings Curves are shifted for clarity (arrow indicates 
the energy at  which the peak intensity was measured 

intensity upon excitation power 
(b) Superlinear dependence of the peak photoluminescence 

Incident Power (a u ) 

thin semiconductor layer on the surface of opal balls, (ii) the separate control of the 
spectral width and position of the PBG and (iii) the suggestion that to approach the 
optical nonlinear regime it is necessary to adjust simultaneously the photonic and 
electronic band structures of the composite grating. 

13.4 Transport Properties 

Consider the case of a completely infilled opal with a semiconductor material. Then 
one could argue that the voids from a 3D lattice of grains coupled via bottleneck- 
like constrictions as shown schematically in Figure 13.1 1. The Si02-semiconductor 

Figure 13.11. Schematic of the semiconductor grain lattice in 
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interface provides a high potential barrier for electrons of the order of - 0.5 eV due 
to the fundamental energy gap difference which in turn restricts the electron motion 
within the infilled space of the opal voids. It follows that the carrier distribution in 
the semiconductor grains can be assumed to be the same as in a usual semicon- 
ductor. The most exciting conductivity effects are expected when the grain energy 
spectrum undergoes size quantization. The role of the electron energy quantization 
was examined in a comparative study of InSb- and Te-based lattices. 

The geometrical modulation of the semiconductor cross section results in a 
potential relief for charge carriers. Let us consider the representative case of an 
opal-InSb sample with D = 227 nm. First, we estimate the characteristic energies. 
The confinement energy AE is given by 

(13.6) 

where in' is the effective mass and AE z 30, 11 and 3 meV for d3, d2 and d l ,  re- 
spectively. It seems reasonably to consider these numbers as the lowermost limit, 
since the sintering-induced squeezing of void sizes and depletion of the electron 
population at the grain surface reduces the actual size of grains with corresponding 
increase of E, which is even higher for the InSb constrictions. Thus d3 constrictions 
induce potential barriers along the current path (see Figure 13.12). These barriers 
localise electrons in grains and leave tunnelling as the only way for them to com- 
plete the current path. Since the length of the constriction is just 0.05D the barriers 
are expected to be highly transparent. From Hall measurements, it is known that 
the typical concentration of electrons is about n % 1015 cmp3 at T= 150 K. Hence, 
around N FZ 10 free electrons are found in each in each grain. Correspondingly, the 
Fermi energy E F  and the Fermi wavelength & in d2 grain are of order 

D (diameter of the opal sphere) 

la:gcdnt \ bridge 
d 0 4 1 0  smalldot 'd,-O1SD 

Figure 13.12. Top (100) plane cross section of the dot lattice in 
opal. Bottom corresponding potential profile for charge carriers. 
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z 49 meV 2 EF = f i  
2m' 

(13.7) 

and AF 47 nm. Moreover, it is reasonably to assume that electrons are mostly in 
large grain and that EF is different for dl and d2 grains. OD electron quantization 
conditions are fulfilled for electrons in these grains due to: (i) the size constrain 
d2 1-F; (ii) the large difference of dielectric constants in InSb ( E  = 16) and SiO2 
( E  = 2.1) and (iii) the presence of intergrain barriers. The InSb grains in opal may be 
thought of as QDs with a discrete energy spectrum. The energy level spacing in the 
50 nm QD is: 

(13.8) 

where ~ ( E F )  is the density of states near the Fermi level. In a 3D crystal constructed 
from QDs the interaction in the lattice splits each energy level into a miniband and 
the actual level spacing becomes A << kT depending on the lattice temperature [39]. 
Therefore, the QD energy spectrum may be considered as a continuum. In opal-Te 
the potential relief is less pronounced because the effective mass of holes, the main 
carriers, is about 10 times larger that in InSb. 

The isolation of QDs has an important consequence for the current-voltage 
characteristics [39], the temperature dependence of resistance (R( T ) )  [40] and the 
magnetoresistance ( R ( B ) )  [41]. It is interesting to note, that the d2 QD in between 
two dl QDs may be considered as a double-barrier tunnel junction [42]. Tn this case 
a charging energy 

(13.9) 

is required to place an extra electron on the small dot. For a sphere of 50 nm 
diameter 

e2 

dZ&m 
Ec = ~ z 14 meV (13.10) 

In the case of incomplete miniband filling and eV,  kT> A the QD energy spec- 
trum is similar to that of metal island in the Coulomb blockade regime. At low 
temperatures the QDs are coupled capacitively. Under an external electrical field 
this lattice may be represented by an array of collinear chains along the field direc- 
tion. Bearing in mind the structure of the lattice, these 1D arrays of metallic islands 
are analogous to a multiple-tunnel junction (MTJ) (43, 441 since, as in a MTJ, the 
conductivity in this QD lattice occurs by sequential single electron tunnelling from 
one dot to another. 
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Figure 13.13. (a) I-V characteristics at 1 K and 50 mK 
of opalLInSb. (b) Excess current obtained from the 

L , , , , , l  
0.00 0.05 0.10 0.15 

curves above (see text for explanation). Voltage (V) 

At low temperatures the opal-InSb exhibites I-V characteristics with no linear 
dependence over the applied voltage (see Figure 13.13a). They resemble typical 
curves for tunnel junction with charging effect [45]: after starting with a very low 
current below the threshold voltage V < Vl/thr the I-V curves are fitted rather well by 
the expression Z - V k  , with k > 2. Decreasing the temperature causes the current to 
decrease rapidly and one possible reason is that not all the geometrically available 
current paths conduct at the lowest temperatures due to lattice imperfections. 
However, among the large number of possible path configurations, and there are - lo7 to los barriers in parallel on the sample cross section, it is always possible to 
find a set of low resistance paths. In opal-Te the I-V curve is linear and no Cou- 
lomb blockade is observed. 

The low-voltage part of the I-V curve deviates from that of the standard Coulomb 
gap. Figure 13.13b shows the extra current I,, (here represented by A I )  extracted 
using a high-voltage fit as the background [46]. T h s  feature is known as hgh-order 
tunnelling (cotunnelling) involving several coherent tunnelling events, if the junc- 
tion resistance Rt is 

(13.11) 

The maximum value of the low temperature resistance is around 105-107 Ohm. 
For 50 pm spaced potential probes this corresponds to R, 2 lo9 in the case of 
a perfect lattice. This ensures that the requirement is fulfilled even when an in- 
homogeneous current distribution is taken into account. The shft of the maximum 
of the curves I,, K T permits the classification of this effect as inelastic cotunnelling, 
in contrast to particular resonances in the QD energy spectrum. 

Due to the coexistence of many parallel 1D zigzag-like chains of tunnel junctions 



322 13 Semiconductor Nunopurticles in Three- Dimensionul Mutrices 

in the opal-based lattice, their coupling should be taken into account. It was shown, 
that for electrostatically coupled 1 D arrays the “exciton” mechanism of charge 
transfer may dominate 1431. This “exciton” is made up of an electron in one ID 
chain coupled capacitively to a hole, where the hole is the induced charge redis- 
tribution in an adjacent 1D chain. Since the interchain capacitance C” will be up to 
K times larger than the capacitance C of each junction ( K  being the number of 
junctions in series), the electrostatic energy of this electron-hole pair is much 
smaller than the energy of unpaired electrons. Consequently, these “excitons” can 
move along the coupled chains when the voltage bias is much smaller than that 
necessary for single electron transfer in the Coulomb blockade regime and can 
transfer current along each chain. The binding energy of this “exciton” is 1431: 

4c 
(13.12) 

Therefore, the true Coulomb gap will be of the order of 

(13.13) 

In the range e2/C0 < eV < E only “exciton” transport is possible, then at eV > E 

“excitons” will be destroyed and at Y > e/2C % 14 mV single electron transport 
along the chain becomes dominant. In Figure 13.13b it is seen, that at 1 K I,, (I  in 
the figure) has a maximum at V = 16 mV. The agreement between the estimated 
and experimental value of the applied voltage for the destruction of the “exciton” is 
quite satisfactory. 

The nonlinearity of the I-V curves of opal-InSb has a remarkable effect upon the 
resistance [47] as illustrated in Figure 13.14. The resistance R( V )  increases due to 
the “exciton” destruction reaching a maximum and then gradually decreases as it 
approaches the single electron transport regime. These changes in resistance exceeds 
one order of magnitude, and we suggest that R ( V )  reflects the changes of the 
transport mechanism. In Figure 13.14 R( V )  for two samples with different QD sizes 
are shown. It can be seen that the overall shape of R( V )  curves is not sample spe- 
cific and, as the temperature increases the magnitude of the resistance decreases and 
the R ( V )  maximum moves towards lower voltages. This behaviour is consistent 
with the model of interacting chains of MTJ, since the total lattice resistance de- 
creases first with increasing temperature due to the increase of the number of inter- 
acting tunnel chains and, second, with increasing capacitance which is proportional 
to d2. 

The dramatic drop of resistance at high voltage is inconsistent with the linear 
resistance regime predicted by the orthodox theory of single electron trnasport [48]. 
This discrepancy may be understood if we take into account the multiple coordi- 
nation of QDs in this 3D lattice: with increasing bias voltage the electric field com- 
ponent projected along the perpendicular direction with respect to the 1D chains 
becomes sufficiently large to open up a new current path from the same node be- 

e2 
CO 

eV < -@25 to 35 peV) 



13.4 Transport Properties 323 

10' 

Figure 13.14. (a) ILV characteristics of opal-Te at 60 mK 

age curves for two opalLInSb samples with different dot size 
d2 at 60 mK (b) and 1K (c). 

and opal-InSb at 1 K and 60 mK. Resistance against volt- I o4 
o - ~  l o 3  10.' 10" 

Voltage (V) 

cause of its eightfold coordination in the lattice. Therefore the R( V )  drops just be- 
cause the number of parallel circuits increases. We treat this as a 1D to 3D tran- 
sition in the current distribution since the negative feedback prevents Joule heating. 

The excess current l e x ( V )  at 50 mK was observed to be highly modulated (see 
Figure 13.13b). A similar trend is observed in the resistance of 50 nm dots in opal- 
InSb at 60 mK which shows a series of steps of height around 10% of total resis- 
tance (Figure 13.15a). Subtracting the smooth background these steps were trans- 
formed into peaks spaced by A V z  14 mV (Figure 13.15b). The power spectrum 
shown in Figure 13.15~ confirms the quasioscillatory behaviour with a periodicity in 
1/V which corresponds to A V =  14 mV. This value is very close to A V  z E&. The 
charging energy creates a barrier which blocks the entrance of electrons in the 
chain. Increasing the bias voltage above Ec/e results in another electron entering 
the chain. 

The dependence of the resistance upon temperature R( V )  of bulk InSb, opal- 
InSb having the same impurity content and opal-Te are shown in Figure 13.16. The 
differences are explained below as a result of the potential landscape. The resistance 
of all opal-InSb samples can be fitted by 

R - e x p ( 2 )  (13.14) 

in the range 250 to 50 K in contrasts to the usual Arrhenius type dependence 
(Figure 13.17a). To understand this dependence, tunnelling through thin barriers 
was considered together with thermal fluctuations which is bound to have an impact 
in the high-T regime [40]. Assuming adiabatic motion through a barrier with a po- 
tential near EF as 
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Figure 13.15. (a) Resistance against voltage of opal ~ 

InSb at 60 mK (a). The oscillatory nature of R( V )  
shown here has been obtained subtracting the smooth 
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0 100 200 Figure 13.16. Dependence of the resistance upon temperature of 
T (K) bulk InSb, opal-InSb and opal-Te. 
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Figure 13.17. The two regimes of conductivity of opal- 
InSb can be distinguished in the following plots: (a) 
semilogarithm, (b) a double logarithm coordinates and 
(c) R( 7') data from several I-V curves recorded at 
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UO 
cosh2 (ax)  

v =  (13.1 5) 

where l / a  is the barrier width and Uo is its height, the relationship between resis- 
tance and temperature may be derived analytically to be 

(13.16) 

The kink between 150 and 180 K, which is equivalent to - 14 meV, corresponds 
to the decrease of the barrier transparency since Uo/k= To increases from 30 to 
80 K and could be assigned to the charging effect. 

At T < 50 K R( V )  changes to a power law R - l /Tk  with k;t. 1 (see Figure 
13.17b). The onset of this regime may be due to negligible thermal activation. Fol- 
lowing reference [49], R - 1 / T reflects the squeezing of the width of the overlapping 
conductance peaks in the Coulomb blockade. At T < 10 K a sequential single elec- 
tron transport becomes the only transport mechanism in the lattice. For T < 10 K 
the slope of R( V )  decreases with increasing bias voltage (see Figure 13.17c), since 
the voltage aligns energy levels arising from different between QDs. The high po- 
tential wall formed by the dielectric matrix allows the use of a high bias voltage 
while keeping electron wavefunctions squeezed within QDs leading to the restora- 
tion of a regular current distribution. Thus, hopping in disordered materials, which 
follow the Mott law, stands in contrasts to macroscopic quantum tunnelling in the 
ordered lattice displaying a power law dependence. 

The investigation of magnetotransport in opal-InSb reveals a number of geom- 
etry-related effects. A separation of the classical and quantum mechanical effects is 
normally accomplished using the high temperature regime. The classical magneto- 
resistance (MR) can arise as the result of boundary scattering [50]. If the electron 
motion is restricted in space, the zero-field resistivity is enhanced due to the addi- 
tional diffuse scattering on the boundary. Under an applied magnetic field the re- 
sistance R(B) decreases towards the bulk value unless the cyclotron diameter 2lcYc1 
where 

hkF 
lcycl = - e B  

(1 3.17) 

becomes smaller than the constriction [51]. The overall reduction of R ( B )  is pre- 
ceded by its initial increase in weak magnetic fields due to the deflection of electrons 
with velocity directed along the channel axis towards the boundary. This results in a 
maximum of the MR in the low-field region when lcyc~ ;t. 0.5d [52, 531. 

The classical MR size effect is absent if the roughness of the boundaries is on a 
length scale smaller than ,IF. In this case the resistance becomes field dependent only 
if a confining potential varies along the path axis, i.e., the chain of QDs with the dot 
spacing as the characteristic length. The interdot barrier in this case simply reduces 
the probability of the electron to reach the next dot. 
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In Figure 13.18a magnetoresistance curves at different temperatures are shown 
for an opal-InSb sample with a relatively high electron population. At 150 K 
(Figure 13.18b) the resistance increases when B < 0.4 T followed by a decrease in 
the range from 0.4 to 3.4 T, while above 3.4 T it shows a quadratic dependence on 
the magnetic field R-B2. This behaviour is considerably different at 3.2K (Figure 
13.18b) where the MR trace contains a narrow symmetric peak at zero field de- 
creasing to a minimum at kO.24 T. Increasing further the magnetic field, the MR 
behaviour is qualitatively similar to that at high temperature with the resistance 
reaching a maximum at 1.04 T. Why does the resistance maximum shift with tem- 
perature?. Taking into account the dependence of the cyclotron radius upon the 
carrier concentration, namely n z 3 x l O I 3  cm-3 at 3.2 K and n % 5 x loi4 cm-3 at 
150 K, from Hall effect measurements, lcycf NN 16 nm appears to be temperature in- 
dependent for a given magnetic field B(Rmax).  The estimated channel diameter d is - 8 nm and d3 = 34 nm in reasonable agreement with estimates when wavefunction 
squeezing and carrier depletion are taken into account. Therefore the resistance 
of the periodically modulated channels is determined by the scattering on con- 
strictions. The negative magnetoresistance NMR around B = 0 observed at low 
temperature can be explained by weak localisation of electrons traversing the loop 
formed in the network. The magnetic field for threading a single flux quantum 
@O = h/2e through the minimum loop with a surface S is 

(13.18) 

which agrees well with the minimum in the MR trace at 3.2 K. 
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The correlation of the NMR and the geometry is obtained from a comparison of 
ordered and partially disordered lattices. It is seen from Figure 13.18c, that for a 
partially disordered lattice, i.e., AD/D < lo%), the NMR is reduced down to a weak 
bend superimposed on the magnetoresistance. Transmission spectra corresponding 
to the respective bare opals provide a measure of the QD lattice disorder. Thus, the 
coaddition of classical size NMR over many nonidentical scatters smears out this 
effect in poorly ordered opal. 

The origin of magnetoresistance in the QD lattice and in the disordered bulk 
material is qualitatively the same, namely, the reduction in the overlap of the 
wavefunctions from adjacent donors (here quantum dots) under an applied mag- 
netic field [54]. This explains the quadratic dependence of the resistance upon field 
in samples with higher electron concentration although for this material the critical 
field B,. > 4  to 6 T, is higher than for disordered bulk samples. Generally, geo- 
metrical confinement effects can be neglected when considering the density of states, 
which is then described by Landau levels [55], if 2lcYc, << or the mean free path I is 
defined by spiral orbits performed by electrons in the magnetic field. This means, 
that wall scattering dominates over electron-phonon or impurity scattering in QDs 
while bulk-like scattering appears only in the very high field regime. 

In Figure 13.19 magnetoresistance plots of opal-InSb samples with low elec- 
tron concentration are shown. Comparing the magnetoresistance between 60 and 
1020 mK similar features can be found as will be discussed below. It is instructive to 
differentiate between three scales of resistance variation with magnetic field. The 
background may be separate into several large scale peaks, i. e., AB > 1 T. It is then 
seen, that the gradual distortion of the magnetoresistance curve is due to the dif- 
ferent temperature sensitivity of these peaks. The midscale (AB - 1 T) and short- 
scale (AB< 1 T)  fluctuations were extracted from the background (see Figures 
13.10a and 13.10b) and their power spectra (see Figures 13.10~ and 13.10d) show 
that they are quasiperiodical fluctuations (QPF) with a characteristic period 0.96 
and 0.28 T, respectively. Midscale patterns demonstrate the correlation through the 
whole temperature range with a small change at T <  200 mK. Near the 1 K limit 
the oscillations appear more periodic than at 0.05 K. It means that the source of 
these QPFs is not temperature sensitive. In contrast, short-scale QPFs are less 
correlated with each other and their correlation energy [56] may be estimated to 

Figure 13.19. Change of magnetoresistance traces 
of opalLInSb with temperature in the pronounced 
Coulomb blockade regime. 
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B (I') 

5 



328 13 Semiconductor Nunoparticles in Three-Dimensional Matrices 

be E, % kT=0.04 to 0.05 meV. At 0.06 K the short-scale power spectrum peak 
spreads over a wide range maintaing the periodicity. 

To understand this magnetoresistance it is necessary to refer back to the structure 
of the QD lattice. It has been shown that tunnelling is the only mechanism for 
charge transfer between QDs. Due to the lattice arrangement QDs within the first 
coordination sphere may be reached by hops of the same length, then there is a gap 
up to the next neighbours and so on, i.e. there is only a discrete set of hop lengths 
available. The probability of interdot tunnelling is affected by the magnetic field 
since the wavefunction overlap for electrons in different dots decreases and, in turn, 
the overlap may differ for hops within different coordination spheres. This is 
assumed to be a source of the large-scale magnetoresistance pattern. It is worth 
noting the strong contrast between the magnetoresistance of ordered and disordered 
materials since, for the latter, the magnetoresistance increases exponentially with 
the field [54]. 

Considering the similarities of these features to the Aharonov-Bohm oscillations, 
it seems likely that these QPFs are due to quantum interference, since loop diame- 
ters extracted from the oscillation period 

(13.19) 

where AB is the oscillation period, are 46 and 86 nm (see Figure 13.20) which in 
turn are similar to d2 and dl in this sample. Another contribution to the short-scale 

0 100 200 3000 100 200 300 

1 (nm) / (nm) 

Figure 13.20. Short (a) and midscale (b) quasiperiodic 
fluctuations a t  different temperatures and corresponding 
power spectra (c) and (d),  respectively. 
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QPF may arise from the interference of the electron virtually visiting neighbouring 
QDs during the hop [57]. For example, with D = 227 nm the smallest loop formed 
in the (100) plane is a square with D/& =92 nm side. Due to Coulomb barriers 
the probability of performing Aharonov-Bohm oscillations in large loops in a 
geometrically ordered lattice is suppressed. Moreover, different orientations of 
loops with respect to the magnetic field together with lattice imperfections wash out 
the Aharanov-Bohm oscillations. 

The fluctuation patterns superimposed on the smooth magnetoresistance back- 
ground contain information about the phase-coherence length lq due to the quan- 
tum interference term arising from the annular structure [58] .  An analysis of the 
power spectrum may be used to estimate the localization length in this network of 
conducting wires. In the case of noncoplanar loops randomly distributed in 3D the 
Fourier components F’ of magnetoresistance fluctuations are related to the average 
phase-breaking length by 

(1 3.20) 

where C corresponds to the number of loops of a given area in the sample and (Lp) 
is the length of the shortest path starting and finishing at the same point. Therefore, 
the power spectrum of magnetoresistance fluctuations should decay exponentially 
with an exponent inversely proportional to the average length. An order of magni- 
tude of the phase-breaking length can be obtained using the approximation function: 

2log,,(Fg) = 0.434 (c - q) 
where 

(13.21) 

( 1 3.22) 

Parameters c and 5 may be estimated from the least squares fit of this function 
to data shown in Figures 13.20~ and 20d. This fit yields 5 to be 320 and 305 nm 
at 60 mK and 1.02 K, respectively, which is longer than the separation from the 
first coordination sphere. This length exceeds the circumference of smallest loops 
d M D/& in the network and the next small loop with d M D. For the sample with 
a hgher electron population 5 was found to be 10 times larger consistent with lower 
barriers which result from their greater transparency when the system has a higher 
Fermi energy. 

Finally we consider the Hall resistance behavior (Figure 13.21a) which is also 
correlated with the Coulomb blockade. The low temperature Hall concentration 
increases linearly with the current, i.e., nH N I .  which is a direct consequence of the 
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Figure 13.21. Anomalous Hall resistance near zero field 
(a) and suppression of the Hall effect by the high mdg- 
netic field. 

increase of the sample volume involved in the charge transfer. The zero-field 
anomaly of the Hall resistance (see Figure 13.21b) is apparently due to electron 
focusing in the multiple coordinated QD network. Another result of the blockade is 
the saturation of the Hall resistance with field because the Hall potential developed 
across the QD is not enough to overcome the Coulomb barrier. Thus, the electron 
reservoir is only partly involved in the formation of the Hall voltage across the 
sample. Increasing further the magnetic field leads to smaller wavefunction overlaps 
which result in a diminished probability of electrons reaching the Hall probes. This 
is manifested as a decrease of the Hall resistance. 

In conclusion, we have demonstrated that the conductivity of a 3D QD lattice i s  
dominated by interdot tunnelling. This tunnelling is accompanied by thermal acti- 
vation in the high temperature regime and becomes macroscopic quantum tun- 
nelling under the Coulomb blockade in the low temperature regime. The lattice 
arrangement of QDs results in a softening of the Coulomb gap in the single electron 
regime. For highly resistive arrays, the Coulomb blockade appears as a staircase on 
the I-V curves denoting single electron transport. The classical magneto-size effects 
due to electron scattering in the periodically modulated confining potential of the 
3D lattice, results in a pronounced NMR. At low temperature, the quantization of 
the magnetic flux penetrating through the lattice induces multiple periodic oscil- 
lations which appear superimposed on the smooth magnetoresistance background. 
Due to the discrete arrangement of QDs in the opal-semiconductor lattice, the high- 
field magnetoresistance behaviour deviates from the classical law. In addition, 
saturation of the Hall resistance with respect to the linear behaviour in the large- 
field scale appears due to the Coulomb blockade, whereas its short-scale deviations 
near zero field may be attributed to the electron focusing within QDs as multiple- 
terminal junctions. 
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13.5 Prospects 

We have shown that the nanocomposite based upon artificial opal matrices and 
semiconductor infills is a functional material with potential applications in both 
optics and electronics. There are several parameters ameanable to change and these 
control the composite functionality. The challenges are to be found in the under- 
standing of interface processes and their precise control. 

Concerning optical studies opal-based photonic structures making use of the high 
periodicity and the refractive index contrast of the materials involved is a most 
promising approach for the control of spontaneous emission in three dimensions. 

For their part transport studies reveal a wealth of phenomena concerning elec- 
tron coherence and quantization which are begging to be studied with scanning 
probe techniques in order to separate unambiguously processes in each crystallite 
of the opal-semiconductor composite from the many-crystallite ensemble. These 
studies could yield key information on the possibilites of quantum networks with 
view to study experimentally quantum computing. 
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Chapter 14 

Charge Transfer at Nanocrystalline Metal Oxide 
Semiconductor -Solu tion Interfaces: 
Mechanistic and Energetic Links between 
Electrochromic-Battery Interfaces and 
Photovoltaic-Photocatalytic Interfaces 

B. I. Lemon, L. A .  Lyon, and J. T. Hupp 

14.1 Introduction 

Metal oxide semiconductor films and electrodes displaying only short-range atomic 
order (“nanocrystallinity”) have attracted considerable technological attention be- 
cause of their typically large effective surface areas, their amenability to dye sensi- 
tization, their significant nanoporosity and their often superior charge transport 
and/or charge storage characteristics [ 1-31. Semiconducting oxides of this type 
typically have been further categorized as either electrochromic/battery materials or 
as photovoltaic/photocatalytic materials. In particular, those electroactive metal 
oxides which readily act as intercalation hosts serve as the basis for electrochromic 
and battery materials [4-51. On the other hand, those materials for which the con- 
duction band edge lies at a position that is favorable energetically for electron ac- 
quisition from light-harvesting species (sensitizing dyes) are candidates for usage in 
visible-region photovoltaic schemes and UV-region photocatalytic schemes [6-71. 
The two types of materials can be prepared by similar methods and in many of the 
same morphological forms (see description in text). However, as discussed below, 
widely differing limiting descriptions - based on largely independent historical 
models - have usually been used to characterize the responses of the two groups of 
materials to electrochemical and/or photoelectrochemical addition of electronic 
charge. 

For V205, Mo03, W03 and related materials, electron addition and the attain- 
ment of significant dark conductivity is generally accompanied by cation inter- 
calation [8]. As shown specifically in eq. 1 for WO3, cations are brought into the 
semiconductor for local charge compensation: 

Wv’03 + e- + M+ + WV03(M+) (14.1) 
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It is this ability to store cations and thereby stabilize lower metal oxidation states 
that makes these materials suitable for rechargeable battery applications. When 
linked to an appropriate counter electrode reaction such as M+ + e- + M, reversal 
of eq. 1 (i.e. lattice oxidation and cation &intercalation) permits electrical energy to 
be stored. 

Often accompanying the electron addition and cation intercalation are changes 
in the optical absorption spectrum of the material including: a) increases in the 
apparent optical bandgap (blue shift in the fundamental absorption edge), and b) 
increases in optical density in the visible and/or near-infrared region [9--101. Also 
appearing are dramatic increases in electrical conductivity. While these phenomena 
clearly are complex, a simplified limiting description emphasizes the role of nominal 
mixed valency. The availability, at least in a formal sense, of metal centers in 
multiple oxidation states (V”/V”, Wvl/Wv, etc.) provides a conceptual basis for 
electron transport and for intense coloration via long-wavelength light absorption 
(i.e. optical transitions having intervalence or metal-to-metal charge transfer 
parentage) [l I]. These descriptions can become appreciably altered when account is 
taken of oxide and/or hydroxide anion mediated metal-metal electronic interac- 
tions. The resulting band-type descriptions, however, can still be viewed as descen- 
dants of a limiting mixed-valency description. 

Wide bandgap materials whose conduction band edges lie at potentials less nega- 
tive than those of photoexcited dyes are often susceptible to electron injection from 
surface-bound forms of the dyes (Figure 14.1) and are usually classified as photo- 
voltaic materials. TiO2, Sn02, and ZnO are three of the more intensely studied of 
these semiconductors. Their ability to be prepared in nanocrystalline, high-surface 
area form allows them to act as particularly efficient light harvesters when em- 
ployed in dye-sensitized photovoltaic solar cells [ 1-31. A typical photovoltaic light- 
harvesting scheme can be envisaged as shown in Figure 14.1. 

Though these semiconductors can be prepared in the same manner as, show 
similar changes in their optical spectra as, show electrochemistry that can appear 
identical to, and can exist in similar morphologies as those semiconductors clas- 
sified as electrochromics, the classical description of how they accommodate excess 
electronic charge differs dramatically. Indeed, according to the classical model 
cathodic charging of n-type photovoltaic materials results in surface and near- 
surface electron accumulation (i.e. metal-like behavior) and charge-compensating 
perturbation of the surrounding electrical double layer (Figure 14.2) [12]. Note that 

Figure 14.1. A schematic of a dye-sensitized photovoltaic cell. 
D represents a visible light absorbing dye molecule; D* refers 

to the valence and conduction bands, respectively. I-/I?- i s  
to an electronically excited form of the dye. VB and CB refer 

SEMICONDUCTOR METAL the solution-phase electron “shuttle”. 
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electrode 

Figure 14.2. Idealized representation of 
the putative changes in the ionic double 
layer surrounding a photovoltaic semi- 
conducting electrode under cathodic 
bias. 
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in this description, no ion motion across the solution/semiconductor interface is 
necessary for charge compensation. 

Recent studies and a careful survey of both bodies of literature, however, lead to 
new descriptions in which both types of materials undergo charge-compensating 
cation intercalation when subjected to electron addition. In particular, new spec- 
troelectrochemical [ 131, electrochemical quartz crystal microbalance (EQCM) [ 141 
and photochemical quartz crystal microbalance (PQCM) 1151 studies of nano- 
crystalline semiconductors link the behaviors of the two types of materials under 
conditions of cathodic charging. As outlined in section 4,  below, these results also 
lead to a new mechanistic description of the factors controlling the conduction band 
energetics at the semiconductor/solution interface in nanocrystalline photovoltaic 
systems. This alternative description could significantly alter the manner in which 
electrochemical photovoltaic systems are engineered. 

14.2 Electrochromics 

14.2.1 V205 

Vanandium oxide (primarily V205) is a layered metal oxide that can be fashioned 
via a variety of methods including thermal evaporation 1161, sputter deposition 1171, 
electrodeposition [ 181, chemical vapor deposition [ 191 and sol-gel condensation 
[20]. For sol-gel produced films, the structure consists of thin “ribbons” connected 
side-to-side to form layers. Between the layers is interstitial water; these interstitial 
layers act as cation conduits giving V 2 0 5  its excellent intercalation abilities [20]. 
Though these sol-gel derived films differ morphologically from films prepared via 
other methods, all films typically display structured, reversible voltammetric re- 
sponses where the observed peaks are associated with cathodic intercalation and 
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anodic deintercalation of electrolyte cations [9]. V205 films offer excellent i l l  us- 
trations of the properties so desired in electrochromic and battery materials. Upon 
reduction (intercalation) the films show pronounced optical density increases in the 
visible region 191. This coloration can be reversible, partially reversible, or irrever- 
sible depending on the precise film morphology and the degree of intercalation. 
Vanadium oxide’s ability to store large amounts of cations reversibly (for example. 
up to 4 Li+ per formula unit) [21] and to undergo many reversible intercalation/ 
deintercalation cycles [22] (under appropriately controlled conditions) also make 
it a viable battery material. The details of the intercalation processes have been 
delineated via various surface analysis, electronic spectroscopy and diffraction in- 
vestigations, in addition to UV-Vis and cyclic voltammetry studies; the reader is 
referred to the original literature for further information [8]. 

14.2.2 M003 

Moo3 is similar to V205  in many respects. Electroactive films can be prepared by 
many of the same methods (vacuum and sputter deposition, sol-gel condensation, 
electrodeposition, anodization, and chemical vapor deposition) 181. It can exist in 
either a layered or framework structure; again, the layered structure can intercalate 
significant quantities of charge- compensating cations [8, 231. Following VzOj, 
cathodic charging leads to cation intercalation and increases in the visible- region 
optical absorbance [24] and electrical conductivity [25] of the material. Figure 14.3 
shows a voltammetric scan of an electrodeposited Moo3 film in LiC104 + propylene 
carbonate electrolyte solution. A cathodic wave attributed to Li+ intercalation and 
an anodic wave representing Li+ expulsion are noted [24]. 

Moo3 is classified as an electrochromic metal oxide due to its reversible and 
desirable changes in visible-region spectral properties. Figure 14.4 shows the change 
in the visible absorption spectrum accompanying the above voltammetry. As for 
V205, the material becomes hghly colored upon reduction and transparent follow- 
ing ion extraction (241, though the changes lie primarily in the visible region. 
MoO3’s ability to intercalate Li + cations also makes it suitable for use in lithium 
secondary batteries [25]. 

V vs Ag/AgCI Adapted from ref. 24. 
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Figure 14.4. UV-Vis spectra of an electrodeposited 
Mooi film at under conditions of: (a) anodic bias and 300 600 900 

(b) cathodic bias. Adapted from ref. 24. wavelength (nm) 

14.2.3 W 0 3  

Tungsten oxide makes up the next class of metal oxides used in electrochromics. As 
for V205 and Moos, WO3 can be prepared via a wide variety of techniques in- 
cluding chemical vapor deposition [26], rf sputtering [27], sol-gel processing [28], 
electrochemical deposition [29] and thermal evaporation [30]. WO3 has been ex- 
tensively examined as an electrochromic material where the same electron-addition/ 
cation-intercalation/change-in-optical-properties scheme is utilized [8]. 

Cation intercalation (including H+, Li+, and Na+ intercalation) into WO3 has 
been studied in exhaustive detail via methodologies ranging from cyclic voltamme- 
try [31], chronoamperometry 1321, impedance spectrometry [32] and electrochemical 
quartz crystal microgravimetry 129, 321 to EPR [lo], Raman [33] and UV-Vis ab- 
sorption [28] spectroscopies. Figure 14.5 shows a cyclic voltammogram for a sol-gel 
derived film of WO3 where the cathodic and anodic waves are attributed to cation 
intercalation and deintercalation, respectively [lo]. Figure 14.6 shows the electro- 

Figure 14.5. Cyclic voltammogram of a sol-gel derived 

ref. 10. 
WO3 film in LiC104-propylene carbonate. Adapted from 2 1 0 -1 -2 

Y vs AgIAg' 

Figure 14.6. UV-Vis spectra of a sol-gel derived WO? film in 

ternal bias, and (b) cathodic bias. Adapted from ref. 10. 
LiC104-propylene carbonate under conditions of: (a) no ex- 0 400 800 1200 1600 2000 

wavelength (nm) 
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chromic behavior of the film. Upon reduction/intercalation, the film becomes in- 
tensely colored [lo]. 

More recent reports have employed WOs in its high surface area, thin-film form 
for photochemical applications. Surprisingly, in this form tungsten oxide also shows 
many of the characteristics of more conventional “photovoltaic” metal oxides. It 
can, for example, be reduced by UV illumination (and subsequent hole scavenging) 
either to store electrons for solar energy applications [34] or to react with solution- 
phase molecules in a photocatalytic scheme similar to that in Ti02 waste-water 
remediation [6]. 

14.3 Photovoltaics 

14.3.1 General Observations 

In contrast to V205, Moo3 and W03  which can be reductively doped with protons 
or alkali metals, the so-called photovoltaic metal oxides are usually assumed to 
respond to electron addition via electron accumulation layer formation and elec- 
trical double layer charging (Figure 14.2, above). Recently, however, Meyer and 
coworkers have pointed that little, if any, direct experimental evidence is available 
in the extant literature to validate the applicability of the cathodic bias/accumu- 
lation layer model to metal oxide systems [35]. These authors instead have pointed 
to the apparently overwhelming importance of trap states or other localized elec- 
tronic entities. (In contrast, under conditions of anodic bias, compelling evidence 
does exist (albeit, for single crystals) for the formation of classical depletion layers 

At the same time, various applications-oriented studies have recently shown that 
nanocrystalline photovoltaic oxides (most notably, titanium dioxide) can function- 
ally mimic their electrochromic/battery oxide counterparts. In addition, as summa- 
rized below, nanocrystalline forms of the n-type semiconductors TiOl, SnOl and 
ZnO have all recently been shown to display (to varying degrees) intercalation be- 
havior during cathodic charging. Observation of these phenomena suggests that ion 
intercalation may be a general mode of reactivity for metal oxide semiconductor/ 
solution interfaces. 

[361). 

14.3.2 Ti02 

The electrochemical addition of electrons to titanium dioxide can be accomplished 
by scanning the electrode potential or sustaining the electrode bias negative of 
the apparent conduction band edge. (Except where noted, the form of Ti02 under 
discussion in this section is nanocrystalline anatase.) Addition is accompanied 
by striking increases in conductivity and by conversion of the transparent oxide to 
a deep blue form [37-381. It is also accompanied by what is typically termed 
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“capacitive” current flow (cf. Figure 14.2) [39]. Surprisingly, close inspection of 
the electron addition process via electrochemical quartz crystal microgravimetry 
(EQCM) has shown that it is appreciably more complex than expected for a purely 
capacitive process (cf. Figure 14.2), resembling more closely the batterylike process 
in eq. 1 [14, 401. 

EQCM is a valuable analytical tool for the measurement of small mass changes 
occurring during electrochemical charging of electroactive materials [41]. Applica- 
tion of this technique to high-area titanium dioxidelwater interfaces has led to the 
observation of proton uptake during electron addition. Figure 14.7 illustrates a 
typical experiment. In panel (a), the addition of electrons is observable by enhanced 
current flow at potentials negative of the nominal conduction band edge. Simulta- 
neous monitoring of the electrode mass (panel (b)) indicates that the electrode 
becomes significantly heavier during the apparent charging process. Conclusive 
evidence for electron addition (as opposed to faradaic current flow) comes from 
spectroscopic interrogation of the nanocrystalline film. Panel (c) is a laser reflec- 
tance spectroelectrochemical scan acquired simultaneously with the data in the 
preceding panels. The attenuation in the reflected (786 nm) laser intensity is an in- 
dication of an increased absorbance due either to conduction band electrons or, 
more probably, surface trapped or localized electrons (see below). Quantitative 
analysis of the EQCM data strongly suggests that for each excess electron added, 
one proton is intercalated into the material. This is further supported by deuterium 
isotope experiments where the total change in electrode mass doubles upon sub- 
stitution of H20 with D20 as solvent [40]. 

Proton intercalation has also been reported in a photochemical system [15]. 
Photoelectrochemical quartz crystal microgravimetry (PQCM) allows for simulta- 
neous monitoring of the electrode mass during bandgap illumination of the semi- 
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Figure 14.8. PQCM in aqueous media: Change in 
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Figure 14.9. EQCM in nonaqueous media: Voltammetry 
(panel (a)) and microgravimetry (panel (b)) for nanocrystalline 
titanium dioxide film in scan in acetonitrile containing LiC104. 

conductor. In aqueous media with an appropriate reducing agent (hole scavenger) 
in solution, proton uptake can be observed as electrons are added to the material. 
Deuterium isotope experiments showed a mass doubling effect for identical irradia- 
tion times (Figure 14.8). These results provide evidence that cation intercalation is 
necessary for charge compensation, independent of the manner in which electrons 
are added to TiOz. Note that evidence (albeit, indirect evidence) for photo inter- 
calation has also been reported for W03 [42, 431. 

In an early report, Borgarello, et al. described the addition of electrons to colloi- 
dal Ti02 via pulse radiolysis. Subsequent transient conductivity measurements 
provided evidence for uptake of protons by “reduced” Ti02 [44]. 

Perhaps more applicable to the development of charge storage and electro- 
chromic devices are studies of titanium dioxide in nonaqueous media. Of particular 
interest are voltammetric and EQCM investigations of alkali metal cation inter- 
calation from acetonitrile and propylene carbonate. Gratzel and others have shown 
via voltammetry and chronoamperometry that nanocrystalline titanium dioxide has 
some capacity as an intercalation host in both solvents [45-461. Corroborative of 
these findings are EQCM measurements performed in nonaqueous media 114, 401. 
These again show that cation intercalation accompanies electron addition for the 
purpose of charge compensation. Figure 14.9 contains representative voltammetric 
and microgravimetric scans for lithium ion intercalation from acetonitrile. Similar 
behavior is observed for sodium ion intercalation. The effect is approximately the 
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same in propylene carbonate where Li+, Na+ and K t  have all been found (by 
EQCM) to intercalate into nanocrystalline Ti02 (ca. 5 nm diameter anatase par- 
ticles in sintered film form). In contrast to the first three alkali metals, larger cations 
such as tetraalkylammonium species are - for obvious steric reasons - unable to 
intercalate from either acetonitrile or propylene carbonate. (While the steric argu- 
ment is compelling for tetralkylammonium ions, it is less compelling for ions such 
as potassium that are only marginally larger in diameter than the channel widths 
available in bulk anatase. For nanocrystalline electrode/solution interfaces, account 
must be taken of possible surface and near surface gelation, as well as lattice dis- 
tortions introduced by electron addition itself.) For tetraalkylammonium species, 
failure to intercalate is experimentally evidenced, in part, by decreased electro- 
chemical capacities (smaller voltammetric currents). It is also evidenced by non- 
stoichiometric electrode mass changes where the nonstoichiometry is attributed to 
ion binding via surface adsorption rather than lattice intercalation 114, 40). 

Alkali metal ion intercalation studies have recently been extended to the fash- 
ioning of a "rocking chair" battery based on a nanocrystalline (anatase) titanium 
dioxide cathode and a lithium anode 1471. In this case, the ability of titanium 
dioxide to store charge as intercalated lithium ions allows for its use as a battery 
material. Others have prepared titanium dioxide composites for use as cathode 
materials 1481. (Here, however, the materials may be microcrystalline rather than 
nanocrystalline.) Surprisingly, under appropriate high-temperature conditions, stor- 
age device construction based on rutile has also proven feasible 1491. Following 
device discharge, x-ray studies 1491 have provided further evidence for lithium in- 
tercalation into composite electrodes. 

The rapid coloration achievable with Ti02 films has led to at least one inves- 
tigation of the intercalation phenomenon in the context of fast switching electro- 
chromics [ 131. While the coloration effect is sometimes ascribed to excitation of 
added conduction band electrons 1371, the almost universal observation of finite- 
wavelength absorption maxima (typically between ca. 800 and 1400 nm) is sugges- 
tive instead of excitation of partially localized or trapped electrons. Similarities be- 
tween absorption spectra for Ti"' 1501 and partially reduced titanium dioxide (films 
or colloids) have been noted and the nominally forbidden d-d absorption of Ti'" 
has been suggested as an alternative basis for nanoparticle coloration. In view of the 
typically strong red and near infrared extinction achievable with reduced titanium 
dioxide, however, more probable chromophoric sources are electric-dipole-allowed 
transitions having intervalence parentage (i.e., significant Ti"'-TiTV + TiN-Ti"' 
character). 

14.3.3 SnOz 

While there are fewer reports of cation intercalation into nanocrystalline tin oxide, 
the available results strongly suggest a similar mechanism of charge compensation. 
EQCM in aqueous electrolyte yields nearly identical results to those observed for 
Ti02 [51]. Conclusive evidence of proton intercalation is again offered by deuterium 
isotope experiments where mass doubling is encountered when D20 replaces H20 
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as the solvent [51]. Intercalation has not been reported from nonaqeous media but it 
is anticipated that alkali metal cation intercalation would occur in the absence of 
proton sources. 

14.3.4 ZnO 

Much as with tin oxide, the body of work on cation intercalation into zinc oxide is 
not very large. Weller has shown that up to 6 electrons can be reversibly added to a 
single 5 nm ZnO particle [52, 531. Related EQCM measurements from our lab have 
shown that proton uptake, rather than diffuse double layer charging, provides the 
necessary charge compensation [51]. The contention that H+ is the intercalant is 
again supported by isotope experiments. 

One difference between ZnO and most other metal oxides in this discussion is 
ZnO's lack of strong near-IR absorbance following electron addition [54]. Another 
difference is its comparative instability with respect to reduction to metallic form 
[51, 531. Both observations are likely related to the well known instability of Zn'. 
The instability provides an obvious driving force for disproportionation into Zn" 
and Zno following trapping of excess electronic charge. The instability would also 
preclude the observation of Zn"/Zn'-based optical intervalence transitions, leaving 
only lower extinction conduction-band electrons (delocalized or untrapped elec- 
trons) as potential sources for electrochromic coloration. 

14.4 Energetic Considerations 

14.4.1 Potentials 

Proton-intercalation-based electrochromics such as iridium oxide/hydroxide [55] or 
tungsten bronzes (Eq. 14.1) exhibit color transition potentials (&) that are strongly 
dependent upon solution pH [56]. At 298K the dependence can be expressed as: 

E t r  = Et,(pH = 0) - (0.059 V)(p/n)(pH) (1 4.2) 

where p is the proton stoichiometry and y1 is the electron stoichiometry of the elec- 
trochromic reaction. Eq. 14.2, of course, follows in an obvious way from a Nerns- 
tian thermodynamic characterization of the redox (or redoxlike) behavior of any 
system involving formation of a protonated product from a reservoir or solution of 
variable proton activity. For aprotic systems, such as oxide battery electrodes in- 
volving M+ insertion, Eq. 14.2 can be rewritten with pM and an appropriate open 
circuit potential in place of pH and Et,, respectively. 

Curiously, apparent conduction band edge energies (E&) for n-type photovoltaic 
oxides also change systematically with pH [37, 39, 541. For nanocrystalline titanium 
dioxide, Nernstian behavior is observable over a truly remarkable range - some 
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Figure 14.10. Dependence of the conduction band edge 
energetics (E&) on proton activity. Arrows at -8 and 

10 20 30 24 (open circles) indicate onsets for proton activity -10 0 

independent energy regimes. -log (Proton Activity) 

32 pH units (Figure 14.10) corresponding to a nearly 2 V variation in &b! [40] 
Furthermore, EQCM experiments show that proton intercalation persists at least 
down to pH = -5 and up to pH = 11. (At more extreme pH’s, solution viscosity 
effects and porous oxide instability effects prevent EQCM interrogation.) Literature 
explanations for the ubiquitous Nernstian behavior have tended to focus on redox- 
independent surface protonation effects, i.e. effects responsible for zeta potentials 
[39]. While perhaps significant over a limited pH range, these explanations are in- 
applicable at pH’s appreciably above the first pK, or below the last pK, of the 
protonated surface oxide. On the other hand, by analogy to eqs. 1 and 3, electron- 
addition-driven proton intercalation does provide a physical basis for Nernstian 
changes in photovoltaic metal oxide &, values over very wide pH ranges. Evidently 
at -log aH+ values below -8 and above +24, however, electron addition does ulti- 
mately decouple from proton intercalation (see Figure 14.10). 

By analogy to battery materials, and in light of recent nonaqueous EQCM find- 
ings (Section 2.3), one would also expect (in the absence of proton sources) Nerns- 
tian variations in conduction band edge energies with changes in alkali metal ion 
activity. To the best of our knowledge, experimental studies over an appropriately 
broad range of activities have not yet been reported. Redmond and Fitzmaurice, 
however, have described an interesting mixed electrolyte study. They find that 
lithium perchlorate addition to a dry acetonitrile solution of tetrabutylammonium 
perchlorate induces large - and apparently non-Nernstian - shifts in E c b  for nano- 
crystalline titanium dioxide [57]. We have observed similar behavior for Ti02 upon 
addition of a dry proton source to an aprotic acetonitrile electrolyte solution 
[ 141. While conventional cation adsorption effects presumably contribute in both 
instances, the predominant energy effect is likely associated with changes in the 
identity of the cation providing charge compensation. 

Closely related are studies of the dependence of energies for electron addition on 
the cation identity in single electrolyte solutions. Redmond and Fitzmaurice have 
also demonstrated that titanium dioxide conduction band energies at suitably dried 
nonhydroxylic solvent interfaces are enormously dependent upon cation size, with 
larger cations yielding more negative apparent conduction band edge potentials 
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[57]. These important findings have also been corroborated via EQCM mcasure- 
ments. For the first three alkali metals, the observed energy variations apparently 
are associated with the increasing difficulty of intercalation, although a role for 
adsorption effects has also been suggested [14). 

Finally, Fitzmaurice and coworkers have also described a remarkable correlation 
between J!?& (Ti02) and the log of the autoprotolysis constant of the solvent [SS]. 
One possible interpretation is that band edge energetics again are governed by 
proton intercalation and that solvent variations provide yet another method for 
achieving extensive H+ activity variations. 

14.4.2 Reactivity Implications 

Control of photovoltaic/photocatalytic metal oxide semiconductor interface 
energetics by intercalation-coupled electron addition has a number of interesting 
reactivity implications. First, kinetic decoupling of electron and cation addition in 
dye-sensitization schemes can lead to unusual and unexpected reactivity patterns. 
For example, the kinetics of back electron transfer from nanocrystalline titanium 
dioxide to at least some surface-bound dye species are pH independent, despite 
substantial pH-induced changes in overall reaction driving force [59]. On the other 
hand, the kinetic decoupling effect is evidently not universal. Most notably, rates for 
electron transfer from titanium dioxide to diffusing or adsorbed methyl viologen are 
strongly pH dependent [60]. 

A second implication, in this case from Figure 14.10, is that electron addition to 
titanium dioxide (and presumably other metal oxides) has an enormous positive 
effect upon its ability in a thermodynamic sense to take up cations. If the break 
points in Figure 14.10 are interpreted as effective lattice pK,’s (not surface pK,’s), 
then the internal affinity of titanium dioxide for protons is apparently enhanced by 
more than 30 orders of magnitude by electron addition [40]. The enhancement im- 
plies that “reduced” Ti02 is capable of abstracting protons even from exceedingly 
weak acids. If so, then the effect may well be usefully exploitable in new or existing 
photocatalytic/photochemical remediation applications. 

14.5 Conclusions 

The availability of processable and electrochemically addressable nanocrystalline 
forms of n-type photovoltaic metal oxides such as SnO2, ZnO and Ti02 has re- 
vealed that these materials can function as intercalation hosts under conditions of 
electron addition. Apart from cation intercalation capacity differences, the nano- 
crystalline photovoltaic materials appear to behave in much the same fashion as 
oxides traditionally used for battery and electrochromic applications (e.g. layered 
metal oxides). Indeed, both lithium intercalation batteries and electrochromic thin 
films can be fashioned from nanocrystalline TiO2. 



Rejerences 341 

The coupling of electron addition to cation intercalation also has important fun- 
damental energetic consequences. Most importantly, the phenomenon appears to 
account for the remarkable sensitivity of photovoltaic metal oxide conduction band 
edge energies to pH, solvent identity and electrolyte cation identity. While the 
available intercalation studies have focused on nanocrystalline materials, related 
defect-based or gel-layer-based chemistry may well account for the energetics of 
nominally single crystalline or macroscopically polycrystalline photovoltaic semi- 
conductor/solution interfaces, especially under conditions of negative bias and 
so-called accumulation layer formation. 
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Chapter 15 

Nanoparticle-Mediated Monoelectron 
Conductivity 

S. Curraru 

15.1 Introduction 

From the origin of networks [I]  up to modern digital electronics [2], two centuries 
have been spent to improve code systems and technological devices useful for 
data managing. Similar things happened for telecommunications. Starting from 
the early experiments on electricity and magnetism up to the discovery of radio- 
communications [3], a lot of effort has been spent, in each epoch to overcome the 
existing technological limitations. In particular, in the second half of this century, 
understanding the physics of semiconductors [4, 51 has dramatically increased the 
system’s capabilities both for digital electronics and for applications in communi- 
cation technology [6]. In this period, the industry of semiconductors had an in- 
credible growth [7], which was paralled by theoretical studies. Let us mention briefly 
some of the most important contributions: 

0 The diode research program, launched in 1942 by Henry C. Torrey and Marvin 
Fox in the Radiation Laboratory of the Massachusetts Institute of Technology, 
was the first important effort toward a systematic research on semiconductor 
physics and technology [S]. 

0 John Bardeen and Walter Brattain discovered transistor action in point contact 
electrodes with germanium [8]. and Bardeen, Brattain and Shockley invented the 
semiconductor based transistor [6]. The effort towards a satisfactory character- 
isation and understanding of the underlying physics went on for a long time, and 
led to the discovery of photoconductive effects, presented at a conference held in 
1956 [9]. Immediately afterwards, in 1959 Jack Kilby, at Texas Instruments, and 
Robert Noyce, at Fairchild Semiconductor Corporation, developed the first 
semiconductor based integrated circuit [ 101. 

0 The sixties witnessed a continuous growth of this field. In 1961, integrated circuits 
went into commercial production. In 1963, Gunn perfected solid state microwave 
oscillators. Between 1962 and 1966, high-speed digital communications were in- 
troduced. 

0 In 1964, Moore formulated his law: the number of transistors in a chip would 
double each year. As a matter of fact, at present, Moore’s law is no longer true: 
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already in 1975, the rate of growth per year reduced to 1.5. A similar rate of size 
reduction has been made for VLSI (very large scale of integration). 

Other significant and entirely new problems are emerging in semiconductor 
physics. New technologies - based on UV, X-ray or electron-beam methodologies - 
are needed in to overcome the present limits of lithography. Small transistors are 
plagued by insuficcient heat dissipation and fluctuation of the electric properties. All 
these factors seems to limit the size reduction achievable with current semi- 
conductor technology to 0.2 micron [ 101. 

Applications of quantum phenomena to communication processes [ 1 11 and in- 
formation theory [12, 131 is becoming a recognized practice. Quantum devices will 
play a significant role in the future developments of electronics. Any application 
related to the quantum phenomena requires that the device’s sizes be comparable 
with the electron wavelength, which, in ordinary voltage conditions, may be esti- 
mated to be in the order of a few Angstroms. This restricts the allowable size 
of each single device to a few nanometer which cannot be acieved with current 
technology. Furthermore, even if such size reduction were achievable, it would take, 
according to Moore’s law, several centuries. In other words, the present semi- 
conductor technology seems unsuited to the construction of truly “quantum de- 
vices”, which are very likely to become the next step in the development of elec- 
tronics. An important progress may come from the fact that conducting or 
semiconducting nanoparticles do indeed have the correct sizes for quantum effects, 
and are already available now! 

Among other advantages, the use of quantum mechanical devices would also al- 
low a direct control - electron by electron - of the current flow [ 14, 151. This could 
help overcoming most of the problems arising from thermal dissipation in very 
small volumes, or from the smallness of the depletion zones. Adoption of a self- 
consistent mathematical model will allow a simple characterisation of the basic 
phenomena of monoelectron conductivity. 

15.2 Historical Review 

Monoelectron conductivity means - by definition - controlling each single charge, 
i.e. measuring the charge quantization of each individual electron, as in the famous 
Millikan experiment. During this last decade, much work has been done on single 
charge phenomena, in order to obtain such control and to understand the related 
physics. 

15.2.1 Single Charge Phenomena 

To introduce single charge phenomena from a general point of view, we refer to a 
box with sizes small enough to allow observation of quantum phenomena involving 
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elementary charged particles: the so called “quantum dot”. To get an intuitive pic- 
ture of a dot, one may consider e.g. a nanometric sized metallic grain separated 
from the neighbourhood by a tunnelling barrier. In a system of this kind, it is pos- 
sible to control the charge inside the grain by means of an applied voltage between 
the dot and the neighbourhood. Essentially, this means that one can inject the 
electrons inside the dot, one at a time, by controlling the bias voltage of the tun- 
nelling junction. Of course, the process is influenced by the thermal conditions of 
the dot: in particular, if the thermal energy is much higher than the electrostatic 
one, the electrons will be expelled. Under such circumstances, no single charge 
controlling is possible. 

A necessary requirement for the trapping of individual charges inside the dot to 
be successful is, therefore, that the thermal energy be smaller than the electrostatic 
one. This may be achieved indifferently either by decreasing the temperature or by 
increasing the capacitance of the dot. Once the single electron has been trapped, 
some different phenomena are observable in the system. The first one, known as the 
Coulomb Gap, appears as a current suppression near the zero bias voltage. The 
current characteristics are suppressed at the beginning of the axis, because the 
junction charge is reduced by a quantity equal to electron charge when an electron 
is tunnelling. At the same time, the junction voltage is reduced of a quantity (the 
Coulomb Gap) equal to the ratio between the electron charge and the junction 
capacitance. Therefore, the current is suppressed because the junction needs of an 
extra voltage to carry the same current. 

The second observable effect is due to the electrons already present in the dot: the 
increase in electrostatic energy results in a repulsion of the next incoming electron. 
This gives rise to a potential barrier for the incoming electron, as a result of which 
the tunnelling current is partially blocked. This effect is known as the Coulomb 
Blockade of the tunnelling current. A further phenomenon arises from the fact that 
each new incoming electron is excluded from the dot by the presence of the previous 
one. In fact, the new electron must overcome the potential barrier due to the pre- 
vious one before entering the dot. It therefore needs more energy, which must be 
supplied by the bias voltage, in order for the electron to tunnel into the dot. But the 
subsequent one is excluded too, and so on. This exclusion of the next incoming 
electron - now called Coulomb exclusion - results in “staircase behaviour” of the 
relationship between the electron number and the bias voltage, due to the potential 
barrier mentioned above. Of course, the current flow from the injecting system to 
the dot is modulated by these facts and it results in a monoelectron conductivity. In 
fact, suppressing the current after the new incoming electron results in a set of stairs 
appearing also in the current-voltage characteristics. This phenomenon is known as 
the Coulomb Staircase. Oscillations could also appear in current-voltage charac- 
teristics near the voltage steps due to the entering electrons. In such cases, Negative 
Diferential Resistance (NDR) regions in the current curves are observable. Basi- 
cally, these oscillations too are monoelectron phenomena, whose explanation is 
related to some resonant tunnelling effects mediated by the energy levels of the dot 
due by the single charge confinement. 

As a further single charge effect we shall finally mention the linear relationship 
between the current and the frequency of the voltage signal. If a sinusoidal signal is 
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superimposed to the bias voltage, the amplitude of the measured current through 
the dot is proportional to the signal frequency. The ratio between current and fre- 
quency is exactly equal to the electron charge. In the last ten years, a lot of efforts 
have been devoted to organising experimental setups in order to measure such 
effects, and to understand the theory of the physical phenomena related to the 
monoelectron conductivity. 

15.2.2 The Theory 

After the early experiments on very small superconductive particles and the in- 
troduction of a simple model concerning their observed behaviour 116, 171, a fun- 
damental progress in the theory of single charge phenomena was achieved by D. V. 
Averim and K. K. Likharev, in their work published in 1986 [lS]. Extending some 
earlier results on quantum oscillations in Josephson junctions [ 19-21]: the Authors 
developed the theory of Coulomb Blockade in a very small tunnelling junction, 
showing that it was essentially due to the electron-electron interactions. Using the 
Hamiltonian representation of the system within the framework of second quanti- 
zation, with the tunnelling effects expressed as a perturbation described by suitable 
creation and annihilation operators, and performing the analysis of the Von Neuman 
equation for the density matrix, they succeeded in establishing the fundamental 
features of single charge phenomena. In particular they proved that, if the thermal 
excitation of the electrons was smaller than the electrostatic energy associated with 
charge separation in a junction, the Coulomb Blockade effect could occur even in 
the absence of Josephson tunnelling. Furthermore, they showed that the next in- 
coming electron could pass the junction only after a further increase of the applied 
voltage, equal to the ratio between the electron charge and the junction capacitance. 
Finally, they concluded their work with an investigation of the relationship between 
the single electron oscillations through the junction and the light emission due 
to inelastic tunnelling. According to this analysis, the condition of vanishing 
Josephson tunnelling allows the possibility of having normal electrodes forming the 
junction. In other words, under the stated circumstance, no superconducting elec- 
trodes are necessary; therefore, in principle, the observation of Coulomb Blockade is 
possible at room temperature too. This fundamental work switched on the interest 
in the field of single charge phenomena, as witnessed by the large amount of con- 
tributions published since then. In particular, it has been suggested to consider a 
two junctions system with an electrical island in between, in order to observe single 
charge conductivity. Such a system allows trapping the electrons inside the island, 
because of the tunnelling blockade occurring in the two junctions. A steplike cur- 
rent-voltage behaviour was found (i.e. the Coulomb Staircase), and the steps were 
related to the Coulomb Exclusion for the next electron entering the island [22]. 
Furthermore, the phenomenon of Coulomb Gap was forecasted, and the suggestion 
of using the modern Scanning Tunnelling Microscope for observing monoelectron 
conductivity in very small particles was proposed. This was the beginning of studies 
on monoelectron phenomena in terms of quantum dot concept [23]. Using ballistic 
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theory of charge transport, it was possible to identify the current behaviour of a dot 
as a peak series with distances equal to those occurring in the Coulomb Staircase. 
Moreover, the application of single charge theory to dot-based systems was useful 
in the study of semiconductor particles as well as metallic ones [24]. 

The theoretical studies of these particles or grains indicated that their current 
behaviour could also include domains with Negative Differential Resistance along 
the current-voltage curves [25]. This fact was related to the presence of resonant 
phenomena and, in particular, of resonant tunnelling through the quantized energy 
levels due to the change confinement in quantum dots [26-281. Following these 
ideas, some studies were devoted to the characterisation of the single electron trap 
on the resonant energy levels [29], while others were oriented towards the con- 
struction of a unified theoretical frame embodying both phenomena [30-321. This 
gave rise to interesting models, exhibiting Staircase and differential negative resis- 
tance regions on the same current-voltage curves [33, 341. In the meantime, within 
the last decade, several researchers have been working at the verification of these 
theories, and at the creation of real devices for the experimental observation of 
monoelectron conductivity. 

15.2.3 Experimental Results 

The fundamental work of Averim and Likharev [ 181 prompted the experimental 
researches on single charge phenomena. Only one year later, the first measurements 
on Coulomb Gap and Coulomb Staircase appeared in the literature. 

The technique adopted by the labs was to lower the temperature down to few 
Kelvin, in order to reach a situation in which the electrostatic energy due to charge 
separation was effectively higher than the thermal electronic excitation. Different 
samples were prepared, in order to measure monoelectron conductivity in the dif- 
ferent experimental configurations proposed to realise a two junctions system. 

The first result came from the group of Likharev: it presented periodic oscillation 
of  the right frequency in the current behaviour of an indium granule monolayer 
[35]. The first clear observation of the Coulomb Gap was published two months later 
[36]. Oone month later, the first Coulomb Staircase measurement appeared in the 
literature [37]. In the former case the effect was obtained by placing very small 
junctions between two electrodes [36]. The Staircase was found in a particle system 
[37]. Further experiments were done in the direction suggested by the previous ones. 
Once again, the experimental configurations were obtained either by means of 
electrodes in a two or three junctions schemes, or by operating with particle based 
samples. Within the first group of experiments, the story went on with the obser- 
vation of the Coulomb Staircase [38], the Coulomb Gap and the charge oscillations 
in normal and superconductive electrodes [39], up to the usage of a single charge 
phenomena for proving the existence of Cooper pair in superconductivity [40]. 
Curves showing Negative Differential Resistance werealso observed on particle 
based systems. This fact was immediately related to the quantized energy levels due 
to the zero-dimensional sizes of the particles, even if the observations did not rely 
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on single charge phenomena [41]. In these experiments, the use of the Scanning 
Tunnelling Microscopes (STM) for the characterisation of single small particle was 
first introduced [42]. Subsequent to the observation of the Coulomb Gap in a single 
junction [43j, Coulomb Gaps and Coulomb Staircases were measured on a single 
metal granule [44]. The presence of nonlinear effects in the current was related to 
the particle sizes 1451. Finally, some peculiar phenomena due to the quantum levels 
in the dots were identified 146, 471, even if no resonance effect was directly observed. 

A crucial point for a commercial device is to operate at room temperature. In this 
respect, as already mentioned above, the fundamental work of Averim and Likharev 
indicated the possibility that single charge phenomena be indeed observable at 
room temperature. In the last few years, some efforts were spent in this direction. 
The first evidence of monoelectron charging phenomenon at room temperature was 
observed in 1991 1481. It consisted of a very weak Coulomb Staircase on single liquid 
crystal molecules, revealed by the Scanning Tunnelling Microscope. In particular, 
the derivative of the current-voltage characteristics was shown to present periodic 
oscillations; the analysis indicated how such oscillations could be related to the 
single electron ionisation of the molecules. One year later, the occurrence of mon- 
oelectron phenomena in a nanoparticle of Au, exhibiting both Coulomb Gap and 
Coulomb Staircase was reported 1491. The relationship between these effects and a) 
the symmetry of the two system junctions, and b) the STM tip positioning were also 
established 1501. 

The subsequent experimental studies focussed on the choice of the system, trying 
several different materials to build the junctions. Among others, ZrOz, poly- 
vinylpyrrolidone [50], dithiol films [5 1 j were tested as insulators; interesting results 
were also obtained by replacing metallic nanoparticles with semiconductor ones. 
Indeed, both Coulomb Staircase and Negative Differential Resistance (NDR) were 
recently observed in semiconductor nanoparticles (521. In particular, the occurrence 
of NDR behaviour in the current-voltage curves was related to the tip role in STM 
experiment. It was shown that, by varying the allocated current - i.e. the tip-sam- 
ple distance - NDR becomes manifest in the step like behaviour of the curves 1521. 
In this work, the presence of NDR was related to the Coulomb Blockade phenom- 
ena and not to the resonant tunnelling, because of two main considerations: first, 
the frequency of the observed NDR oscillations was found to depend on the particle 
sizes and on the tip-particle distance. This indicated that the NDR oscillations were 
related to the capacitance geometry of the two-junction system. Second, on the 
basis of a model based on ballistic theory on nanocontacts 1331, as well as on sim- 
ulations on the two-barrier systems [34], the Authors succeeded in interpreting these 
oscillations as a Coulomb Blockade effect. Subsequent experiments indicated one 
further reason why the NDR should indeed be related to the quantum size of the 
particles, rather than to their semiconductor intrinsic nature. In fact, essentially 
identical phenomena were observed both in CdS and in PbS nanoparticles [53] ,  with 
oscillations and stairs in current bearing no resemblance of the totally different 
semiconductor behaviour of the corresponding bulk materials. Finally, quite re- 
cently, the research on monoelectron phenomena has recorded another important 
result, namely the production of a room-temperature single-particle junction system 
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not requiring the use of STM microscope. Room temperature Coulomb Stuircuse 
was observed by synthesising a nanoparticle of CdS directly into a very sharp 
tungsten tip, and employing a piezo-mover in order to switch on a tunnelling cur- 
rent between the tip and a flat electrode [54]. In this way, the importance of single- 
dot junctions working at room temperature as possible tools for technical applica- 
tions was finally established. 

15.2.4 Technological Applications 

In spite of the efforts spent in this direction, some specifictechnological problems 
related to the construction of electronic devices involving monoelectron junctions are 
still open. For example, the behaviour of nanowires is not well understood, while 
the studies on nanocontacts are beginning just now. Nevertheless, some possible 
applications have already appeared in the literature in the last few years. Already in 
the original work of Averim and Likharev, the linear relationship between current 
and frequency in the Coulomb oscillations was recognised as the basic phenomenon 
for the construction of a standard current device and the single charge trapping as a 
conceptually easy digital memory [ 181. In the subsequent years, other applications 
were proposed, and analysed in detail. For example, a single electron tunnelling 
based device was proposed as a sensitive high-frequency electromagnetic wave 
detector [14]. In particular, a current from the infrared photon absorption could be 
obtained by applying to a two-junction system a bias voltage equal to the Coulomb 
Blockade potential. The sensitivity of the resulting device would turn out to be 
comparable with the usual far-infrared decoders, thus allowing infrared images to be 
recorded with a videocamera [15]. In a similar way, following the original idea that 
monoelectron junctions could be used as logic memories, various digital appli- 
cations have been examined. Among these, we mention inverting logical circuits, 
EX-OR devices [ 141, analogue to digital converters, and voltage-frequency de- 
coders. Highly sensitive electrometers may be obtained, due the fact that single 
electrons can be trapped into the dot [55]. Quantum dot transistors [56], as well as 
their operability at room temperature were also considered [57]. 

All these contributions helped clarifying the possible use of quantum dots in 
nanoelectronics and quantum computing. This, in turn, rose the question whether 
the modelling of such devices was consistent with the laws of quantum mechanics 
[58]. The use of the devices in the construction of a simulator for the quantum laws 
was also considered [59]. Indeed, several industries are presently carrying on re- 
search plans on quantum dots or, more generally, on quantum devices [60]. So far, 
the economic benefits of these projects depend mainly on their usage in electronics. 
Thus, for example, the reduced size of the junctions themselves ensures a very low 
heat dissipation, which, in turn, overcomes most problems usually met in ordinary 
semiconductor technology. In addition to this, various already existing electronic 
devices could be easily converted to the new technology: the hope is that, in this 
way, the present schematic configurations may be radically simplified by the use of 
monoelectron systems. 
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15.3 Monoelectron Conductivity 

After an overview of the history of monoelectron conductivity, let us now examine 
in greater detail what a quantum dot really is, and how monoelectron conductivity 
may flow through it. This section will be devoted to the definition of the quantum 
dot, to a study of its electrostatic behaviour and, finally, to a characterisation of its 
electrical properties, using the current-voltage curves as an “image” of the system 
itself. 

15.3.1 Semiclassical Models 

Starting with the intuitive picture outlined in Section 15.2, we define a quantum dot 
as a very small space region in which it is possible to trap an elementary particle, 
making its quantum nature observable. A necessary condition for this to happen is 
that the space region be isolated from the rest of the world, and enabled only to 
receive particles from the outside. Thus, in pictorial terms, a quantum dot may be 
thought of as a kind of “electrical island”: a gate is needed in order to allow the 
particles into the island, but it is also necessary to prevent their rejection through 
the same gate. A tunnelling junction between the island and the rest of the system 
does the job. A charged particle may be injected inside, by applying an electrical 
field to the junction. Moreover, the thermal excitation of the particle within the 
island must be smaller than its electrostatic energy, to prevent the particle rejection. 
Of course, an “electrical heart” must be connected with the island, in order to apply 
the electrical field to the gate junction. Unfortunately, this means that, once a 
charged particle has passed through the tunnelling junction, it will flow into the 
electrical heart, and disappear: no trapping of charged particles inside the dot 
would therefore occur. To avoid this effect (i.e., in electrical terms, to avoid a direct 
ohmic contact with the “heart” electrode), a second junction could be added to the 
island. This should be large enough to prevent tunnelling current through; more 
precisely, it should have a different tunnelling probability as compared with the first 
one. Indeed, different tunnelling probabilities ensure trapping of charged particle in 
between the junctions, even in the presence of a small tunnelling current through the 
second one. A configuration of this kind is essentially a two electrode system con- 
necting a quantum dot with a battery through tunnelling junctions (see top part of 
Figure 15.1). 

The situation may be modelled by an electrical scheme in which a series of two 
tunnelling capacitors are connected to a battery: if the capacitances are different, 
electrons may be trapped in between (see bottom part of Figure 15.1). From an 
electric viewpoint, the situation is precisely the same as before: both pictures are 
therefore suited to describe a system able to trap electrical charged particles inside a 
small space region. In particular, in order to make the quantum behaviour of the 
trapped particles observable, we must relate it to a suitable set of macroscopically 
measurable quantities. Since we are dealing with charged particles, a natural idea is 
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Figure 15.1. Top: schematic representa- 
tion of a dot in electrical contact with 
two electrodes, and containing an aver- 
age number (n) of electrons trapped 
inside. Bottom: equivalent model, with 
the dot represented schematically as an 
electrical island between two capacitors. 

7 J - l  quantum dot 

rlcsEL!2 
V '  

to analyse the electric behaviour of the system, observing e.g. the total current 
flowing through it. To achieve this situation, tunnelling events must occur also 
through the second capacitor, so that the two junctions system has to be modelled 
as a two barriers system, as shown in Figure 15.2. A two barriers system is charac- 
terised by corresponding barrier heights and widths. The current flowing through it 
is due to tunnelling events in the first barrier, coupled with tunnelling events in the 
second one. In the meantime, the electrons trapped inside the dot are in stationary 
states depending on the dot's geometry: their energy is therefore quantized accord- 
ing to the latter. 

As a consequence of Pauli's principle, each new electron entering the dot fills a 
new energy level, just above the higher occupied one. In particular, the mean num- 
ber of electrons, (or, more formally, the average occupation number ( n )  is related 
to the bias voltage of the system. Referring to the Ferm-Dirac statistics [61], the 
average occupation number is given by 

(15.1) 

If we assume that the quantum dot is operating at room temperature, Eq. (15.1) 
may be approximated as [39] 
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Figure 15.2. Energy diagram 
of a two-barrier system, with a 
quantum dot in between. The 
electrons trapped inside are in 
stationary states, with the energy 
levels depending on the size of 
the dot. 

(15.2) 

consistently with Boltzman's statistics applied to the semiclassical model. As 
explicitly pointed out by Eqs. (15.1 and 15.2), the energy of n electrons inside the 
dot is a function of the applied voltage. We shall now examine the nature of this 
relationship. 

15.3.2 Electrostatic Considerations 

In the previous section, it was indicated how a double junctions system could trap a 
number ( n )  of electrons in between. According to Figure 15.1, if the electrons are 
trapped in between two capacitors, the bias voltage is redistributed between the 
capacitors. In particular, the capacitor voltages become [34] 

v cc, e V  e 
Vc, = -___ - ( n ) -  g - - (n)-- c., c + c, 2cs 2 2 c, 

v cc, e V  e vc = -____ + ( n ) -  z -+ ( n ) -  cc+cs 2cs 2 2 CS 
(1 5.3)  

provided that the two capacitances are close enough to make their difference negli- 
gible. The two voltages are therefore diflerent whenever there are electrons trapped 
in between. However, this may happen only if the electrostatic energy of the in- 
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coming electron is large enough to prevent its rejection through the injecting gate. 
This energy needs to be higher than the one due to thermal excitation of the elec- 
tron. In terms of the capacitance C,s, this condition is expressed by the relation (see 
e.g. [ 181). 

e2 
__ > kT (15.4) 
2 C.S 

Equation ( 1  5.4) is an important constraint for trapping of electrons inside the 
electrical island to occur. Decreasing the right-hand side by decreasing the temper- 
ature T is a way to satisfy the condition. Alternatively, one may equally well in- 
crease the left-hand side by decreasing the capacitance C,T. Both possibilities have 
been considered in Section 15.2.3, in the description of possible experimental setups 
for the observation of single-charge phenomena: either devices working at low 
temperature, or devices working at room temperature, but with a geometry result- 
ing in small enough capacitances. In any case, if the condition in Eq. (15.4) is sat- 
isfied, the total energy of the system is related to the bias voltage and to the electron 
number inside the island. Equating this energy to the one supplied by the power 
source, we get the relation [39]: 

(1 5.5) 

By inserting Eq. ( 1  5.5) into Eq. (1  5.2), we get explicit formula relating the average 
occupation ( n )  to the bias voltage V, namely 

with 

e 2kT 
V n = n - ,  g =- 

cs CS 

(15.6) 

(1 5.7) 

On the basis of Eq. (15.6), we see that the behaviour of ( n )  is completely deter- 
mined by the quantities (15.7). The first of these defines the Voltage Step required in 
order for (n) to increase by a unity, while the second one characterises the stair’s 
shape. Both quantities depend on the capacitance C,. The latter plays therefore a 
crucial role in the construction of devices suited to give rise to well-defined stairs, 
and thus to make monoelectron conductivity manifest. At the same time, the value 
of o2 depends also on T, thus confirming that the phenomena will be more evident 
at lower temperatures. To sum up, both the representation (Eq. 15.7) for o2 and the 
(15.4) point out that a good observation of monoelectron conductivity relies on a 
proper comparison between the temperature and the geometry of the junctions. 
Figure 15.3 shows how the average number of electrons inside the island looks like 
for two different values of T. In one case, the phenomenon is more evident, because 
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Figure 15.3. Average occupa- 
tion number ( n )  inside the dot 
upon the applied bias voltage V. 
The number ( n )  is showed at 
different values of the quantity 

0 Q1 (12 Q3 04 05 QE Q7 a8 09 1 c? but a t  the same value of the 
k-wm voltage step V,. 

the well defined stairs. Of course, the average number of occupation itself modifies 
the stair shape and distance by changing the capacitance value. The figure also shows 
how a controlled storage of electrons inside the dot by means of a proper choice of 
the bias voltage is possible. For example, referring to Figure 15.3, it is possible to 
conclude that at 0.9 Volts there are precisely three electrons stored inside. 

The trapped electrons need to be in stationary states, because of their wave na- 
ture, and of the fact that they are placed inside a closed space region. As mentioned 
in section 15.2, it was theoretically predicted that monoelectron systems could 
present both staircase and NDR features in current voltage characteristics. In par- 
ticular, the second property is directly related to the stationary state concept. Ac- 
cording to the latter, in fact, the electrons trapped inside the dot are described by 
stationary wave functions, whose energy levels - shown in Figure 15.2 ~ obey the 
equation [26] 

nLeL 
2R 

En = EO +- (15.8) 

NDR in monoelectron conductivity may therefore result from possible resonances 
between these levels. 

15.3.3 Current in a Monoelectron System 

In order to account for the conductivity of a monoelectronic system, we assume that 
the current is entirely due tunnelling of electrons through the junctions barriers. The 
probability to cross a potential barrier is related to the barrier's height by the 
equation 

p e-.Jm (1 5.9) 
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On the other hand, the height d depends on the voltage V of the junction. In par- 
ticular, it is decreased by the potential energy due to the bias voltage. Therefore, the 
probabilities to cross both barriers of a monoelectron system are related to the bias 
voltages described in Eq. (15.3), and may be written as 

(1 5.10) 

the index j = 1,2 labelling the junctions. Regarding now the current flowing 
through the whole system as being proportional to the product of the two proba- 
bilities, it easy to write [34] 

The presence of the average number ( n )  at the right hand side of Eq. (15.1 1)  shows 
that the electrons present inside the dot do indeed influence the conductivity of the 
system. On the other hand, ( n )  is related to the applied voltage I/ by Eq. (15.6). In 
this respect, the functional relationship between current and voltage resulting from 
Eq. (15.11) is a bit complicated. However, the shape of the current-voltage curves is 
very easy to understand. For example, when the average occupation number (n) 
vanishes, Eq. (1 5.1 1) describes a simple exponential characteristic. Instances of the 
current-voltage curves for nonvanishing ( n )  are shown in Figure 15.4. Once again, 
a critical role is played by the capacitance C,. In fact, from Eq. (1 5.4) we know that 
a necessary condition for the average number ( n )  to be different from zero is the 
validity of the relation 

(15.12) 
e2 c, < __ 2kT 

On the other hand, on the basis of equation (1 l ) ,  for nonvanishing ( n )  a current 
suppression upon an increase in voltage occurs when ds is much greater than d. This 
is the phenomenon of Coulomb Blockade, as described in Section 15.1, resulting in 
current-voltage curves shaped in a series of stairs. For example, for barrier heights 
of a few electron volts, barrier widths of some Angstroms, and a capacitance 
Cs = 2.5 lo-" F, the curve exhibits typical stairs, as in the thin line of Figure 15.4. 
If the capacitance CS is small enough, regions with NDR may also occur in the 
current-voltage characteristic. This happens whenever a positive variation of the 
voltage V results in a negative variation of the current in equation (1 1). With some 
approximations, under the assumption of almost equal barriers, it may be seen that 
a choice of the capacitance satisfying the condition [34] 

(15.13) 
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Figure 15.4. Current-voltage characteristics obtained from Eq. (15.1 1) for different values of the 
capacitance C,, but for the same values of the other parameters. The curves are shifted 0.2 Volts for 
a better understanding. The thin curve exhibits Coulomb Staircase, while the thick one presents re- 
gions in which NDR occurs. 

allows observing NDR in the electrical characteristics. For example, curves similar 
to the one showed in the thick line of Figure 15.4 are possible for values of C, < 
1.9 F. It is worth noticing that the NDR regions shown in Figure 15.4 are 
obtained without taking into account any kind of resonance phenomena in the 
quantum dot. This shows that some nonlinear effects in monoelectron conductivity 
may be simulated without accounting explicitly for the resonant tunnelling through 
the levels described in Eq. (1 5.8). The right hand side of the inequality (Eq. 15.13) 
depends explicitly on the average occupation number ( n ) :  this means that the re- 
quirement may be met by increasing the value of the latter. For example, the thick 
line shown in Figure 15.4 presents clear NDR in the fourth step but not in the pre- 
vious ones. This indicates that the constraint (Eq. 15.13) is satisfied when four 
electrons are inside the dot, but is violated when their number is reduced to one two 
or three. Behaviours of this kind had already been pointed out in the past [34] and 
had been foreseen by other theoretical frames [33]. Furthermore, they were ex- 
perimentally observed in some specific systems [41, 521. 

15.4 Nanoparticle-Mediated Monoelectron Conductivity 

We shall now discuss how one can possibly use a nanoparticle in order to obtain a 
quantum dot in the sense described at the beginning of Section 15.3. As pointed out 
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in the Introduction, elementary particles need to be confined in a space region with 
sizes not larger than a few Angstroms, if one is willing to make their quantum be- 
haviour manifest. In this respect, nanoparticles technology is perfectly suited to the 
purpose. In particular, metallic or semiconductor nanoparticles could be utilised in 
the observation of the quantum nature of electrons. Of course, the behaviour of 
the materials at such small sizes is not exactly equal to that in bulk. On the other 
hand, so far, monoelectron conductivity has been observed only in these kinds of 
nanoparticles. 

15.4.1 Nanoparticles as Traps 

In the recent past, a lot of effort has been devoted to the creation and character- 
isation of nanometer sized structures, resorting to various kinds of methodologies 
and techniques. For example, nanostructures were grown in different media as sol- 
utions [62, 631, zeolites [64] or Langmuir-Blodget films [65]. Or they were built by 
diffusion-controlled aggregation in surfaces [66], or by evaporation of semiconduc- 
tors in a gaseous environment [67]. The characterisations of the resulting nano- 
particles was performed by using small angle X-ray diffraction [68], electron 
microscopy [67], optical absorption [69], atomic force [66, 701, scanning tunnelling 
microscopy [71], ion bombardment [72]. In the course of different experiments, 
these structures appeared to be shaped like tubules [66, 691, spheres [66, 701 or disks 
152, 681. The last two shapes are especially suited to form quantum dots. The 
problem, of course, is how to put contacts on the nanoparticles, in order to give rise 
to a two-junction system. The requirement that the dot be isolated from the rest of 
the word by means of two junctions is in fact implicit in the definition of the dot 
itself, as pointed out in Section 15.3. One junction is needed in order to inject the 
electrons, and another one in order to apply a bias voltage without discharging the 
dot. 

A monoelectron system would therefore require a nanoparticle - or better, a 
cluster of nanoparticles - with an insulating medium trapping them in between two 
macroscopical electrodes. The resulting device is indeed a two barriers system: 
therefore, if the nanoparticles are small enough, monoelectron phenomena could be 
observable. A layer of nanoparticles may be regarded as a possible accomplishment 
of such a system, essentially equivalent to a layer of quantum dots. This idea was 
effectively ensued, and experimentally tested. Coulomb Gap and Coulomb Staircase 
were actually observed 1371; investigations on the nanoparticle sizes were also per- 
formed [73]. In all cases, however, the measured effects depended on the cooperative 
conductivity of all nanoparticles in between the two electrodes: in order to obtain a 
clear observation of monoelectron conductivity, it was therefore necessary to oper- 
ate with systems working at very low temperatures. These kinds of systems are not 
particularly suited to analysing the conductivity of the single quantum dot. A better 
choice is to employ single nanoparticles, contacted with a very sharp electrical tip. 
This possibility was implemented making use of the tip of an STM microscope 
[44, 451. More recently, an experimental setup has been proposed, involving a very 
sharp tip, but avoiding the STM microscope [54]. The resulting single nanoparticle 
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systems have been shown to give rise to monoelectron conductivity at room tem- 
perature [48-501, thus offering a possible starting point for the creation of devices 
suited to quantum electronics applications. Furthermore, typical resonance phe- 
nomena, such as the occurrence of NDR regions in current-voltage curves, were 
observed in such single dot systems [52]. Thus, also the possibility of getting a better 
understanding of these phenomena is now available [47, 531. 

15.4.2 Electrical Capacitance of a Nanoparticle 

Employing a nanoparticle in order to set up a two capacitors system as in Figure 
15.1 requires evaluating the electrical capacitance C, involved the representation 
(Eq. 15.11) of the total current. The value of C, depends on the particle shape: dif- 
ferently shaped particles will therefore present different capacitance values. Basi- 
cally, a quantum dot is a zero-dimensional structure, which may be equally well 
simulated either by a spherical or by a disklike particle. So far, however, it is not 
completely clear which shapes come from which preparation procedures: some 
Authors indicate the spherical model [50, 511, while others the disk-shaped one 145, 
52, 741. In particular, in the spherical case, the particle's capacitance has the value 
"731 

C, = ~ZE,EOR (15.14) 

R denoting the particle's radius and el accounting for the insulating medium. Con- 
versely, in the case of disk particles, electrically separated from a planar plate by 
means of an insulating layer and contacted by an STM tip (see Figure 15.5), the 
electrical capacitance of the nanoparticle-tip system is [34] 

R2 

d n - d  c, = 271&,&Q (1 5.15) 

d and R denoting now the nanoparticle-tip distance and the disk radius. If d << R,  
both Eqs. (15.14) and (15.15) provide the same linear relationship between C, an. 
Moreover, the capacitance values coming from both equations are very small in the 
case of nanoparticles. Therefore, it will be quite hard to guess the correct expression 
for C, by means electrical measurements based on Eq. (1 5.7), even if some efforts 
were spent to explain the C, - R relationship [73]. On the other hand, monoelectron 
phenomena were observed in very small capacitance systems. In particular, Cuu- 
lomb Gap was observed in a junction of lo-'* Farad [43], Coulomb Staircase in 
systems of 10p'8-10-'9 Farad [45, 50, 541 and current curves presenting NDR with 
periodicity corresponding to a Farad [52]. Both Eqs. (15.14) and (15.15) in- 
dicate that these are precisely the orders of magnitude of the capacitances arising 
from nanometer sized particles. Therefore, nanoparticles with capacitance values 
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Figure 15.5. Experimental setup in which a nanoparticle is used as a quantum dot. The two- 
junction system consists of a flat electrode in the bottom side and a very sharp one in the top. 

impossible to reach with micron sized usual capacitors became necessary in order to 
obtain monoelectron conductivity. 

15.4.3 The Role of Nanoparticle Size 

Equations (15.14, 15.15) indicate which particle sizes are required in order to ob- 
serve Coulomb Staircase or NRD in current curves. More precisely, they relate the 
sizes to the required capacitance of the system. Furthermore, Eq. (15.7) enables to 
calculate the steps in current-voltage characteristics. Basically, these equations 
provide the basic tools for a correct use of nanoparticle technology in order to set 
up quantum devices with the right properties. Simulations are possible e.g. by ap- 
plying (1 5.1 1) and ( 15.15) in the presence of barrier heights of some electron volts, 
with tip-sample distance of one nanometer [43, 451. Figure 15.6 shows that no 
monoelectron phenomenon is observable at room temperature for particles greater 
than 100 nm in diameter. Moreover, Coulomb Staircase is realistically observable 
only for particle diameters smaller than 10 nm, as the simulation presented in Fig- 
ure 15.7 clearly indicates. Finally, the appearance of NDR in current curves is 
possible only if the particle’s diameters are under 4.5 nm, as shown in Figure 15.8. 
Of course, the previous values have only an approximate meaning, for two main 
reasons: first, the model presented here is an approximated semiclassical one; sec- 
ond, the exact values of the other parameters involved in Eqs. (1 5.1 1) and (1 5.15) 
are not known so far. However, it is known from the literature that monoelectron 
conductivity was not observed in particles whose sizes exceed 10 nm [35,45, 73, 741, 
while measurements of Coulomb Staircase at room temperature were done on par- 
ticles with sizes ranging from 2 up to 5 nm [50, 52-54]. Only in these small struc- 
tures NDR phenomena were detected [52, 531. 
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Figure 15.6. Current-voltage characteristic of a system with a particle of 200 nm in diameter 
showing that no monoelectron conductivity is observable. 

O a l M M M M W a 7 ~ Q 9 1  

5- 

Figure 15.7. Current-voltage characteristic of a system with a particle of 20 nm in diameter, ex- 
hibiting a Coulomb Staircase effect, with a voltage step approximately equal to 0.22 volts. 
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Figure 15.8, Current-voltage characteristics of a system with a particle of 4 nm in diameter, ex- 
hibiting NDR regions with a voltage distance approximately equal to 0.6 volts. 

15.5 Conclusions 

As a concluding comment, we wish to emphasise once again the importance of 
nanoparticles technology in the future applications in all fields of electronics. In 
particular, as shown in Section 4.2 of this Chapter, the use of nanoparticles allows 
setting up devices with capacitance values ranging from Farad: 
values unattainable with normal micron sized capacitors. Moreover, nanometer 
sized particles allow to obtain real configurations for quantum dots. In fact, mono- 
electron conductivity was observed in systems with nanoparticles. Nanoparticles 
will surely play a crucial role in solving the miniaturisation problems of micro- 
electronics and in the creation of new devices based on quantum mechanical effects. 
Not all problems in this direction are completely solved yet. For example, inter- 
connecting different quantum devices is a nontrivial job. Furthermore, the speed of 
signals decreases with the sizes of the wires. In addition, the electromigration could 
destroy the wire when its size is too much small [lo] (even if the possibility of 
working with very tiny wires is still considered, and some studies are focussed on 
this point [75]). The consequences of Heisenberg’s uncertainty principle must nec- 
essarily be taken into account in the application of quantum dot technology to the 
construction of digital devices [ 5 8 ] .  Software tools are also necessary in order to 
simulate the behaviour of these devices in quantum electronics [76]. 

In any case, the future work on nanoparticles and related quantum dots is rich of 
exciting promises, not only in the construction of single-electron transistors [56], but 
also as a starting point for the creation of new devices [15] which may open a 
completely new way for computing [59]. 

down to 
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Chapter 16 

Heterosupramolecular Chemistry 

X Marguerettaz, L. Cusack, and D. Fitzmaurice 

16.1 Introduction 

Conventionally, the term supermolecule is applied to noncovalently self-assembled 
molecular components whose intrinsic properties remain largely unperturbed but 
which possess a well defined supramolecular function or property [l]. 

With the fruitful application of supramolecular concepts throughout chemistry 
however, has come the need for a more inclusive definition. Accordingly, the term 
supermolecule is increasingly applied to covalently assembled molecular compo- 
nents provided, as above, their intrinsic properties remain largely unperturbed and 
there exists a well defined supramolecular function or property [2]. 

Recent work directed toward the development of a systematic synthetic chemistry 
of condensed phase and molecular components requires a more inclusive definition 
still [3]. Accordingly, the term heterosupermolecule is applied to noncovalently self- 
assembled or covalently assembled condensed phase and molecular components 
whose intrinsic properties are largely unperturbed and which possess a well defined 
heterosupramolecular function or property. 

A number of examples of heterosupramolecular chemistry are described in detail. 
Examples of related chemistry from the literature that may usefully be discussed in 
terms of the heterosupramolecular concept are considered. Finally, the opportuni- 
ties, particularly in relation to the preparation of practical nanometer scale devices, 
that might be presented by the development of a systematic heterosupramolecular 
chemistry are considered. 

16.2 Heterosupermolecules 

The covalent assembly and noncovalent self-assembly of a Ti02 nanocrystallite 
(donor) and a viologen molecule (acceptor) to form heterosupermolecules, whose 
associated heterosupramolecular function is light-induced vectorial electron flow, is 
described. 

Nanoparticles and Nanostructured Films 
Janos H. Fender 
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16.2.1 Covalent Assembly of a Heterosupermolecule 

A general strategy for the covalent assembly of condensed phase and molecular 
components is as follows: Identify a functional group which is chemisorbed, pref- 
erably with a known orientation, at the surface of the condensed phase component. 
Modify the molecular component to incorporate this functional group and adsorb 
the molecule at the surface of the condensed phase component. 

To illustrate this strategy, the covalent assembly of a Ti02 nanocrystallite and a 
salicylate modified viologen molecule SV to form the heterosupermolecule T O -  
SV is described, see Figure 16.1. The condensed phase components, the constituent 
nanocrystallites of a nanoporous-nanocrystalline Ti01 film, were prepared as de- 
scribed in detail elsewhere by O’Regan and Gratzel [4]. The molecular component, 
a salicylate modified viologen, was prepared as described in detail elsewhere 131. 

Concerning the molecular component, the recent past has seen the development 
of ruthenium sensitisers such as those shown in Figure 16.2 [4]. These complexes, 
containing bipyridine ligands derivatised by addition of carboxylic acid groups, are 
strongly adsorbed at the surface of a Ti02 nanocrystallite. Adsorption of such 
complexes is understood in terms of the Lewis bacisity of the carboxylic acid groups 
[5 ] .  Specifically, it has been proposed that these groups displace less basic solvent 
molecules and chelate Ti4+ sites at the surface of a Ti02 nanocrystallite. 

To better understand the adsorption of ruthenium complexes such as those in 
Figure 16.2, Moser et ul. have studied the adsorption of the following benzene 
derivatives at the surface of a Ti02 nanocrystallite: benzoate, salicylate, catechol, 
ortho-, meta- and paraphthalate [6]. Benzoate is only weakly adsorbed. Salicylate 
and catechol are adsorbed strongly at a single Ti4+ site and are oriented normal to 
the substrate surface. Orthophthalate, while being adsorbed at a single Ti4+ site, is 
oriented parallel to the Ti02 substrate. Meta- and paraphtalate are adsorbed at 

0 

Figure 16.1. The heterosupermolecule TiOZ-SV formed by covalently assembly of a Ti01 nano- 
crystallite and a salycilate modified viologen SV. 

FOOH 

COOH 

Figure 16.2. Carboxylic acid groups are 
used to adsorb ruthenium based sensitisers 
at the surface of the constituent nano- 
crystallites of a nanoporous-nanocrystalline 

1 1 Ti02 film. X = CN- or SCN- 
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two Ti4+ sites and are oriented parallel to the substrate surface. It noted also, that 
development of a charge transfer absorption in the visible region of the spectrum 
accompanies adsorption of salicylate and catechol. The corresponding absorption 
for benzoate or the phthalates is blue shifted and is not observed in the visible re- 
gion of the spectrum due to their greater ionisation potential. 

Salicylate was therefore identified as the molecule most suitable for assembling a 
Ti02 nanocrystallite and a molecular electron acceptor. The salicylate modified 
viologen was thus prepared and adsorbed at the surface of a Ti02 nanocrystallite. 
Adsorption was monitored via the resulting visible charge transfer absorption. As 
stated, salicylate is adsorbed normal to the crystallite surface at a single Ti4+ site [6], 
thus it may be concluded the viologen component is also normal to the crystallite 
surface as represented in Figure 16.1. 

As may be seen from transient in Figure 16.3, assigned principally to the radical 
cation of the viologen, bandgap excitation of the heterosupermolecule Ti02-SV 
results in electron transfer from the Ti02 nanocrystallite to the viologen. That is, 
the associated heterosupramolecular function is light-induced vectorial electron 
transfer [3, 71, see Figure 16.4. 

As the formal potential of the viologen in Ti02-SV may be varied systematically, 
a rate constant for electron transfer has been determined as a function of the free 
energy change associated with the electron transfer step. A principal advantage of 
the above approach is that the distance from, and orientation of the molecular 

Figure 16.3. Transient absorp- 
tion at 600 nm for Ti02-SV 
in a deaerated water-ethanol 
mixture (4: 1 by vol.) at 25 "C 
following bandgap excitation at 
355 nm (2 mJ per pulse). 
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Figure 16.4. The heterosupermolecule formed by 
covalently assembly of a Ti02 nanocrystallite and 
an appropriately modified viologen has as its 
associated heterosupramolecular function light- Bandgap 
induced vectorial electron flow. Photon 
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electron acceptor with respect to, the semiconductor nanocrystallite donor is known. 
The results of these and related studies will be reported in the near future IS]. 

Finally, recent advances in the preparation of monodispersions of metal and 
semiconductor nanocrystallites have been accompanied by the development of a 
wide range of capping agents [9]. It is likely that these molecules, which are strongly 
adsorbed at the surface of a nanocrystallite, may be used, following modification, to 
covalently assemble a wide range of molecular and condensed phase components. 

16.2.2 Noncovalent Self-assembly of a Heterosupermolecule 

A general strategy for the noncovalent self-assembly of condensed phase and mo- 
lecular components is as follows: Identify a stabiliser or capping agent that may be 
modified to incorporate a receptor site but still used to prepare a dispersion of 
the required condensed phase component. Modify the molecular component to in- 
corporate the complementary substrate site. Upon mixing, it is expected that the 
condensed phase component will recognise and selectively bind the molecular com- 
ponent and the required heterosupermolecule will self-assemble in solution. 

To illustrate this strategy, the noncovalent self-assembly of a Ti02 nanocrystallite 
and a viologen molecule to form the heterosupermolecule shown in Figure 16.5 is 
described. The condensed phase components, a dispersion of 22A diameter Ti02 
nanocrystallites (anatase) in a chloroform-acetone mixture, were prepared follow- 
ing the method reported by Kotov et al. but using the modified diaminopyridine I 
as a stabiliser [lo]. Synthesis of I has been described in detail by Brienne et al. [Ill. 
The molecular component, a modified viologen 11, was prepared as described in 
detail elsewhere [ 121. 

It had previously been demonstrated by Lehn and coworkers that diamino- 
pyridine and uracil, appropriately derivatised by addition of alkane chains, self- 
assemble in chloroform by formation of an array of three complementary hydrogen 
bonds [ 1 1 - 131. Therefore, Ti02 nanocrystallites prepared using a stabiliser incor- 
porating a diaminopyridine moiety, TiO2-I, were expected to recognise and selec- 
tively binding a viologen substrate incorporating a uracil moiety, 11. 

That the above expectation is justified, is evident from the 'H NMR spectra 
shown in Figure 16.6 for TiOz-I, 11 and Ti02-(I + 11) in chloroform-d/acetone-d6. 
The amidic proton resonances of Ti02-I are observed at 6 8.67. The amidic and 

Ti0,-I I1 

Figure 16.5. The heterosupermolecule Ti02-(I + 11) formed by self-assembly of Ti02-I, a Ti02 
nanocrystallite stabilised by I, and an appropriately modified viologen 11. 



Figure 16.6. ' H  NMR spectra of 
Ti02-I, I1 and Ti02-(I + 11) in a 
chloroform-d/acetone-ds mixture 
(1  : 1  by volume) at 20°C. 
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densed phase and molecular compo- 
nents Ti02-(1 and 111) and Ti02- 
(CTAB and 11) do not self-assemble 
to form heterosupermolecules. Ti0,-CTAB I1 

imidic proton resonances of I1 are observed at 6 9.35 and 6 9.70 respectively. The 
basis for these assignments have been discussed in detail elsewhere 1121. For TiO2- 
( I  + 11), the above resonances are observed at 6 8.76, S 9.36 and 6 9.88 respectively. 
The measured down field shifts in the resonances assigned to the amidic protons of I 
and the imidic proton of I1 are consistent with self-assembly, by complementary 
hydrogen bonding, of the heterosupramolecular complex Ti02-(I+ 11). Ths  finding 
was confirmed by detailed FT-IR studies [12]. 

'H NMR spectra were also recorded for a 1:1 mixture of Ti02-I and 111, denoted 
Ti02-(I and 111), and a 1:l mixture of Ti02-CTAB and 11, denoted TiO2- 
(CTAB and 11), in chloroform-d/acetone-ds, see Figure 16.7. For Ti02-(I and IT), 
the amidic proton resonances of Ti02-I are observed at 6 8.67 both prior to and 
following addition of 111. For Ti02-(CTAB and TI), the imidic proton resonance of 
11 is observed at 6 9.79 both prior to and following its addition to Ti02-CTAB. 
These observations support the assertion that neither Ti02-I and TI1 or Ti02-CTAB 
and I1 self-assemble to form a heterosupermolecule by complementary hydrogen 
bonding. These finding were confirmed by detailed FT-IR studies [12]. 
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In short, both a Ti02 nanocrystallite prepared in the presence of a stabiliser in- 
corporating a diaminopyridine moiety and a viologen incorporating a uracil moiety 
are necessary to self-assemble the required heterosupermolecule in solution. On this 
basis, it was expected that bandgap excitation of the Ti02 nanocrystallite in TiO2- 
(I + 11) would result in immediate electron transfer to a viologen, but that bandgap 
excitation of the Ti02 nanocrystallite in either Ti02-(1 and 111) or Ti02-(CTAB and 
11) would not. 

That this is the case is clearly seen from the ps transients measured following 
bandgap excitation of Ti02-I and Ti02-(I + 11) in deaerated chloroform/acetone 
and shown in Figure 16.7. For reasons discussed in detail elsewhere, the transient 
measured for Ti02-I is assigned to long-lived electrons trapped in the Ti02 nano- 
crystallite [12, 141. Also for reasons discussed in detail elsewhere, the transient 
measured for Ti0241 + 11) is assigned to radical cation of hydrogen bonded I1 and 
to long-lived electrons trapped in the Ti02 nanocrystallite of Ti02-(1 + 11) (7, 12). 
The slow component of the ps transient for deaerated TiO;?-(I + 11) is assigned to the 
radical cation of I1 formed by diffusion to Ti02-I [8, 151. The ps absorption tran- 
sients measured following bandgap excitation of Ti02-(1 and 111) and Ti02-(CTAB 
and 11) in deaerated chloroform/acetone is shown in Figure 16.9. For reasons dis- 
cussed in detail elsewhere, these transients are assigned to electrons trapped in a 
Ti02 nanocrystallite and to the radical cation (slow component) of Ill formed by 
diffusion to the surface of Ti02-I [7, 12, 141. 

As the optical absorption at 355 nm of the nanocrystallite in TiO2-I nm is 0.1 a.u, 
the pulse energy is 2 mJ, the cross sectional area for irradiation is 0.4 cm2 and as- 
sumed reflection losses are 20%, it is estimated that fourteen electron-hole pairs are 
generated in each Ti02 nanocrystallite. From the initial amplitude of the ps transient 
in Figure 16.8 for deaerated Ti0241 + 11) and the known extinction coefficient for 
the reduced form of viologen [7], it is estimated that one radical cation of I1 is 
formed per particle. That is, the charge separation efficiency is about 6% with the 
majority of the photogenerated electron-hole pairs being lost by recombination or 
trapping [14, 161. From the initial amplitudes of the ps transients for degassed Ti02- 
(I and 111) and Ti02-(CTAB and 11), equal to that for degassed Ti02-I, it is clear 
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vectorial electron flow is 
observed following bandgap 
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that no radical cations of I11 and 11, respectively, are formed within the laser pulse 
although, as for TiOZ-(I + 11), they are subsequently formed on the ps timescale by 
diffusion. 

In short, Ti02-I containing a diaminopyridine moiety recognises and selectively 
binds the modified viologen I1 containing a uracil moiety. Light-induced vectorial 
electron flow is observed for the resulting donor-acceptor complex as shown in 
Figure 16.10. It is noted that, there is ample precedent for electron transfer over 
long distances in supermolecules and their organised assemblies [ 171. In the absence 
of a uracil moiety the modified nanocrystallite Ti02-I does not recognise or selec- 
tively bind the viologen 111. Similarly, in the absence of a diaminopyridine moiety 
the modified nanocrystallite Ti02-CTAB does not recognise or selectively bind the 
modified viologen 11. In neither case is direct light-induced electron transfer to the 
viologen moiety observed. 

16.2.3 Heterosupermolecules - Are They Necessary? 

An example of a covalently assembled and noncovalently self-assembled hetero- 
supermolecule have been presented. Further, the associated heterosupramolecular 
function, light-induced vectorial electron flow, has been demonstrated for each. 

There are however, a many examples of chemistry in the recent literature which 
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could be described in the same terms as those used above to describe the covalent 
assembly of the heterosupermolecule in Figure 16.1 [IS]. (It appears, no previous 
examples of noncovalently self-assembled condensed phase and molecule compo- 
nents have been reported.) For example, the constituent nanocrystallites of a col- 
loidal semiconductor dispersion at which are adsorbed sensitiser molecules may well 
be thought of as a heterosupermolecules [19]. 

One might therefore ask what purpose is served by the terminology introduced 
above. The justification offered is that it represents an attempt to describe in a sys- 
tematic fashion the rapidly expanding activity at the interface between conventional 
covalent and noncovalent molecular chemistry and colloidal chemistry. Further, 
adopting and modifying supramolecular terminology not only facilitates a system- 
atic description of this emerging activity, but also provides insights into the chal- 
lenges and opportunities that have, and are expected to, arise at this interface. 

16.3 Heterosupramolecular Assemblies 

Having demonstrated general strategies for the covalent assembly and noncovalent 
self-assembly of heterosupermolecules, general strategies for the organisation of 
heterosupermolecules are considered. Also considered, are the opportunities pre- 
sented by the organisation of heterosupermolecules for the preparation of practical 
nanometer scale devices and materials. 

General strategies for the organisation of heterosupermolecules are as follows: 
Preorganise one of the condensed or molecular phase components and assemble 
the remaining components. Alternatively, assemble all of the condensed phase and 
molecular components and organise the resulting heterosupermolecules. 

16.3.1 Covalent Heterosupramolecular Assemblies 

An example of the first of the strategies outlined above is the following: Ti02 
nanocrystallites are deposited on a conducting glass substrate and fired to ensure an 
ohmic contact between constituent nanocrystallites of the resulting nanoporous- 
nanocrystalline film and the conducting glass substrate [4]. The molecular compo- 
nents , a viologen and an anthraquinone, are covalently linked and adsorbed, via a 
salicylic acid, at the surface of a constituent nanocrystallite of the nanoporous- 
nanocrystalline film [20]. A constituent heterosupermolecule of the resulting hetero- 
supramolecular assembly, denoted Ti02-SVQ, is shown in Figure 16.1 1. 

It was expected, based on the findings outlined in Section 16.2.1 and related 
studies in the literature (12, 21), that bandgap irradiation of Ti02-SVQ would re- 
sult in viologen mediated electron transfer to anthraquinone and that subsequent 
protonation would result in long-lived charge separation, see Figure 16.12. 

Both expectations were seen to be justified following detailed electrochemical and 
spectroscopic studies although, electron transfer from the viologen of one hetero- 
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Figure 16.1 1. The heterosupermolecule TiOZ-SVQ formed by covalently assembly of a Ti02 
nanocrystallite, a salicylate modified viologen and an anthraquionone SVQ. 

0 Photon 

Figure 16.12. Bandgap excitation of the Ti02 nanocrystallite (donor) results in electron transfer to 
the viologen (first acceptor) and formation of the corresponding radical cation. Subsequent electron 
transfer to the anthraquinone (second acceptor) is accompanied by protonation of the correspond- 
ing radical and long-lived charge separation. 

supermolecule to the anthraquinone of another was found to be an important pro- 
cess, i. e. crosstalk is observed [20]. 

Therefore, the heterosupermolecule in Figure 16.11 has as its associated hetero- 
supramolecular functions light-induced vectorial electron transfer and long-lived 
charge separation, see Figure 16.12. 

It was also expected, following incorporation of the heterosupramolecular assem- 
bly Ti02-SVQ as the working electrode in an electrochemical cell, that potentio- 
static control of the Fermi level within the constituent nanocrystallites would permit 
the associated heterosuprarnolecular functions, light-induced vectorial electron flow 
and long-lived charge separation, to be modulated [22]. 

This expectation is seen to be justified following detailed electrochemical and 
spectroscopic studies. Specifically, the absorbance measured at 600 nm following 
bandgap irradiation at 355 nm of Ti02-SVQ at the indicated applied potential, and 
assigned principally to reduced viologen [7, 12, 221, is plotted against irradiation 
time in Figure 16.13. At the open circuit potential, sigmoidal growth of the ab- 
sorbance at 600 nm is observed. This behaviour is consistent with viologen medi- 
ated reduction of anthraquinone. Following application of a cathodic potential step 
between 0.00 V and -0.70 V (60 s) and returning to 0.00 V (15 s) formation of re- 
duced viologen at the open circuit potential is significantly faster and growth of 
the associated absorbance no longer sigmoidal. The increased rate of formation of 
reduced viologen is likely a consequence of irreversible occupation of electron trap 
states during the negative potential step [22]. The absence of the sigmoidal feature 
is consistent with prior reduction of the anthraquinone. At an applied potential 
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Figure 16.13. Absorbance at 600 nm Ti02-SVQ following bandgap excitation at 355 nm (5.5 mJ 
pulse-'). The applied potentials were +0.70 V, open circuit and open circuit following application 
of a cathodic step from 0.00 V to -0.70 V (60 s), returning to 0.00 V (15 s) prior to irradiation. 

of 0.70 V there is a small initial increase in absorbance by reduced viologen but 
the steady state value is significantly less than that measured at the open circuit 
potential. 

It is therefore possible to modulate the function of the heterosupermolecule in 
Figure 16.11 between the three states as shown in Figure 16.14. Firstly, a state 
(State One) in which no light-induced vectorial electron flow is observed. Secondly, 
a state (State Two) in which light-induced electron transfer to the viologen is 
observed. Thirdly, a state (State Three) in which viologen mediated light-induced 
electron transfer to the anthraquinone and long-lived charge separation is observed. 
Further, it is clear that the modulation state of the constituent heterosupermolecules 
of the heterosupramolecular assembly Ti02-SVQ may be inferred from the poten- 
tial applied to the Ti02 nanocrystallites via the conducting glass substrate. 

This and related observations [23], demonstrate one of the principal advantages 
of heterosupramolecular assemblies when compared to conventional supramolecu- 
lar assemblies. Namely, in an appropriately organised heterosupramolecular as- 
sembly, the constituent condensed phase components yield an intrinsic substrate 
possessing properties characteristic of the bulk material. Modulation of the bulk 
properties of the intrinsic substrate, for example potentiostatic modulation of the 
Fermi level of the Ti02 nanocrystallites constituting the heterosupramolecular 
assembly in Figure 16.11, will modulate the properties of the constituent hetero- 
supermolecules of the heterosupramolecular assembly. Further, as stated above, if 
the bulk property which is being modulated is monitored, then the modulation state 
may be inferred. 

Generally, progress toward realisation of practical devices based on organised 
assemblies of supermolecules has been slow. Among the reasons for this have been 
difficulties associated with identifying substrates capable of modulating supra- 
molecular function and providing information concerning modulation state [ 1, 21. 
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Figure 16.14. Bandgap excitation of Ti02-SVQ results in viologen mediated electron transfer to 
the anthraquinone component. 

Heterosupramolecular assemblies offer, therefore, potentially general advantages in 
this and related respects. 

16.3.2 Noncovalent Heterosupramolecular Assemblies 

An example of the second of the strategies outlined above is the following: The 
condensed phase and molecular components of the heterosupermolecule are non- 
covalently self-assembled and the resulting heterosupennolecule noncovalently self- 
organised to yield an ordered array, or superlattice, of semiconductor nano- 
crystallites. 

The required condensed phase components, a dispersion of 22A diameter Ti02 
nanocrystallites (anatase) in chloroform, were prepared following the method re- 
ported by Kotov et al. but using the modified diaminopyridine I and uracil IV as 
stabilisers. Synthesis of I and IV has been described in detail by Brienne et al. [l 11. 

It was proposed that Ti02 nanocrystallites prepared in the presence of the sta- 
biliser incorporating a diaminopyridine moiety I, TiOz-I, would recognise and 
selectively bind a Ti02 nanocrystallite prepared in the presence of the stabiliser 
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Figure 16.16. 'H NMR spectra in 
chloroform-d at 20°C of TiOz-I, TiO?- 
IV after 0 days and of TiO?-(I + 1V)- 
Ti02 after 0 and 10 days. 

incorporating a uracil moiety IV, Ti02-IV. It was also proposed that following their 
self-assembly, the resulting heterosupermolecules, denoted TiO2-( I + IV)-Ti02, 
would self-organise to form a superlattice, see Figure 1.15. That this is the case has 
been demonstrated by 'H NMR and dynamic light scattering studies 1241. 

The 'H NMR spectra of Ti02-I, TiOI-IV and Ti02-(1+ IV)-Ti02 are shown in 
Figure 16.16. Upon mixing of Ti02-I and Ti02-IV to form Ti02-(I + IV)-Ti02, the 
resonance at 6 7.53 assigned to the amidic protons in Ti02-I and the resonance at 
6 8.02 assigned to the imidic proton in Ti02-IV are shifted downfield by less than 
0.3 ppm to 6 7.64 and 6 8.29 respectively. Following I0 days ageing however, the 
resonances assigned to the amidic protons in TiO2-I and the imidic proton in TiO2- 
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IV are shfted downfield to 6 8.23 and 6 9.52 respectively. It is clear therefore, that 
Ti02-I and Ti02-IV self-assemble by complementary hydrogen bonding to form the 
heterosupermolecule Ti02-(I + IV)-Ti02 shown in Figure 16.1 6 [I 1-13], but that 
the above hydrogen bonds are formed on a timescale of days and are weaker than 
those formed immediately upon mixing I and I1 [12]. It should be noted that this 
latter observation strongly supports the assertion that I and IV are mostly at the 
surface of a Ti02 nanocrystallite [12]. 

The average diameter of the aggregates present in Ti02-I, Ti02-IV and TiOz- 
(I + IV)-Ti02, as determined by dynamic light scattering, is plotted in Figure 16.17. 
As expected, some aggregation is observed in both Ti02-I and Ti02-IV during 10 
days. Specifically, the average aggregate diameter in Ti02-I increases from an initial 
value of less than 10 nm to 50 nm, while in Ti02-IV it increases from an initial 
value of less than 10 nm to 27 nm. In the case of Ti0241 + IV)-Ti02 however, the 
extent of aggregation during 10 days is significantly greater. Specifically, the aver- 
age aggregate diameter increases from an initial value of less than 10 nm, to a value 
of 260 nm after 3 days and a final value of greater than 1000 nm after 10 days. Low- 
resolution electron micrographs of samples prepared from the dispersions aged for 
10 days confirm that, in the case of Ti02-I and Ti02-IV there is limited aggregation. 
However, low resolution micrographs confirm that, in the case of Ti02-(I + 1V)- 
Ti02 there is extensive aggregation leading to the formation of mesoaggregates 
possessing diameters in the range 500 nm-1500 nm. 

The light scattering and electron microscopy studies described above support the 
view that Ti02-I and Ti02-IV self-assemble, by complementary hydrogen bonding 
as shown in Figure 16.15, to form the heterosupermolecule Ti02-(I + IV)-Ti02. 
However, they also clearly demonstrate that these heterosupermolecules subse- 
quently self-organise to form mesoaggregates. 

Stating that the heterosupermolecule Ti02-(I + IV)-Ti02 self-organises to form a 
mesoaggregate implies an ordering of the constituent nanocrystallites. That this is 
the case, or that a superlattice is indeed formed, is clearly seen from the medium 
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and high resolution electron micrographs of a mesoaggregate shown in Figure 
16.18. From the corresponding high-resolution electron micrograph, it is also clear 
that the superlattice consists of nanocrystallites that are 22A2 $ in diameter and 
organised in planes that are separated by 6A. This, in turn, is consistent with 
an observed onset for absorption of 350A10 nm and the presence of the modified 
stabilisers I and IV at the surface of the constituent nanocrystallites of the super- 
lattice [25]. 

It is noted that there are numerous recent examples of the noncovalent self- 
assembly of metal and semiconductor nanocrystallite superlattices 1261. In general, 
self-assembly in these cases is driven by long-range nonspecific interactions between 
the alkane chains of the capping agents used to prepare the parent dispersion. In 
many cases, the resulting superlattices have shown extended order, a consequence of 
the constituent nanocrystallites possessing a very narrow size distribution. It is 
noted however, that such an approach has limited potential with respect to the self- 
assembly of complex structures. This will likely not be a limitation of an approach 
based on specific, or recognition directed, interactions between nanocrystallites. 

Finally, the above and related activities demonstrate another principle advantage 
of heterosupramolecular assemblies when compared to conventional supramolecu- 
lar assemblies. Namely, it is possibly to endow an organised heterosupramolecular 
assembly with architectural properties characteristic of the condensed phase com- 
ponents. As stated, progress toward realisation of practical devices based on 
organised assemblies of supermolecules has been slow. Among the reasons for this 
have been difficulties associated with endowing supramolecular assemblies with the 
required structural or architectural properties [ 1, 21. Heterosupramolecular assem- 
blies offer, therefore, potentially general advantages in this and related respects. 

16.3.3 Heterosupramolecular Assemblies - What Do We Gain? 

It has been demonstrated that the methodologies whose development havc accom- 
panied the assembly of heterosupermolecules in solution may be extended to permit 
their organisation, also in solution. 
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An advantage of heterosupramolecular assemblies compared to the more con- 
ventional supramolecular assemblies, is that the function of the heterosuper- 
molecule is linked to the bulk properties of the condensed phase component or 
components which may be modulated. That is, by modulating a bulk property of 
a condensed phase component the heterosupramolecular function of a hetero- 
supermolecule may be modulated. Further, if the bulk property which is being 
modulated can be monitored, then the modulation state of the heterosupermolecule 
within the heterosupramolecular assembly may be inferred. Another principle 
advantage of heterosupramolecular assemblies when compared to conventional 
supramolecular assemblies is the consequent possibly of endowing an appropriately 
organised heterosupramolecular assembly with architectural properties character- 
istic of the condensed phase components. 

As stated, progress toward realisation of practical devices based on organised 
assemblies of supermolecules has been slow. A reason for this, has been the diffi- 
culties encountered in identifying substrates capable of modulating supramolecular 
function and providing information concerning modulation state of the assembly. 
Another reason, has been the difficulties encountered in attempting to endow 
supramolecular assemblies with the required structural or architectural properties. 
Heterosupramolecular assemblies clearly offer the prospect of significant progress in 
relation to both of these difficulties and therefore offer the prospect of practical 
molecular scale devices. 

Finally, while adressability is, in principle, a consequence of organisation, the 
heterosupramolecular assemblies described here are not been sufficiently ordered to 
permit addressing of an individual heterosupermolecule. This limitation is, itself, 
being addressed [27]. 

16.4 Heterosupramolecular Chemistry and Molecular-Scale 
Devices 

The self-assembly and self-organisation of complex nanostructures in solution is an 
important objective of materials chemistry and physics. The importance of this 
objective is a result of a desire to be able to programme the bottom-up assembly of 
molecular-scale devices in solution. It is in this context, that we have sought to de- 
velop a systematic chemistry, termed heterosupramolecular chemistry, of covalently 
assembled and noncovalently self-assembled condensed phase and molecular com- 
ponents whose intrinsic properties largely persist but which possess well defined 
heterosupramolecular functions or properties. 

The difficulties encountered to date in developing a systematic heterosupra- 
molecular chemistry, and those likely to be encountered in the future, are justified 
as it is expected that the development of such a chemistry will facilitate the pro- 
grammed bottom-up assembly of practical molecular-scale devices in solution. 

The use of both condensed phase and molecular components will permit hefero- 
supermolecules and heterosupramolecular assemblies possessing novel functions 
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and properties to be self-assembled and self-organised in solution. In this context, 
recent advances in the preparation of nanocrystallites of a wide range of materials 
possessing well defined sizes, surface properties and crystal structures have been 
important [9]. Also of importance have been the development of strategies for 
linking molecules, typically capping groups or sensitiser molecules, to the surface of 
these nanocrystallites [9, 181. Further, conventional supramolecular chemistry con- 
tinues to provide an ever increasing number of receptor-substrate pairs that can be 
used to self-assemble the condensed phase and molecular components of a hetero- 
supermolecule or heterosupramolecular assembly [28]. 

The incorporation of condensed phase components in a heterosupermolecule or 
heterosupramolecular assembly facilitates practical and efficient modulation of 
function or property. Specifically, as the function or property of the heterosuper- 
molecule or heterosupramolecular assembly is dependent on the bulk properties of 
the constituent condensed phase components, modulation of a bulk property will 
therefore modulate the function or property of the heterosupermolecule or hetero- 
supramolecular assembly. That this is so, has been demonstrated for a number of 
cases to date and is expected to be generally true [20, 231. 

The use of both condensed phase and molecular components will permit hetero- 
supermolecules and heterosupramolecular assemblies possessing novel architectures 
to be self-assembled and self-organised in solution. That this will be necessary is 
increasingly apparent. For example, Gratzel has described a stable and efficient 
regenerative photoelectrochemical cell for the conversion of solar energy to elec- 
trical energy [4]. Innovative aspects of the Gratzel cell include the use of ruthenium 
complexes as sensitisers whose absorption spectra overlap well the solar emission 
spectrum and the use of 10 m thick nanoporous-nanocrystalline semiconductor 
films with a surface roughness of greater than 1000 as photoanodes. Central to the 
efficient operation of the Gratzel cell is the fact that the sensitiser molecules, as a 
consequence of their being adsorbed directly at the photoanode, are effectively 
stacked and the probability of an incident visible photon being absorbed is close to 
unity. It is important to note that while the above light-harvesting strategy is clearly 
based on that of green plants, its practical implementation utilises a heterosupra- 
molecular assembly and that implementation of the same strategy using only con- 
densed phase or molecular components has not proved possible. 

Another desirable feature is that a heterosupermolecule or heterosupramolecular 
assembly be self-assembled and self-organised in solution using a parallel algorithm. 
That is, that subcomponents of the heterosupermolecule or heterosupramolecular 
assembly be self-assembled at the same time in the same solution and that they be 
subsequently assembled to yield the required device or material. While it is clear 
that the use of both molecular and condensed phase components does not reduce 
the difficulties presented by the need to meet this requirement, neither does it add to 
them. In this context however, we note recent work of Mirkin et al. and Alivisatos 
et al. in which the self-assembly of Au nanocrystallites have been directed by use of 
non-self-complementary oligomers of DNA 1291. These studies can be usefully dis- 
cussed as heterosupramolecular chemistry. 

Finally, for heterosupramolecular chemistry to fulfil its promise it will be neces- 
sary to be able to scale-up the process of self-assembly and self-organisation in 
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solution. In this respect the use of DNA based receptor-substrate pairs offers the 
prospect of utilising related commercial technologies [29]. 

In the future it is possible that solid state and synthetic chemistry will evolve into 
a seamless continuum of activities which may be usefully discussed in the frame- 
work of a systematic heterosupramolecular chemistry. 
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Chapter 17 

Nanoclusters in Zeolites 

J. B. Nagy, I. Hannus, and I. Kiricsi 

17.1 Introduction 

The preparation of monodisperse metal particles or ionic clusters in zeolites is a 
very interesting subject. Indeed, the size of the particles is controlled by the size of 
the zeolitic cages or channels and in addition, a beneficial interaction can occur 
between the particles and the zeolite walls. 

Zeolites appear different from other supports such as amorphous materials, 
glasses, etc. because the size and shape of the cages together with their inter- 
connectivities also influence the properties of the dispersed particles. The types of 
particles and ionic clusters formed can be correlated with the structure, the con- 
centration of the cation exchanged and the proton content of the zeolite. 

As the zeolites are used as catalysts or catalyst supports, a large part of the litera- 
ture is devoted to the preparation and catalytic activities of metal clusters in zeo- 
lites. A rather comprehensive review was made by P. A. Jacobs up to 1984 [l]. This 
reference also contains previously published excellent review papers. 

By confining insulator, semiconductor and metallic materials inside a zeolite host 
matrix, one can create three-dimensional periodic arrays of single-size and shape 
clusters of the guest components stabilized by the zeolitic matrix, Depending on the 
degree of interaction between clusters, it may be possible to create extended cluster 
lattices of various sizes, the physical properties of which may be different from both 
the individual clusters and the bulk material of the guest ions [2]. 

In the present review emphasis will be put on the preparation and character- 
ization of nanoclusters in zeolites. Some applications will be evoked as molecular 
wires, nanoporous molecular electronic materials and nonlinear optical materials 
[3,4]. The examples will be taken either from our own work or they will be selected 
on a rather personal basis. 

Nanoparticles and Nanostructured Films 
Janos H. Fender 

copyright (0 WILEY-VCH Verlag GrnbH,1998 
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17.2 Synthesis of Nanoparticles in Zeolite Hosts 

In order to better understand the different systems, we shall first analyze the struc- 
ture of the host zeolites and then we review the different methods of synthesis used 
to prepare the composite materials. 

17.2.1 Description of Some Common Zeolite Structures 

In most of the cases sodalite, zeolite A, X, Y, mordenite, zeolites L, Q and ZSM-5 
were used as host materials. In general, not only the structure of the zeolitic cages 
and channels will be important, but also their connectivities and the position of 
counterions neutralizing the framework negative charges. 

The general formula of a zeolite, which is an aluminosilicate, is: 

where M is a monovalent and D a divalent cation neutralizing the negative charges 
introduced in the structure by replacing a tetravalent silicon atom by a trivalent 
aluminium atom. 

Some typical zeolite structures are given in Figure 17.1. 
Zeolites possessing three-dimensional framework structure are constructed by 

joining together [Si04l4- and [A104I5- coordination polyhedra. By definition these 
tetrahedra are assembled together such that the oxygen at each tetrahedral corner is 
shared with that in an identical tetrahedron sitting either Si or A1 in its center. This 
comer sharing forms infinite lattice comprised of identical building elements, the 
unit cells, in a manner common to all crystalline materials. 

One possibility to classify zeolite structures would be to relate them to the sym- 
metry of their unit cells. This would be inconvenient and is much simplified by the 
observation that zeolite structures often have identical repeating subunits which are 
less complex than their unit cells. These represent only the aluminosilicate skeleton 
and exclude consideration of water molecules and cations sitting within the cavities 
and channels of the framework. 

The number of cations present in the pore system of zeolites is determined by the 
number of [A104I5- units. This arises from the isomorphous substitution of A13+ for 
Si4+ in the tetrahedra, resulting in residual negative charge on the oxygen frame- 
work. These negative charges are compensated by the cations present in the syn- 
thesis medium and held in the interstices of the structure. 

The extent and location of water molecules depend on the overall architecture of 
the zeolite, such as the size and shape of the cavities, channels, and the number and 
nature of cations present in the structure. 

In Table 17.1. are summarized the characteristics of the most common zeo- 
lite structures: the IUPAC nomenclature, common name and the typical unit cell 
content. 
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Figure 17.1. (a) Zeolite structures formed by sodalite units assemblies: sodalite (SOD), zeolite Linde 
type A (LTA) and faujasite ~ zeolite X or Y (FAU). (b) Zeolite structures containing channels: 
mordenite (MOR) and zeolite Linde type L (LTL). (c) Structure of faujasite (zeolite X or Y): siting 
of cations in the hexagonal prisms (I), in the sodalite cages (I’  and 11’) and in the supercages (TI and 
Ill). 

Table 17.1. Classification of some zeolites. 
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Zeolites A, X, Y. Linde type A (LTA) zeolite is one of the most utilized zeolites. 
Its pore structure consists of truncated octahedra linked to other cavities through 
six-membered rings and of truncated cuboctahedra linked together through eight- 
membered rings. The largest utilizations of zeolite A include ion-cxchange (water 
softener) and adsorbents (Figure 17.l(a)). 

Synthetic faujasite materials are mainly zeolite X (high A1 content, close to 1 Si/ 
A1 ratio) and zeolite Y (higher Si/Al ratio). These can be reconstructed from soda- 
lite (truncated octahedra) cages in a diamondlike array, the sodalite cages being 
interconnected through a hexagonal prism (Figure 17.1 (a)). 

In addition to the sodalite cages, the main cavities of faujasite material are about 
1 1 A diameter, and are interconnected through twelve-membered rings apertures 
of about 7.4 8, diameter, allowing adsorption of large molecules such as trime- 
thylbenzene. 

The main use of X-type (Al-rich) materials include adsorption and catalysis. Y- 
type zeolite is used as catalyst or catalyst support, mainly in fluid catalytic cracking 
and hydrocracking processes. 

Mordenite. Its structure is composed of four- and five-membered rings, generating 
a porous system delimited by eight- and twelve-membered rings. The porous system 
consists of linear channels, oriented along the crystallographic c axis, and with 
apertures consisting of eight- and twelve-membered rings (6.7 x 7.0 A). These 
channels are linked together through a secondary pore system, along basis, and 
consisting of eight-membered rings (Figure 17. I (b)). 

Compared to zeolites A, X or Y, mordenite is characterized by a higher silica 
content resulting in higher thermal stability. In addition to a higher %/A1 ratio, the 
mordenite structure contains five-membered rings thought to enhance the acid site 
strength of the material. 

Zeolite L is characterized by a monodimensional pore system composed of par- 
allel twelve-membered ring linear channels and by a quite low Si/Al atomic ratio. 

Some dimensional parameters are collected in Table 17.2. These data are used for 
estimation of the main molecular sieving parameters of various zeolites. 

Table 17.2. Dimensional parameters of some zeolites. 

Zeolite Number of oxygen Effective window Void volume* 
atoms in the ring size [nm] 

Zeolite A 6 
8 

Zeolite X 6 
12 

Zeolite L 12 
Mordenite 12 

8 

0.23 0.47 
0.45 
0.23 0.53 
0.78 
0.71 0.28 
0.67 x 0.7 0.26 
0.29 x 0.57 

* Void volume is expressed as cm3 liquid H20/cm3 crystal. 
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To sum up we hope that the structural description given in this short chapter 
convey the main feature of zeolites as porous media composed of a series of differ- 
ent regular channels and cavities. Access to these interstitial voids is via well defined 
windows composed of various numbers of tetrahedra, thereby well-constructed 
three-dimensional space is created. The dimensions of these channels and cavities 
are critical to the unique properties exhibited by zeolites. The cages possess space 
for formation of different metal or non metal clusters. 

17.2.2 Synthesis of Metal Particles and Ionic Custers in Zeolites 

As zeolites are three-dimensional cation exchangers, a straightforward manner to 
prepare metal containing precursors is by ion exchange with reducible transition 
ions. The cation exchange capacity (CEC) together with the number and nature of 
the cationic sites have to be considered as important parameters [7]. 

The ion exchange can be carried out either in solution [8] or in the solid phase [9]. 
The ion exchange can be stoichiometric or non stoichiometric. It was also observed 
that a competitive ion exchange could favour the more uniform distribution of ions 
in the zeolite crystallites [l]. 

Another interesting method to prepare the precursors to metal loaded zeolites is 
the adsorption of compounds which are easily decomposed in a subsequent step. 
Metal carbonyls were used in many cases, where they were introduced in the pore 
structure of the zeolite either by distillation or by sublimation [l]. The alkali metal 
azides were used for the preparation of the alkali metal precursors [lo]. The sorp- 
tion of labile organic complexes, such as trialkylrhodium, nickel dithiophosphate 
or bis-(toluene) metal (0) were used to transport metal atoms into zeolites 111. 
Polycyano inclusion compounds were also used as transition metal precursors in 
zeolites. 

Where the ion exchange is not possible, as for example in the case of high silica 
zeolites, the incipient wetness technique is used [l 11. 

Bimetallic or trimetallic zeolites can also be prepared using several methods of 
preparation either simultaneously or successively [I]. 

Table 17.3 illustrates the various methods of transformation of the metal- 
containing precursors into metal particle or ionic cluster loaded zeolites. 

In most of the cases, the precursors have to be dehydrated before final treatment. 
As the hydrated ions are located in accessible sites, a redistribution of bare ions 
occur among the different sites during a slow dehydration. The site population are 
governed by the energetic and coordinative differences as well as the competition 
for a site with other cations. For example in the hexagonal prism of faujasite, octa- 
hedral coordination to lattice oxygen atoms is possible, whereas in a six-membered 
ring, only a one-sided trigonal coordination may exist. The stability of this site is 
improved when extra-lattice species formed from water hydrolysis remain in the 
zeolite, changing thereby the site symmetry from trigonal to tetrahedral. Hydrolysis 
of metal ions will affect the nature and the location of the species which will be 
reduced afterwards [I]. 

Since most ion exchanges are not complete, at least one other cation is competing 
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with the transition metal cation. We will see subsequently how the presence of two 
or three metal ions influence each other in the zeolitic pores. 

In the autoreduction processes the zeolite itself is the reducing agent, as for 
example the formation of Ag in AgA, X, Y, CHA (chabazite) or MOR [1,100]: 

2(Ag+ZO-) + i 0 2  + 2Ag" + ZO- + Z+ 

where ZO-- is the negatively charged zeolite lattice and Z+ is a Lewis acid site. 

mine complexes. In the case of Pt(NH3), Y zeolite [I]:  
The autoreduction of transition metal ions occurs with the ammonia of the am- 

Pt(NH3);+2 ZO- -+ Pt" + 2HY + fN2 + 53NH3 

The metal carbonyls are decomposed either thermally or photochemically, lead- 
ing to quasi atomically dispersed species []]. The stepwise decomposition of 
Fe(CO), on NaY is: 

while on HY zeolite: 

Fe(CO), 2 Fe3(C0)12 2 Fe(C0) + Fe 

An interesting observation was made during the thermal and photochemical de- 
composition of Fe(CO)5 adsorbed on HY. The reaction was followed by 13C-NMR 
of the adsorbed species. The initial chemical shift (6) was equal to 209.9 ppm vs 
TMS. During the thermal decomposition a low field shift (higher 6 values) was 
observed, while a high field shift occurred during the photochemical decomposition. 
This was interpreted by a stronger interaction between the intermediate Fe(CO), 
species and the surface during the photochemically activated process [36, 371. The 
size of the particles was larger than the size of the supercage (ca 11 A), showing that 
sintering occurred and the larger particles were deposited at the external surface of 
the crystallites. 

The reduction of the transition metal ions by molecular hydrogen yields the metal 
in the zero oxidation state and the zeolite in the hydrogen form: 

M"+nZO- + 2 H2 + M" + nZOH 
2 

The reducibility of the various transition metal ions M2+ was explained by Klier 
et al. [68]. The potential for reduction into neutral atoms is ( A E ) :  

where I1 and 12 are the first and second ionization potentials and E, is the stabili- 
zation energy of the divalent metal ion in a site with D3h symmetry. A good corre- 
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lation was obtained between AE and the electrochemical potentials for Cr2+, Fe2+, 
Co2+, Ni2' and Cu2+. 

The reduction by atomic hydrogen is easier. Indeed, an additional decrease of 
free energy occurs by 360-440 kJ mol-' within the range of 300-700 K. The re- 
duction with CO includes metal carbonyls as intermediate species. The reduction 
with ammonia is more effective than with molecular hydrogen, but it leads to higher 
metal sintering. For metal ions which are difficult to reduce, alkali metal vapour 
was also used, as for example for Ni2+ and Co2+ in zeolites A and Y [l]. 

A particularly interesting method of preparation of alkali metal clusters in zeo- 
lites is the thermal decomposition of metal azides first proposed by Fejes et a1 [69]: 

2MN3 4 2M" + 3N2 

The zero valent metal atoms can form higher clusters and it can also form ionic 
clusters with the cations present in the zeolite. A more detailed characterization 
using both EPR and NMR will be given below. 

Generally speaking, the reducibility of transition metal ions in determined [ 11 by: 

1. the structure and chemical composition of the zeolite matrix, 
2. the nature and amount of cocation, 
3. the site location in the structure, 
4. the presence of oxidizing sites such as surface hydroxyl groups, and 
5.  the presence of residual water of hydration. 

It is important to emphasize that the formation of zero valent atoms is accom- 
panied by the rearrangement of cations on the different sites. In addition, the 
formation of metal or ionic clusters also leads to a perturbation of the cations 
provoking a novel rearrangement between the various sites. 

The presence of surface hydroxyl groups is responsible for the reoxidation of the 
hghly reactive metal atoms. 

M"+nZO- + PH2 $ nZOH + M" 
2 

For Ni2+, a critical -OH concentration exists (40 to 50% of the Cation Exchange 
Capacity), above which the Ni2+ ions are almost irreducible [l]. 

The dynamic rearrangement of the cations was studied during the reduction of 
Ni2+ ions in partially dehydrated Y zeolite. The supercage species are reduced first, 
followed by those in the sodalite cages or the hexagonal prisms [l]. 

The influence of irreducible polyvalent cations (such as Ca2+ , La3+ and Ce3+) 
may be rationalized in terms of competition for the same sites between transition 
metal ions and the polyvalent ions. In mixed Ni2+ - La3+ cationic forms of NaX, 
the Ni2+ ions preferentially occupy the sites in the hexagonal prisms under com- 
pletely anhydrous conditions. During reduction, the hexagonal prisms are pro- 
gressively emptied and the La3+ ions occupy the SI sites in the sodalite cages, since 
for electrostatic reasons both types of sites cannot be fully occupied at the same 
time (Figure 17.1(c)). It is assumed that the formation of mixed cation forms of the 
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0.5 - 

0.4 

0.3 - 

0 2 -  

- 

Figure 17.2. Variation of the degree of 
reduction a,  of Ni2+ in Y zeolite with the 
nature and number of the irreducible cations as 0.1 ~ i ,  Ce 

3.60 3.70 3.80 3.90 - 4,00 quantified by the Sanderson electronegativity, 
S-, s [ I ] .  

type La-0-Ni during the sample dehydration is responsible for the decreased re- 
ducibility [I]. 

The Ni2+ - Ce” cationic form of NaX behaves quite differently. Upon dehy- 
dration, the Ce3$ ions are preferentially fixed in the hexagonal prisms, thus forcing 
the Ni2+ ions to be located to a greater extent in the supercages and hence increas- 
ing their reducibility [ 11. 

The overall reducibility as expressed by the degree of reduction c( varies in a 
complex manner with the Sanderson electronegativity S (Figure 17.2). It is possible, 
that for low values of S, the compositional parameters (sites of location) play 
a greater role. For higher S values, a monotonous decrease of CI is observed with 
increasing S values. 

Bimetallic alkali metal particles are formed in the decomposition of sodium azide 
in MY zeolite, where M = Li, K, Rb, Cs (Table 17.2). Pt, Pd and Rh metal clusters 
are prepared in presence of Mn2+, Fe2+, Co2+, Cu2+, Cr’+ and Ni2+ using the 
ammine complex of the noble metals and the nitrate or sulfate of the transition 
metals. In most of the cases, the transition metals could not be reduced with mole- 
cular hydrogen. Alloys of nanoparticles could only be obtained for Pt-Cu and Pd-Ni 
(Table 17.3). 

Finally, semiconducting clusters such as CdS, CdSe, Zn4S, etc.were obtained 
from Cd2+ or Zn2+ containing zeolites using H2S or H2Se as precipitating agent. 

It is worthwile to mention the recent preparation of silicon nanoclusters in NaY 
zeolite, using a chemical vapour deposition of Si2H6 followed by a surface reaction 
[61, 621. 

17.3 Characterization of Nanoparticles in Zeolite Hosts 

A great number of physicochemical techniques were used to charcterize the metal 
clusters and ionic aggregates formed in the zeolites. Table 17.4 summerizes the most 
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frequently used methods, together with the information one may obtain. Instead of 
describing all the different characterization techniques separately, we shall analyze a 
few systems with reference giving to special techniques. 

17.3.1 Silver and Silver Halide Zeolites 

Sodium silver sodalites (SOD) were extensively studied by Ozin and coworkers [2]. 
The host material SOD led to confined clusters of insulators, semiconductors and 
metals. The silver halide zeolites were obtained by ion exchange of their sodium 
form (Table 17.3). 

The regular, all-space filling framework of SOD provides a temperature stable 
homogeneous nanoporous matrix of sodalite cavities. This is suitable for stabilizing 
small isolated or interacting molecules, atoms or clusters. Only small cations and 
molecules up to the size of water can pass through the six rings (Figure 17.l(a)) [2]. 

Several types of silver and silver halide inclusion compounds can be synthesized. 
First, Na+, Ag+ and Br- may act as independent ions occupying sites in the unit 
cell. Second, these ions may interact to form (Na, Ag4..xBr)3+ clusters with mole- 
cular behaviour. Each cluster behave like an isolated molecule within the cage, 
limiting the cluster spatial confinement to ca 6.6 A. If the clusters interact with each 
other for example, through the framework, they can form larger units. In this 
case, the confinement volume could go up to the size of the sodalite crystallite. The 
NagX2SOD were obtained by direct synthesis. Combined results from powder 
XRD, Rietveld refinement, 23Na DOR/MAS-NMR, far IR and mid-IR indicate 
that the anions are randomly distributed throughout the sodalite lattice, forming a 
homogeneous solid solution [2]. 

Sodium ions were exchanged by silver ions using either an aqueous solution or 
the silver salt melt procedure. The unit cell size of sodalite varies with the type of 
halide and the types and relative concentrations of the cations present (Figure 17.3). 
Table 17.5 contains the interatomic distances in the various MX sodalites. The 
halide effect is mainly a space-filling effect, the large anion causing an expansion of 
the sodalite cage (Figure 17.4). Replacement of Na+ by Ag+ causes a contraction of 
the cage. As Na+ ( r  = 1.13 A) and Ag+ ( r  = 1.14 A) radii are quite similar, the 
contraction of the sodalite cage is explained by a more covalent bond between Ag+ 
and the central halide X-ions (Table 17.5) [2]. This strong interaction results in 

h 

", 9 0  
D 
-0 - - 
al - ' 8 9  

Figure 17.3. Block diagram showing the uiiit cell 
sizes of sodium and silver halosodalites 121 8 8  
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Table 17.5. Interatomic distances, A Units [2] 

Sample M-X M - 0  Ag-Ag Ag-Ag M-X Ag-X” Ag-X 
(next) (bulk) (mol.) (next) 

NaC1-SOD 2.734 2.372 ~ - 2.820 - ~ 

AgCI-SOD 2.537 2.475 4.142 4.920 2.775 2.28 5.146 
NaBr-SOD 2.888 2.356 - 2.989 - ~ 

AgBr-SOD 2.671 2.444 4.361 4.859 2.887 2.393 5.047 
Nal-SOD 3.089 2.383 ~ 3.237 
Agl-SOD 2.779 2.576 4.539 4.82 I 3.040 2.545 4.918 

- - ~ 

a Gas phase molecule 

hedrally disposed cations in the six-ring 
C3 sites [57]. 

I 
(-cage) 

shorter Ag-X distances compared to Na-X and an increase in the Ag-framework 
oxygen separations (Table 17.5). 

In Na, AgBr sodalites at loading levels near 2,5-3 Ag+/u.c. an abrupt break oc- 
curred in the magnitude not only for the unit cell edges of the cubic sodalite cage, 
but also for the peak positions of far-IR absorptions associated with a translational 
mode of Na+ near the sodalite six-ring site. Both effects may be related to a perco- 
lation threshold for connectivity between AgBr units [2]. 

Table 17.5 lists the cation-anion, cation-oxygen and silver-silver distances in 
halosodalites, in the bulk halides and gas phase silver halides. The silver halide 
distances in sodalite fall between those of the vapour phase molecules and the bulk 
semiconductor solids. The distance between silver and a halide anion in the same 
cage increases going from C1, Br to I, while the separation of the silver to anion in 
an adjacent cage decreases on going through the halide group. The Ag-Ag dis- 
tances within each cage increases from C1, Br to I. Extended Hiickel molecular 
orbital calculations have shown that the orbital overlap, and thus the atomic inter- 
action, is significant for silver at these distances, even though the Ag-Ag separa- 
tions are much longer than in the metal. At high loading AgX level, one can thus 
consider the organized array of Ag4X units as expanded silver halide semicon- 
ductors [2]. 



The UV-visible reflectance spectra were reported for silver halide sodalites. For 
completely silver-exchanged samples, the optical absorptions were assigned to a) 
broad 245-250 nm band, Si 3s, 3p + Ag 4d; b) sharp 245-250 nm band, Si 3s, 3p, 
Ag 5s + Xnp, AgSs, 5p, 4d 121. 

In many host matrices containing quantum size particles, an increase in the 
loading of the semidonctuctor material results in a red shift as the particle size in- 
creases 12, 701. Inside the sodalites the I-VII cluster nuclearity is limited to five and 
non significant absorption band shifts occur at higher loadings for the C1- and Br- 
series. Significant overlap of atomic orbitals within a cluster, as well as overlap of 
Ag 5p orbitals between adjacent clusters and through framework atoms (see below) 
allows electronic communication between cages and the contents of the cages [2]. 

The absorption edges of silver halides and other semiconductors have been fitted 
to equations for the energy dependence of the absorption index for both direct and 
indirect, allowed and forbidden electronic transitions, to determine the allowedness 
of the interband transitions. Despite the fact that the characteristics of Ag4X3' 
clusters are close to a molecular nature, the absorption band broadening due to the 
connectivity between the clusters suggests that the formation of narrow bands may 
also be possible in silver halosodalites. Narrow bands may occur in insulators and 
metals when valence electrons have both localized and band like characteristics. 
The band edges are equal to 3.78 eV for the three AgX sodalites (X=C1, Br, I) 
values which are significantly lower than the optical bandgaps in sodium sodalites, 
influenced by the nature of the halide ion (5.2-6.1 eV) [2]. 

The interband transitions in the silver halosodalites appear to be indirect, i.e., the 
bottom of the conduction band is at a different k value than the top of the valence 
band. 

Density of state diagrams show that already for one cluster in a cage the cluster 
band is clearly visible. At high cluster loadings, the band broadening becomes more 
pronounced and the orbital mixing is more extensive. The HOMO has Ag4d, C13p 
and Ag5s characteristics, while the LUMO is formed by framework Si3s and Si3p 
orbitals with some Ag5s mixed in [2] (see above). 

Halogen (81Br and 35Cl) NMR provides invaluable clues about percolation 
thresholds and electronic coupling between clusters. Figure 17.5 shows the MAS- 
81Br NMR spectra of sodalites Nag-,Ag,Brz-SOD with n = 0, 0.8, 2,4, 5.2 and S. 
The sodium sodalite NasBr2-SOD shows a single NMR line at -219 ppm vs 0.1 M 
aqueous NaBr solution, ascribed to Na4Br clusters. The line appears upfield with 
respect to bulk NaBr (-7 ppm). The shielding indicates that the charge density 
around Br- anion is higher for the Na4Br tetrahedra in NasBrz-SOD than for the 
NasBr octahedra in bulk [2]. This leads to a decrease in the paramagnetic terms of 
the chemical shift 1711. In presence of Ag+ ions a new NMR line appears at 214 
ppm, which is identical to the line of bulk AgBr. Indeed, this line disappears upon 
washing the solid sample with diluted Na2S203 and hence it is attributed to nano- 
crystalline AgBr at the external surface of the crystallites. A new NMR line appears 
at -550 ppm at high AgBr loadings (n=4,  5.2 and 8). (Figure 17.5). This highly 
shifted NMR line is attributed to Ag4Br clusters [2, 571. (In mixed Nad-,Ag,Br 
(x = 0-3) clusters the quadrupolar broadening of the " Br-NMR line is too large 
and the lines are unobservable. Indeed, the total intensity of the NMR line de- 
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Figure 17.5. MAS 8'Br-NMR spectra of (a) bulk NaBr 
(g) 

1 1 1 1 1 1 1 1 I l 1  

creases upon additions of Ag+ ions to the sample). The increased shielding of the 
Br- nuclei in the encapsulated Na4-,AgXBr clusters can only be explained on the 
basis of intercavity electronic coupling - directly through space and/or indirectly 
through the sodalite framework - which introduces orbital overlap between adja- 
cent Na4-,AgXBr clusters [2, 571. Indeed, the increased covalency in Ag4Br clusters 
in comparison with Na4Br clusters would reduce the density of electronic charge 
around the *lBr nuclei, leading to an increase in the paramagnetic contribution and 
hence a more positive chemical shift. This is observed in bulk AgBr (d = 208 ppm) 
compared to bulk NaBr (d= -7 ppm). An additional proof is the absence of the 
- 550 ppm line in sodalites containing empty sodalite cavities, where the percolation 
could not take place [2, 571. The 35Cl-NMR spectra confirm the interpretation of 
the "Br-NMR results. 

The sodalites containing also empty cavities show interesting results in the UV- 
visible spectra. At low silver and bromide loadings a very sharp UV spectrum re- 
sembles that of an isolated gas phase silver bromide monomer (Br-(4p), Ag+(4d) + 

Ag+(5s)) (Figure 17.6). The line broadening and red shift of the band edge observed 
when either the silver or the bromide concentration is increased indicates electronic 
coupling between Ag4Br clusters. Broadening to phonon coupling is an additional 
factor. Indeed, upon cooling Ag, Br-SOD to 27 K three major components could 
be resolved completely and further components partially [2]. 

These data provide evidence for the existence of collective electronic and vibra- 
tional coupling interactions between Na4-,AgXBr clusters over the full Ag+ and 
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&Br Figure 17.6. UV-visible spectra of the sodalite encapsulated 
isolated AgBr molecule, the isolated AOBr cluster and the 
extended (Ag4Br), quantum supralattice [2]. 
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Br- loading ranges. They also reveal the genesis of the Br- (4p), Agt (4d) mini- 
valence band and the Ag+ (5s) miniconduction band on passing from embryonic 
Na4-,AgXBr clusters to a quantum lattice built of the same clusters, and ultimately 
to the parent bulk mixed sodium-silver halides [2]. 

In certain sodalites, containing oxalate or formate anions and trapped water, in- 
trasodalite chemical reactions can be carried out in these 6.6 A diameter sodalite 
cages, playing the role of nanoreactors [2]. For silver sodalites, such redox reactions 
lead to interesting chromic responses, such as pressure sensitivity, light and X-ray 
sensitivites, water and heat sensitivity, all resulting in the colour or the fluorescence. 
These properties can be exploited to create materials for hlgh density reversible 
optical data storage [2, 721. 

Silver oxalatosodalites contain Ag40x2+, Agrand  Ag:+ clusters and the latters 
predominate. Oxalate acts as an internal reducing agent for both photoreduction 
and thermal reduction of silver: 

2Ag+(Z) + CzOi-(Z) + 2Ago(Z) + 2C02 

During photoreduction A&+ clusters with short Ag-Ag bond lengths are formed, 
with q = 2  or 3. These clusters are entrapped within the sodalite cages. Upon con- 
tinued UV irradiation, the optical spectra suggest the formation of an expanded 
metal or semiconductor, as the Ag:' cluster density increases (Figure 17.7). Indeed 
the UV-visible spectra show the development of a broad background resembling a 
silver plasmon absorption [2]. During sample irradiation, more and more cages are 
filled with partially reduced silver clusters. Although they are surrounded by a sea 
of triangles which are not reduced, they may communicate electronically 
forming various bands [2]. (Note, that in Y zeolite, A$+ and Ag! clusters could be 
formed upon y irradiation [13]). 

As a conclusion, the unique structural properties of the sodalite host and the 
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Figure 17.7. Optical absorp- 
tion bands of silver oxalato- 
sodalites after various UV 
irradiation times [2]. 
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variety of guests that can be encapsulated make this material an ideal model system 
for probing the physicochemical properties of clusters built up of the components of 
bulk insulators, semiconductors and metals, as well as a promising candidate for 
advanced materials research [2]. 

17.3.2 Alkali Metal and Ionic Clusters in Zeolites 

The physicochemical properties of small metal particles and ionic clusters can be 
more easily explored when they are encapsulated and stabilized in the zeolite cages 
or channels. The conduction electron energy spectrum of a metal is usually consid- 
ered to be a continuum. However, for small metal particles having a small number 
of conduction electrons, the discreteness of the spectrum has an important con- 
sequence on the thermodynamic properties such as magnetic susceptibility or ther- 
mal relaxation. These properties should strongly depend upon whether the number 
of electrons is even or odd when the thermal energy is smaller than the average 
spacing of the electron energy levels [21]. 

Since the first description of the generation of charged and neutral sodium clus- 
ters in faujasite zeolites by Rabo et al. [23], their preparation and physicochemical 
characterization were in focus using XRD, EPR, NMR, IR, UV-visible and quan- 
tum chemistry [lo]. 

During the decomposition of NaN3 on CsY faujasite the following reactions 
could be distinguished and the relative concentrations were followed as a function 
of time: 

2NaN3 ----f 2Na + 3N2 

The outercrystalline Na clusters (NaOut) were characterized by a broad EPR line 
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Table 17.6. EPR parameters for alkali-metal-loaded alkali-metal cation-exchanged X-zeolite 
prepared by alkali-metal azide decomposition [ 171. 

Sample g value A H I G  Aiso/G 

Li/LiX 2.0029 k 0.0005 2.8 f 0.2 ~ 

NajNaX 2.001 3 i 0.0005 4.2 & 0.2 25.5 & 0.2 
K/KX 1.9997 i 0.0005 6.1 f 0.2 12.8 & 0.2 
Rb/RbX 1.9924 i 0.0005 8.3 i 0.2 ~ 

c s / c s x  1.9685 & 0.0005 22.2 f 0.2 ~ 

at g = 2.076. The migration of outercrystalline Na clusters into the faujasite cages 
(Na,,,) was followed: 

The latter showed a narrow ESR line at g = 2.003. 
Finally, the sodium metal could reduce the Cs+ ions leading to Cs, clusters, with 

g = 1.998 [lo]. In NaY zeolite, Na:+ clusters were also identified, showing the hyper- 
fine structure [16, 191. 

The most systematic work was carried out by the group of Kevan et a1 1171. They 
have synthesized the alkali metal clusters by both azide decomposition and vapour 
deposition in X zeolites. Both methods gave similar EPR spectra. The EPR parame- 
ters for the various M/MX zeolites, i.e. the g factors, linewidths and hyperfine 
coupling constants are reported in Table 17.6. 

The Li/LiX sample is red brown, the Na/NaX and the K/KX samples are dark 
blue and the Rb/RbX and Cs/CsX samlples are also blue. The g factor decreases, 
while the linewidth increases from Li to Cs. Indeed, the g values of conduction 
electrons in alkali-metal particles deviate more below the free-electron value ( g  = 
2.0023) as the spin-orbit coupling increases with increasing atomic weight. The 
parallel relationship between the increasing linewidth and the increasing g shift with 
increasing atomic number reflects an effect of the spin-orbit coupling constant on 
the relaxation time. The small spin-orbit coupling constant for lithium gives a 
narrow linewidth for its metal particle and a larger spin-orbit coupling constant for 
caesium gives a broader linewidth for its particle. The fact that the linewidths are 
approximately temperature independent suggests that surface scattering dominates 
the relaxation rate. Therefore, the size of the alkali-metal particles is sufficiently 
small (< 10 nm) to show small metal particle properties [17]. 

The Na/NaX and K/KX samples show hyperfine structure. The alkali metal 
clusters can be formed either in the a cage (12.5 A diameter) or in the p cage (6.5 A 
diameter) (Figure 17.1(c)). 

Note that the alkali-metal atoms can enter the SI cage, while they are too large to 
enter the j? cage with an aperture of ca 2.5 A. However, they can transfer an elec- 
tron to produce a paramagnetic species in the j? cage. 

The 19-line signal of the Na/NaX sample was previously attributed to an ionic 
cluster species, Na;+ [23], consisting of an upaired electron interacting with six equi- 
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40 G 
Figure 17.8. EPR spectra at 300 K of (a) Na/NaX 
and (b) K/KX zeolite samples [74]. 

Table 17.7. Cation site distribution per unit cell of Na- and K-exchanged zeolites X and Y and 
ionic clusters formed in these zeolites [I  71. 

Number of sites Zeolite Y Zeolite X 

Nat K +  Na+ K+ 
~~ 

16 SI 7.5 5.4 4 9.2 
32 SI' 19.5 18.1 32.3 13.6 
32 SII 30 26.8 30.8 25.6 
32 SII' supercage 4.4 38.2 

cluster formed Na:+ K F  Nait K:' 

valent sodium nuclei  IN^ = 3/2) (Figure 17.8). The 10-line multiplet of the K/KX 
sample is attributed to K:+ clusters, consisting of an unpaired electron interacting 
with three equivalent potassium nuclei ( I K  = 3/2) [17]. On the other hand Harrison 
et a1 determined Na;' and K F  ionic clusters in NaY and KY zolites, respectively 
[73]. The formation of these different species can be explained on the basis of 
available cations in both X and Y zeolites (Table 17.7). The number of SII sites is 
about the same in X and Y zeolites (Figure 17.l(c)). In NaX zeolites, the number of 
cations on SI' sites is larger than in Y zeolite. In KX zeolites, however, the number 
of cations in site SI' is smaller than in Y zeolite. It seems that the number of cations 
in site SI', i.e. the number of cations inside the b cage is an important factor that 
affects the number of nuclei in the ionic clusters formed. Indeed, Na;' is formed in 
NaY zeolite and Nai+ in NaX zeolite, while KY is formed in KY and K P  KX 
zeolite (Table 17.7). Moreover, these results suggest that the nuclei in the ionic 
clusters come from the originally exchanged cations which exist in the zeolite and 
that the clusters are formed inside the p cages [17]. Finally, by comparing the di- 
ameters of the sodium atom (3.7 A), sodium cation (2.3 A), potassium atom (4.6 A) 
and potassium cation (3.0 A) with the diameter of the p cage (6.5 A), one concludes 
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that these ionic clusters must be highly positively charged so that the formed cluster 
can fit into the /l cage 1171. 

In another study a complete matrix of experiments involving the reaction of all 
five alkali metal vapours with all five alkali cation exchanged X zeolites was re- 
ported [74]. 

Except for the Li/MX samples which have a purple colour, all the other samples 
are blue or dark blue depending on the concentration of the alkali metal. All the 
samples give a single EPR line at ca g = 2.0 which is assigned to an alkali metal 
particle formed within the zeolite. Hypefine patterns are observed in Na/LiX, M/ 
NaX and M/KX samples which are assigned to alkali metal ionic clusters formed in 
the p cage (see above). 

Alkali metal particles formed in M/MX systems were characterized by conduction 
electron EPR lines and have distinctly different g values (Table 17.8). The diagonal 
M/MX values allowed one to assign the nature of the metal particles. For example, 
the g value in K/RbX sample is very close to the value of rubidium metal particle 
and is so assigned. All the metal particles are formed in the a cages of the zeolite. 

Table 17.9 shows the gas phase enthalpies for electron transfer from alkali metal 
atoms to alkali metal cations 1741. Positive values indicate that electron transfer 

Table 17.8. Room temperature EPR g values of alkali metal particles in alkali metal cation ex- 
changed X zeolites reacted with alkali metal vapour and assignment of metal particle formed 1741. 

Metal vapor Li-X Na-X K-X Rb-X cs-x 

Li 

Na 

K 

Rb 

c s  

2.0034 
Li 
2.0032 
Li 
2.0008 
K 
1.9932 
Rb 
1.9640 
cs 

2.0053 
Li 
2.0016 
Na  
1.9999 
K 
1.9929 
Rb 
1.9686 
cs 

2.0004 
Li or K 
1.9998 
Na or K 
1.9997 
K 
1.9930 
Rb 
1.9998 
K 

1.9939 
Rb 
1.9936 
Rb 
1.9939 
Rb 
1.9929 
Rb 
1.993 1 
Rb 

1.9712 
cs 
1.9776 
c s  
1.9722 
c s  
1.9736 
c s  
1.9686 
cs 

Table 17.9. AH values for gas-phase electron transfer from alkali metal atoms to alkali metal 
cations (kJ/mol) [74]. 

AH Li+ Na+ K+ Rb+ CS’ 

Lio 0 244 1014 1172 1445 
Nao -244 0 710 928 1201 

cso -1445 -1201 -43 1 -273 0 

KO -1014 -770 0 158 43 1 
Rbo -1172 -928 -158 0 273 
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from the alkali atoms with smaller atomic number to the alkali cations with larger 
atomic number is endothermic in the gas phase. The gas phase thermochemistry 
seems to apply to Na/LiX, Cs/KX and Cs/RbX samples in which electron transfer 
from the metal vapour atom occurs, and to Li/NaX, Li/KX and Na/KX samples 
where no electron transfer occurs (Table 17.8). 

It may also be expected that the gas phase thermochemistry is significantly 
modified by the highly ionic nature of the zeolite lattice. This can result either in no 
electron transfer when expected or reverse electron transfer from the smaller atomic 
number atom to the larger atomic number cation. The following systems show no 
electron transfer although such would be exothermic in the gas phase: K/LiX, Rb/ 
LiX, Cs/LiX, K/NaX, Rb/NaX, Cs/NaX and Rb/KX. 

The third category of systems is where electron transfer occurs in the reverse 
direction from that predicted by the gas phase thermochemistry: Li/RbX, Na/RbX, 
K/RbX, Li/CsX, Na/CsX, K/CsX and Rb/CsX. All these samples include electron 
transfer from a smaller atomic number metal vapour atom to the large Rb+ or Cs+ 
cations. Reverse electron transfer only occurs for RbX and CsX zeolites. These 
largest cations may partially block the 12-ring apertures to the CI cages and inhibit 
the diffusion of metal vapour into the M cages (Figure 17.1(c)). However, if electron 
transfer occurs, the Rb and Cs atoms formed have a much weaker interaction with 
the 12-ring window and migrate more in the c( cages. This open the way for the Li+, 
Na+ . . . cations formed by reverse electron transfer to migrate into the M cages to 
find a coordination site. These size factors probably influence the overall energetics 
for this reverse electron transfer [74]. 

Similar reverse electron transfer was observed on Y zeolite, where MN3 (M = Li, 
Na and Cs) decomposition on MY (M = Li, Na, K,Rb and Cs) zeolites was sys- 
tematically explored [ 161. Moreover, not only pure M: particles, but also mixed 
alkali metal particles such as Na,K,, Na,Rb, or Na,Cs, were observed [lo, 161. 

Nuclear Magnetic Resonance was also used to characterize the alkali metal par- 
ticles encapsulated into the zeolite cages [lo, 21, 75-77]. The 23Na NMR spectrum 
of the Na loaded NaY zeolite shows a broad and unshifted line (vs NaCl) at room 
temperature that is assigned to sodium metal particles with even number of atoms 
with an uncomplete spin pairing due to spin orbit coupling. In the Rb loaded NaY 
zeolite the 23Na NMR spectrum shows a broad unshifted line and a largely shifted 
narrow line at 1660 ppm at room temperature (Figure 17.9) [77]. The insert shows 
the temperature dependence of the shifted line between 280 and 260 K. By decreas- 
ing the temperature, the resonance frequency of this line decreases slightly and its 
intensity decreases and vanishes at 260 K, while a new narrow line appears at 1122 
ppm. At high Rb loading Na-Rb alloy could be formed, characterized by the 
NMR line at 1660 ppm (6350 ppm for s7Rb NMR line vs Rb2CO3). The Knight 
shift of the bulk sodium metal is 1120 ppm. The low field shift of the Na-Rb alloy 
can be explained by the more electronegative character of sodium with respect to 
rubidium, causing an increase in the spin density of Na nuclei and a decrease on Rb 
nuclei. This leads to an increase in the Na Knight shift (6530 ppm for bulk rubi- 
dium metal). The temperature dependence of the observed shifted lines described 
above can be interpreted as a consequence of a phase transition of the alloy at 260 
K from a liquid alloy to two separated Na and Rb phases. Indeed, the resonance 
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Figure 17.10. Schematic representation of the model of the 
itinerant electron ferromagnetism in K-LTA zeolite 1261. Density of State 

positions of the new lines correspond to the Knight shifts of bulk Na and Rb, indi- 
cating the formation of separated metal aggregates. 

Note that Iz9Xe NMR was also used to probe the presence of sodium metal 
particles in zeolite Y .  This method will be described in more detail below (221. 

Novel electronic properties can be expected in mutually interacting arrayed clus- 
ters. The zeolite provides a periodic nanoscale space for guest materials and an 
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array of clusters can be stabilized there [24]. Ferromagnetism is the result of electron 
correlation. If electrons are localized at each cluster, they exhibit paramagnetism 
and diamagnetism in open and closed shells of localized electronic states, respec- 
tively 1261. Free electron metals such as potassium exhibit Pauli paramagnetism and 
Landau diamagnetism but no ferromagnetism at any electron density. However, 
when alkali metal atoms are loaded into the dehydrated zeolite cages the s electrons 
are delocalized over many cations resident in the space of framework and cationic 
clusters are generated. Ferromagnetism was observed in K-LTA zeolite, although 
no magnetic element is contained there. The most remarkable ferromagnetism was 
observed at ca 5K atoms per a cage. From the point of view of optical proper- 
ties, the 4s electrons of guest K atoms occupy 1s- and lp-like orbitals. The doped 
electrons are essentially confined in the a cage, because the resultant energy of the 
localized state in the a cage is lower than that in the p cage. The a cage have six 
windows with a diameter of 5A and these windows are shared with an adjacent a 
cage. The framework potential for electrons may be lowered at windows because of 
the weakness of the framework-repulsive potential. If cations are distributed near 
windows, the potential for electrons is lowered further. Therefore an overlap be- 
tween molecular orbitals in adjacent a cages is expected at the windows and the 
electrons become partly itinerant [26]. The intercluster electron transfer leads to the 
energy band originating from respective quantum electronic state of the cluster. 
Two and six electrons per a cage from guest alkali atoms fill the Is and l p  energy 
bands, respectively. Figure 17.10 represents the model of the itinerant electron fer- 
romagnetism in K-LTA zeolite. The density of state is shown for up- and down- 
spin electrons in energy bands originating form 1s and l p  molecular orbitals of the 
K cluster. If the Fermi energy Ef is located at the energy of a sufficiently high state 
density for the l p  band, a finite population difference between up and down spin 
minimizes the total energy, resulting in ferromagnetism [26]. 

According to theoretical expectations, the ferromagnetism as well as the optical 
properties are very sensitive to the intercluster transfer energy for electron. This can 
be varied by changing the nature of the alkali atom, i.e. changing its ionization 
potential. 

The optical and magnetic properties for Na-, K- and Rb-LTA zeolites will be 
compared for 4.9, 5.4 and 5 alkali atoms per cage, respectively. The samples were 
prepared by vapour phase deposition 1241. Figure 17.1 1 shows the reflection spectra 
for the three samples. Dotted curves indicate the region where the transmission 
through each powder particle cannot be neglected. The surface plasmon excitation 
at ca 2 eV dominates both the Na and K cluster optical spectra, because the con- 
finement potential depths for electrons is sufficiently large. However, in Rb clus- 
ters, the cluster potential is shallower, because of the smaller ionization energy of 
the Rb atom. The surface plasmon band becomes indistinct and the individual ex- 
citation dominates the spectrum. They are assigned to lp-ld transitions at 1.6 and 
2 eV in the Rb-LTA sample. Note also that the oscillator strengths for the 2 eV 
bands are equal to ca 4 and 3.5 for the Na-LTA and the K-LTA samples, re- 
spectively [24]. These large values are due to surface plasmon enhancement effects, 
because the internal electric field at the surface plasmon energy is resonantly excited 
by the external electromagnetic wave. 
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WK-LTA (1) nl- 
Figure 17.11. Reflection spectra of Na-LTA (4.9/a - 

0 5  1 0  1 5  2 0  25 3 0  cage) (a), K-LTA (5.4/n cage) (b) and Rb-LTA (51 
Photon energy (eV) CI cage) (c) [24]. 

The magnetic susceptibilities of the K- and Rb-clusters follow the Curie-Weiss 
law, showing ferromagnetic behaviour. The Weiss temperatures are estimated to be 
6 and 2.7 K, respectively. On the other hand the magnetic susceptibility of Na 
clusters is -1 5 1 x emu/cm3 and shows that the Na clusters have no magnetic 
moment and are diamagnetic [24]. 

The ferromagnetism of the K and Rb clusters can be explained by the theory of 
itinerant electron magnetism. The Curie temperature increases with the increase of 
the Stoner factor, whch is given by the product of the on-site Coulomb energy and 
the density of state at the Fermi surface. As the electron densities are ca 5 per 3 

cage, the Fermi surface is located at the center of the l p  energy band (Figure 17.10). 
The value of the intercluster transfer energy of electrons is higher, while the density 
of state at the Fermi surface is lower for the Rb cluster with respect to the K clus- 
ters. T h s  may result in a smaller Stoner factor and hence a smaller ferromagnetism 
in the Rb clusters, as it is observed experimentally [24]. 

In Na clusters, the intercluster transfer energy is smaller and the density of state 
at the Fermi surface is higher than in the K cluster. Hence, a greater ferromag- 
netism could be expected for the Na cluster. However the Na clusters show neither 
ferromagnetism nor paramagnetism but diamagnetism. This can be explained by a 
strong electron-phonon interaction in the Na clusters leading to the pairing of up- 
and down-spin electrons. The present electron-phonon interaction is mainly caused 
by the electronic interaction with cation displacement, because the framework is 
rigid. When an electron moves in CI cage, cations will change position in the cage in 
order to decrease the total energy. If the intercluster transfer energy of electron is 
sufficiently smaller than the energy gain due to electron-phonon interaction, an 
electron can be localized within the ct cage. If the second electron comes to the same 
cage, the potential depth will further increase. Hence, two electrons in the same 
cage decrease the energy, compared with those in different cages. Indeed, the elec- 
tron-phonon interaction has to be greater than the repulsive Coulomb interaction 
between two electrons. As a result, as the homogeneous distribution of electrons is 
less stable, the electrons gather together to generate stable clusters containing even 
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number of electrons. In the case of Na clusters only the diamagnetic case is ob- 
served. In the present case the average electron number is 5 per a cage. Hence, half 
of the clusters should have four electrons and half six electrons. 

17.3.3 Transition Metal Clusters in Zeolites 

Platinum particles incorporated in X or Y zeolites were extensively studied by 
Gallezot et a1 [in ref. 11 and Sachtler et a1 [49], using various physicochemical 
methods for their characterization (Table 17.4). As a result, the location, particle 
size distribution and the structure of the particles are reasonably understood. The 
size and structure of the particles in Y zeolite were determined by crystal structure 
analysis. 

When the precursor Pt2+ ions are in the supercages, small Pt particles (d = 
0.6-1.3 nm) with an average coordination number of 7.7, as determined from 
EXAFS measurements, are formed in the supercages. If Pt2+ ions are distributed 
in both supercages and sodalite cages, Pt particles are formed by adding Pt atoms 
escaping from the sodalite cages onto the surface of Pt particles already formed in 
the supercages. 

The location and size of the Pt particles is determined by the temperature of oxi- 
dation before reduction is carried out. In addition, Pt agglomeration in the zeolite 
crystals can take place to give aggregates with sizes that exceed that of the super- 
cages (ca 2.0 nm diameter). The structure of the small Pt particles occupying the 
supercages (Figure 17.l(c)) and having a diameter of ca 1.0 nm was determined by 
radial electron distribution method [ 11. The interatomic distances are contracted 
with respect to the fcc (face-centered-cubic) structure of bulk Pt, although upon 
adsorption of hydrogen, relaxation towards the normal fcc structure of the bulk 
metal occurs. From EXAFS analysis of the first-neighbour distances, it was con- 
cluded for the 0.7-0.8 nm particles, that a mixture of icosahedra and cuboctahedra 
with contracted lattice parameter existed, whereas for the larger extrasupercage 
particles of 2.0 nm, the bulk cubic model better described the results. 

The electron deficient nature of Pt particles in zeolites is now firmly established. 
The early evidence for t h s  behaviour was shown by the IR frequency variation of 
adsorbed probe molecules such as CO or NO [l]. Indeed, vco shifts to higher 
frequencies when fewer electrons are available for back-donations of the d-metal 
orbitals into the empty n*-antibonding orbitals of CO. An increase of vco was ob- 
served with decreasing particle size. 

Several explanations have been proposed in order to account for the metal elec- 
tron deficiency. One of the explanations suggests a partial electron transfer from the 
metal to the support [78]. This was recently confirmed on Pd-LTL samples by both 
XPS and IR measurements [79]. In XPS, the binding energy was shown to be par- 
ticle size dependent, increasing by ca 0.5 eV as the particle size decreased form 5.0 
to 1.0 nm. However, (see ref. 79), the Pd particle size remained quasi constant (ca I .3 
nm) and the 1.5 eV binding energy variations from acidic to alkaline samples could 
only be attributed to the interaction between the metal particle and the support. The 
Pd particles can either be electron deficient (on acidic supports) or electron rich (on 
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alkaline supports) compared to bulk Pd. The VCO frequency variations confirmed 
the metal-support electron transfer. 

Sachtler et al suggested that Pd in acidic zeolite Y can form postively charged 
Pd,-Ht adducts, where the proton charge is delocalized over the Pd cluster 1801. 
Finally, Van Santen et a1 have proposed that electrons are attracted by metal atoms 
of the particle near the cations, leading to electron-deficient metal atoms that are 
at  the opposite side of the cations [81] (i.e. polarization of the metal particle by a 
nearby cation). 

The first 195Pt N M R  spectra of Pt particles in zeolites were reported by van der 
Klink et al [38, 821. The NMR spectra were taken point-by-point by scanning the 
frequency with a spin-echo sequence. Between 240 000 and 320 000 scans were 
accumulated for each point, at repetition rate between 33 and 50 s - '  [S2]. The 
diameter of the Pt particles varied from 1.0 to 1.6 nm in Y zeolite (the 1.0 nm par- 
ticle contains ca 30 Pt atoms). 

Most of the Pt-Y samples contained particles too big to fit into the supercages 
without steric problem (d = 1.25 nm). As the TEM observations clearly showed 
that they were inside the matrix, the local framework structure of the zeolite was 
damaged during the Pt particle growth. 

Figure 17.12 shows the spin echo point-by-point 195Pt NMR spectra of the clean 
Pt metal particles (a) encapsulated in NaX zeoite, under oxygen (b) and hydrogen 

PtNaX-65-clean 

Figure 17.12. 195Pt NMR spectra of PtNaX-65 (65% Pt 
dispersion), obtained at 80 K by the point by point spin 
echo method (a) Clean surface, (b) Saturated with oxygen, I I I I 

centers of gravity (first moments) of the spectra [38). FieldfFrequency (G/kHz) 
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(c) adsorption (381. The NMR line shape does not vary markedly with temperature 
as the Knight shift is not very sensitive to the temperature-dependent changes in the 
local density of states at the Fermi level. The effect of oxygen chemisorption is less 
marked than the hydrogen chemisorption. The line maximum shifts from 1.100 G/ 
kHz to 1.096 G/kHz under oxygen or hydrogen chemisorption. 

The lgSPt nuclear spin-lattice relaxation time (TI)  was studied as a function of 
temperature. At temperature above 80K all clean-surface samples show the Kor- 
ringa relaxation mechanism with TI  T = C', characteristic of nuclei in the metallic 
state. 

In Pt NMR, both the Knight shift K and the Korringa product TI  T depend on 
contribution from the s-like and d-like local density of states (LDOS) at the Fermi 
energy. Many combinations of s- and d-like LDOS may give the same Knight shift, 
but different T1 T products and therefore the spin-lattice relaxation curve, measured 
at a given point (fixed K) in a small particle NMR spectrum is a more sensitive 
probe for the metallic nature of the Pt atoms. The recovered signal amplitudes Ajk 

were measured at temperature Tj for different values Tk of the relaxation interval 
after saturation of the nuclear magnetization. The A,! vs zT curves were then scaled 
in order to obtain a single multiexponential curve (Figure 17.13) [38]. 

The PtNaY data show that the size independence observed at 80 K (Figure 
17.13(a)) is lost at lower temperatures and that smaller and smaller fractions of the 
signal obey time-temperature scaling when the temperature is lowered. The scaling 
fraction at fixed temperature is seen to diminish with decreasing particle size [38]. 
On the average, a fraction of ca 0.3 of the signal obeys time-temperature scaling 
down to 22 K. After chemisorption of oxygen or hydrogen, deviations from scaling 
behaviour are seen at relatively high 225-250 K temperatures. 

As a conclusion, the metallic character of the Pt atoms decreases with decreasing 
partical size as well as with oxygen or hydrogen chemisorption. At 22K only par- 
ticles with diameters longer than 1.6-1.9 nm are still metallic [38]. 

'29Xe NMR is a powerful technique to characterize the metal particles incor- 
porated into the zeolite cavities [43, 50, 83-85]. The NMR chemical shift of '29Xe is 
very sensitive to the void volume, the nature of cations, the nature and size of metal 
particles.. . . [83]. 

Xenon atoms are exchanging very rapidly on the NMR time scale between 
supported metal clusters in large cavities, the cage walls and adjacent zeolite crys- 
tals. As a result of this fast exchange only a single NMR line is obtained. In gen- 
eral, a hyperbolic shaped relationship is observed for the '29Xe NMR chemical 
shift and the Xenon pressure (or the concentration of physisorbed Xe in moles 
of Xe per gram of zeolite) for PtNaY zeolites. If one assumes that four Xe atoms 
can approach the Pt particle in the supercage through the 4 windows and if z is 
the maximum number of Xe atoms that can fit an empty supercage at high pres- 
sure, one arrives at the expression [43] of the chemical shift at a certain Xe pressure 
6(P): 



4 16 f 7 Nanoclusrers in Zeolites 

1 0  

Iu m 
a - - 

o PtZY 56-clean 
o PtZY @-clean 
0 PtZY 77-clean 

0 5  

1 0  

0 5  

0.0 

Figure 17.13. Time-temperature scaled 
spin-lattice relaxation data for three 
clean-surface Pt NaY samples taken 

0.01 0.1 I 10 100 1000 at spectral position 1,100 G/kHz. 
The full curve in all panels is a double- 
exponential fit to the 80 K data [38]. T T(s K) 

where d p t  is the Xe chemical shift of xenon in contact with the metal particle, 
&,y(p) is the chemical shift of xenon in contact with the zeolite wall at a certain 
pressure, Npt is the fraction of supercages containing a metal cluster, N N ~ ~  = 

1 - Npt is the fraction of empty supercages and a is the adsorption constant of 
xenon in empty NaY supercages. (Note that N N , ~  is considered close to unity.) If 
A ( p )  = 6 ( p )  - &,y(p), a linearized form of the above equation can be obtained: 

1 za 1 - Npt 
- +-- P 

1 

A ( P )  apt G P ~  N P ~  

The product za was obtained from adsorption isotherms and is equal to 0.0033 
Torrrl at room temperature (861. 

Table 17.10 shows the fraction of cavities occupied by Pt or PtCu alloy particles, 
together with the number of atom per particle. The formation of alloy particles 
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Table 17.10. Number of mono- or bi-metallic clusters per supercages ( N  = NPt or N = NptCu) and 
number of atoms per clusters (m = rnpt = n p l / N p l  or m = (ma + mco) = ( n p I  + ncU)/Np1cu)  with 
npf and ncu being the number of atoms per supercages for samples Pt,Cu,/NaY. 

Sample N m 

0.078 
0.025 
0.020 
0.0029 
0.038 
0.034 
0.026 
0.027 

22 
18 
13 
30 
47 
11 
18 
19 

during the reduction is strongly favoured if the precursor of the less reducible metal 
is mobile over the surface of the support [50]. In the case of PtCuY, platinum ions 
will be reduced first and the subsequent reduction of Cu2+ ions will be catalyzed by 
the Pt particle. As a consequence, a copper outer shell is formed covering the inner 
core Pt particle. This is confirmed by '29Xe NMR and EXAFS data. The latter 
show clearly that the Pt-Pt distance did not change from pure Pt particles to the 
PtCu alloys encapsulated in the zeolite supercages. 

Extended X-ray absorption fine structrue (EXAFS) is the most commun physical 
method for determining the coordination number of the supported metal and thus 
for obtaining information about the particle size [103]. 

For example, EXAFS confirmed the existence of small PtPd bimetallic particles 
in NaY zeolite [ S S ] .  It also showed that Pt and Pd atoms are randomly mixed. From 
the average total coordination numbers diameters of ca 1 nm were calculated for 
the bimetallic particles. The particle size of the pure Pd particles was ca 2.5 nm. 
Transmission electron microscopy (TEM) showed average diameters of less than 
2 nm for bimetallic particles and of 5.8 nm for the monometallic Pd particle. The 
discrepancy between the EXAFS and the TEM values can be explained as follows. 
EXAFS underestimates the coordination number for very small particles. On the 
other hand, it is difficult to distinguish very small (<1 nm) particles by TEM, from 
the zeolite background because of lack of contrast and therefore the number aver- 
aged diameter is overestimated [SS]. 

Supported bimetal particles consisting of iron and a platinum group metal (Ru, 
Rh, Pd, Ir or Pt) have been studied extensively (Table 17.1). These studies led to the 
general conclusion that the reducibility of the iron group metals is enhanced by the 
platinum group metals. Whereas the reduction of, for example, Fe3+ or Fez+ ions to 
Fe" inside a zeolite such as Y is known to be more difficult than reduction of Fez03 
particles, it is probable that some of these ions can be reduced to Fe" in the presence 
of platinum group metals, but the extent of this reduction will depend on the rela- 
tive position of the ions, their mobility, the concentration of protons and the tern- 
perature [54]. It was shown that Pd or Pt particles strongly interact with iron ions 
and the chemical anchoring of these particles by iron ions led to an enhanced dis- 
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persion of the particles. Reduction of ion-exchanged PdFe/NaY with H2 results in 
the formation of Fe2+ ions and PdFe alloy clusters. The extent of Pd-enhanced re- 
duction of Fe2+ to Fe" decreases with increasing proton concentration in the zeolite. 
Data obtained form Mossbauer spectroscopy, ferromagnetic resonance and FTIR 
of adsorbed CO indicate prevalent formation of PdFe alloy clusters [54]. An aver- 
age composition of PdlsFe and PdloFe3 was found for the reduced clusters in PdFe/ 
NaHY and neutralized PdFe/NaY, respectively. A strong ferromagnetic resonance 
signal from PdFe, particles isolated in different zeolite cages and containing only 
one or two Fe atoms suggests that Pd atoms surrounding an Fe atom become 
polarized. Long-range magnetic coupling results from strong spin polarization of 
the Pd matrix, which aligns itself in the direction of the magnetic moment of the Fe 
atoms [54]. 

17.3.4 Miscellaneous 

17.3.4.1 New Forms of Luminescent Silicon 

There is current interest in devising physical and chemical methods for converting 
silicon into an efficient room temperature light emitter 1611. The well known dia- 
mond lattice of bulk silicon makes it an indirect band gap semiconductor with 
electric dipole forbidden luminescence. Finding a method to trick silicon into cir- 
cumventing this strict selection rule and evoke useful luminescence from silicon, 
while at the same time maintaining the good electrical transport, mechanical and 
thermal stability of the crystalline form of silicon, would provide opportunities for 
introducing light emitting silicon into integrated circuitry. This could lead to the 
development of silicon-based optoelectronic devices [6 11. 

Approaches that are currently used for engineering photoluminescence or elec- 
troluminescence into crystalline silicon, involve defect engineering and band struc- 
ture engineering [61,62]. The former method includes substitution of isoelectronic or 
isovalent impurities for silicon and rare earth doping. The latter method includes 
alloying, such as Si,-,Ge, superlattices and the use of quantum size effects, exem- 
plified by quantum well, wire and cluster forms of silicon [61, 621. 

The chemical vapor deposition of disilane SiZH6 within the diamond lattice of 
13 8, supercages in the acid form of zeolite Y (HY) has been employed to assemble 
an array of silicon nanoclusters. In this process, Si2H6 molecules are reactively 
anchored to Bronsted acid sites in dehydrated HY. Controlled thermal treatment of 
these samples in a closed system induces a series of H2 elimination reactions to yield 
encapsulated capped silicon nanoclusters. The resulting materials are air and water 
stable and display orange-red photoluminescence at room temperature. The inten- 
sity and lifetime of this photoluminescence is temperature dependent and the in- 
tensity is proportional to the disilane loading [61, 621 (Figure 17.14). The optical 
absorption edges and luminescence energies of these materials display monotonic 
red shifts with increasing disilane loading. They display no temperature dependence 
of their absorption edges which are blueshifted with respect to bulk silicon (Figure 
17.14). 
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Figure 17.14. Left: changes in the optical absorption spectra of the silicon nanoclusters in zeolite Y 
with respect to S&H6 loading, (a) 2 SizH6/supercage, (b) 5 Si*Hs/supercage, (c) 8 SizHh/supercage. 
Right: emission spectra of silicon nanocluster in Y zeolite, obtained from 4 SizHs/supercage [61, 
621. 

An interesting series of correlations was reported relating such parameters, as 
average Si coordination numbers for clusters of different sizes and shapes, inverse 
characteristic length scales, total number of silicon atoms contained in a cubic Si 
cluster of a particular size and the corresponding measured luminescence lifetimes 
and peak luminescence energies [91] (Figure 17.15). This study enables one to con- 
veniently ascribe a measured luminescence to a specific size silicon nanostructure 
regardless of how the sample was prepared. For example, it provides a foundation 
for ascribing the measured 1.8 eV luminescence energy to ca 13 A diameter nano- 
clusters containing around 60 atoms. It can be shown by molecular models that this 
cluster can fit the Y zeolite supercage [61]. 

The chemical vapour deposition of Si2H6 was also used to form silicon clusters in 
the 35 A hexagonal symmetry mesoporous channel of MCM-41. The TEM images 
of the material point to a dominant intrachannel silicon cluster growth process 
rather than one in which a hollow silicon cylinder forms and inwardly grows from 
the channel walls of the host [61]. This is consistent with the behaviour of the opti- 
cal absorption edge which monotonically red shifts and asymptoticallly converges 
to a limiting energy that corresponds to a silicon cluster of about 35 A in size [61, 
911. It appears that silicon cluster growth is indeed spatially constrained by the 35 A 
channel dimensions of the mesoporous silica host. 

Studies have also been initiated that are aimed at synthesizing Sil_,Ge, binary 
nanoclusters by topotactic chemical vapour deposition of disilane-digermane mix- 
tures within the diamond lattice of 13 A diameter supercages of zeolite Y [61]. 
Noteworthy is the composition edges that has been observed for the encapsulated 
Sil -xGe, binary nanoclusters which are consistently blue shifted with respect to 
their bulk Si,-,Ge, alloys. Trends in the composition dependence of the optical 
absorption spectra of the binary Sil-,Ge, nanoclusters are consistent with an 
EXAFS derived structural model based on a diminishing diamondlike four coor- 
dinate Ge cluster core and a thickening Si outer coating, the latter being oxide and 
hydride capped [61]. 
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17.3.4.2 Semiconductor Nanoclusters in Zeolites 

A promising approach involves synthetic methods that creatively blend con- 
ventional semiconductor technology with three dimensional structure controlled 
topotactic growth of semiconductor nanoclusters [56, 581. A method is utilized to 
assemble and organize 11-VI semiconductor nanoclusters from molecular chemical 
vapour deposition (MOCVD) type reagents within the diamond lattice of 13 A 
spherical cavities found in zeolite Y (Figure 17.l(c)). Specifically, these experiments 
involve the room temperature reaction of volatile (CH3)zM reagents (M = Zn, Cd) 
with Bronsted acid sites in HnNa56_,,Y. This yields materials containing ZOMCH3 
(ZO represents the zeolite oxide framework) moieties anchored at cc-cage (or super- 
cage) sites of zeolite Y. Exposure of (CH3M)48NagY, containing six ZOMCH3 
precursors per CI cage, to H2X (X = S, Se) induces a subsequent transformation to 
materials the composition of which is close to (M6&)8H16NagY [58] .  From IR, 
EXAFS and Rietveld PXRD structure analyses, an ideal structural model based on 
M4X4 cubane-type clusters, anchored through two of their chalcogenide vertices to 
the oxide framework of the zeolite by site I1 and 111 w a g e  M2+ cations (see Figure 
17.1 (c)), namely M z ( M ~ X ~ ) ~ +  is favoured over an alternative M6X:' adamantane 
geometry (Figure 17.16) [58].  



17.3 Characterization o j  Nanoparticles in Zeolite Hosts 421 

Figure 17.16. Model of the proposed structure of Znz (Zn4S4)4+ anchored 
cubane cluster in the cc-cage of zeolite Y based on EXAFS, Rietveld re- 
finement of PXRD and minimum energy calculations [SSI. 

Figure 17.17. (a) Schematic energy level diagram depicting 
the HOMO (S-", 3p), LUMO (Cd", 5sp) and midgap states 
arising from nonterminated dangling bonds (surface states) 
in (b) the anchored Cdz (Cd4S4)4+ cluster located in the a- 
cage of zeolite Y [ S S ] .  

cT* (Cd-S) 

' u(Cd-S) 

Six (CH3)ZCd species per CI cage can also be loaded into partially exchanged 
H,Na56-,Y having n = 0, 8, 16, 24, 32 and 40. These react with, for example, H2Se 
to yield nanoclusters of the type CdsSes for n = 0 and 8, CdsSeP for n = 16, 24 
and 32 and CdsSeF for n = 40 [%I. 

The optical reflectance spectra of the M s X F  nanoclusters display a blue shift of 
their absorption edges with respect to the bulk 11-VI semiconductors, characteristic 
of quantum confinement. The order of the absorption edges of these nanoclusters, 
namely ZnsS? > ZnsSeF > CdsSif > Cd6Se:' follows that of the bandgap en- 
ergies of the parent bulk semiconductors. The luminescence spectrum of CdsSep 
nanocluster at 625 nm originates from localized surface states associated with im- 
properly terminated dangling bonds (Figure 17.17). Following excitation at 400 nm 
(cluster) or 240 nm (zeolite framework) the electron hole pair can relax non- 
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radiatively into the midgaps traps states. It is probable that this process is at 
the origin of the Stokes-shifted red luminescence observed around 625 nm. The 
temperature dependence of the observed luminescence quenching of the 625 nm 
emission is consistent with a multiphonon radiationless relaxation process. Possible 
vibrational modes that could contribute to the average phonon frequency of 
378 cm-' value, determined from the simulation of the relative intensity of the 
luminescence as a function of temperature, are a combination of both CdhSe;' 
cluster skeletal modes (for bulk CdS, ca 270 cm-') and 6TO4 deformation and 
pore-opening modes of the zeolite, which occur in the regions of 500 and 300 cm I .  

respectively. These results are consistent with a structural model involving the 
CdsS:+ cluster anchored in the a cage of the zeolite host [58]. 

17.3.4.3 Quantum Chains 

The production of selenium chains with controlled lengths and conformations in a 
zeolite host provides an interesting opportunity to probe quantum size effects in 1 D 
semiconductor [3, 3 1-33]. Isolated selenium chains could bridge the behaviour be- 
tween atomic-molecular forms of selenium and the bulk semiconductor trigonal 
form. Selenium is of interest, because it has an intermediate electrical conductivity 
with a negative coefficient of resistivity in the dark. It is markedly photoconductive 
and is used in photoelectric devices and xerography [3]. 

Single selenium and tellurium chains were stabilized in the unidimensional chan- 
nels of mordenite [32]. Isolated Se chains in mordenite channels are strongly photo- 
sensitive [33, 921. The chains form the same helical structure as in the crystalline 
trigonal Se [3, 311 (Figure 17.18). The combination of EXAFS and solid state NMR 
spectroscopy with optical absorption techniques revealed the effect of spatial con- 
finement of Se in mordenite [31]. Encapsulation of Se causes the Se-Se bond length 
(2.34 A)  to shorten relative to the distance observed in helical chains of trigonal Sen 
(2.373 A). No interchain correlation remains if Se is adsorbed in the channels, in- 
dicating the presence of isolated, single molecular Sen units [31]. 

Se has also been successfully loaded in A, X, Y and AIPO-5 molecular sieves [31]. 
Se is predominantly in the trigonal from in X, Y and AlPO-5, while only Seg crown 

Figure 17.18. (a) Structure of crystalline Se; 
(b) A projection of the Se chain along the S e  

I I c-axis [3] 
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ring was found in zeolite A. A mixture of allotropes and helical chains occupy the 
large 3D-pore systems of X and Y zeolites. A single helical chain occupies the 
AlPO-5 channels as it was shown for mordenite [3, 311. 

17.3.4.4 Microporous Semiconductors 

The synthesis of crystalline nanoporous metal sulfide or selenide materials was re- 
cently carried out using template based hydrothermal methods (63, 67, 93, 941. 
These materials can be viewed as having a lattice of quantum antidots. In this case, 
the electrons are constrained to the regions between quantum dots [67, 941. Note, 
that this new field was initiated by the group of E.M. Flanigen [95]. 

A noteworthy structural feature discovered in the R-SnX-1 (RzSn3S7, RzSn3Se7) 
and R-SnS-3 (RzSn4S9) nanoporous Sn (IV) chalcogenides is the unique ability of 
their open frameworks to undergo elastic deformations in response to variation of 
the organic template or adsorbed molecular guests [63]. For example, R-SnS-I iso- 
structures were synthesized with occluded NH;, Me4N+, Et4NS, "Pr3NH+, QH+, 
'BuNHT and DABCOH+ guestes (QH+ = quinuclidinium and DABCOH+ = diaza 
- [2,2,2]-bicyclooctanium). These structures are formed by Sn3S4 broken-cube 
cluster building blocks and basic 24-atom ring porous layers exist in their unit 
cells but with slightly different pore sizes, shapes and interlamellar spacings [63] 
(Figure 17.19). For example, when viewed orthogonally to the layers, the regular 
hexagonal-shaped 24 atom ring pores in TMA-SnS-1 are distorted away from hexa- 
gonal in TEA-SnS-I through a kind of shearing deformation (Figure 17.19(a, b))  
(TMA = Me4N+ and TEA = Et4N' ). Similarly, the regular elliptical shaped 32- 
atom ring pores in TBA-SnS-3 become distorted elliptical shapes in TPA-SnS-3 
through an analogous type of shearing motion (Figure 17.19(c, d))  (TBA = Bn4N+ 
and TPA = "Pr4Nf) [63]. 

Figure 17.19. Pore size and shape distortions in (a )  TMA-SnS-1, (b) TEA-SnS-1, (c)  TBA-SnS-3, 
and (d) TPA-SnS-3 (631. 
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The TMA-SnSe-1 system can well illustrate the effect that different loadings of an 
adsorbed molecular guest can have on the framework structure of a nanoporous 
Sn(IV) chalcogenide. The small change from just three to two H20 molecular guests 
in a pore causes the whole nanoporous layer structure to flex with a concomitant 
redistribution of the template cations and remaining water molecules within the 
pores, that is a kind of cooperative reconstruction of the entire host-guest system 
(similar to an ‘inorganic enzyme mimic’). Significantly, this structure-bonding 
change is accompanied by a ca 75 nm redshift on the optical absorption edge of 
these materials [63]. 

The synthesis, structures and optical properties of the essentially phase-pure, 
isostructural and compositionally tunable TMA-SnS,Sel-,-l series of nanoporous 
Sn(IV) thioselenides were also reported [94]. It was demonstrated that the possibility 
existed to chemically fine tune the electronic and optical properties of a crystalline 
nanoporous material, built from the components of a bulk semiconductor, with 
void spaces of molecular dimensionality. The discovery of this new class of nano- 
materials is a significant step towards the development of tunable semiconductor 
quantum antidot lattices, molecular discriminating nanoporous semiconductor and 
electronically tunable membranes [94]. 

17.4 Prospects 

The way exists to design advanced materials for quantum electronics, nonlinear 
optics, photonics, chemoselective sensing, size- and shape selective electrocatalysis 
and redox processes [67]. 

The unique advantages of zeolites are obvious. The route is now open to synthesize 
zeolite based electronic, optical, magnetic and dielectric materials. The marked pro- 
ton conductivity of certain acid zeolites makes possible the fabrication of electro- 
chromic zeolites. The molecular size pore and channel structure of zeolites provides 
a novel medium to create ultrahigh resolution images and package and process 
information at high storage densities. The unidimensional channel architecture of 
certain zeolites permits the assembly of low dimensional zeolite conductors and the 
control of energy transfer and energy migration of restricted dimensions [ 31. 

For example, sodalite nanostructures could be used as nonlinear optical mate- 
rials for optical transistors in optical computing, frequency doubling and other op- 
tical applications. Sodalites fulfill one prerequisite for second-harmonic generation, 
namely, they are noncentrosymmetric. However, the noncentrosymmetry applies 
only to the guest portion of the material. It should be necessary to increase the 
dipole moment of the guest, by combining cations with large differences in electro- 
negativity (for example - sodium-silver cations) and aligning them by carrying out 
the ion exchange in a strong electric field. The possibility exists to use silver soda- 
lites for applications in high density imaging and reversible optical data storage. In 
this field, compositional fine tuning is required to increase image stability and con- 
trast, as well as optimize reading, writing and erasing response times, threshold 
powers and wave lengths [2]. 
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Nonoxide frameworks may also be found having their characteristic challenges, 
pitfalls and technological relevance, but they are also part of the investigation of 
self assembly employed to form open framework structures for advanced materials 
applications [67]. 

Acknowledgments 

The authors are indebted to Mr Francis Valette for the nice drawings and Mrs 
Dorina Popa and Mr Mohamed Hammida for technical assistance. 

References 

[I] P. A. Jacobs, Stud. Surf. Sci. Catal. 1984, 29, 357. 
[2] A. Stein, G. A. Ozin, in: Proc. Ninth Inf .  Zeolite Conference, (Eds.: R. vonBallmoos et al.), 

Butterworth-Heinemann, Boston 1993, Vol. 1 p. 93. 
[3] G. A. Ozin, A. Kuperman, A. Stein, Angew. Chem. 1989, 101, 373. 
[4] G. D. Stucky, J. E. MacDougall, Science 1990,247, 669. 
[ 5 ]  D. W. Breck, Zeolite Molecular Sieves. Structure, Chemistry und Use, Wiley-Interscience, 

(61 Atlas of Zeolite Structure Types, (Eds.: W. M. Meier, D. H. Olson, C. Baerlocher), Elsevier, 

[7] W. J. Mortier, Compilation of Extra Framework Sites in Zeolites, Buttenvorth, London 1982. 
[S] R. M. Barrer, Hydrothermal Chemistry of Zeolites, Academic Press, London 1982. 
[9] H. G .  Karge, H. K. Beyer, Stud. Surj Sci. Catal. 1991, 69, 43. 

New York 1974. 

London, 1996. 

[lo] I. Hannus, J. B. Nagy, I. Kiricsi, Hyperfine Interaction 1996, 99, 409. 
[ I l l  K. H. Rhee, F. R. Brown, D. H. Finseth, J. M. Stencel, Zeolites 1983, 3, 394. 
[I21 L. R. Gellens, W. J. Mortier, R. A. Schoonheydt, J. Uytterhoeven, J. Phys. Chem. 1981, 85, 

(131 E. Gachard, J. Belloni, M. A. Subramanian, J .  Mater. Chem. 1996, 6, 867. 
[I41 G. A. Ozin, A. Kuperman, A. Stein, Angew. Chem. Int. Ed. Enyl. 1989, 28, 359. 
[IS] D. R. Brown, L. Kevan, J. Phys. Chenz. 1986, 90, 1129. 
[I61 I. Hannus, A. Beres, J. B. Nagy, J. Halasz, I. Kiricsi, J. Mol. Structure, 1997, 43, 410-411. 
[17] B. Xu, L. Kevan, .I Chem. Soc., Faruday Trans. 1991,87, 2843. 
[18] R. E. H. Breuer, E. de Boer, G. Geisman, Zeolites 1989, 9, 336. 
[I91 L. R. M. Martens, P. J. Grobet, P. A. Jacobs, Nature 1985, 315, 568. 
[20] L. R. M. Martens, P. J. Grobet, W. J. M. Vermeiren, P. A. Jacobs, Stud. Surf: Sci. Catal. 

[21] E. Trescos, F. Rachdi, L. C. de Mtnorval, F. Fajula, Int. J. Mod. Phys. B 1992, 6, 3779. 
1221 E. Trescos, L. C. de Mtnorval, F. Rachdi, J’. Phyx, Chern. 1993, 97, 6943. 
[23] J. A. Rabo, C. L. Angel, P. H. Kasai, V. Schomaker, Discuss. Faraday SOC. 1966, 41, 328. 
[24] Y. Nozue, T. Kodeira, S. Ohwashi, N. Togashi, T. Monji, 0. Terasaki, Stud. Surf: Sci. Catal. 

[25] T. Kodaira, Y .  Nozue, S. Ohwashi, T. Goto, 0. Terasaki, Phys. Reo. B 1993, 48, 12245. 
[26] Y. Nozue, T. Kodaira, S. Ohwashi, T. Goto, 0. Terasaki, Phys. Rev. B 1993, 48, 12253. 
[27] T. Kodaira, Y .  Nozue, 0. Terasaki, H. Takeo, Stud. Surf: Sci. Catal., 1997, 105, 2139. 
[28] Y. Wang, N. Herron, J. Phys. Chem. 1988, 92, 4988. 

2183. 

1986, 28, 935. 

1994, 84, 837. 



426 I 7  Nunoclusters in Zeolites 

[29] N. Herron, Y. Wang, M. M. Eddy, G. D. Stucky, D. E. Cox, K. Moller, T. Bein, J. Am. 

[30] K.  Moller, T. Bein, M. Eddy, G. D. Stucky, N. Herron, Report 1988, TR-11. 
1311 J. B. Parise, J. E. MacDougall, N. Herron, R. Farlee, A. W. Sleight, Y. Wang, T. Bein, K .  

[32] V. N. Bogomolov, S. V. Kholodkevich, S. G. Romanov, L. S. Agroskin, Solid State Com- 

[33] K.  Tamura, S. Hosokawa, H. Endo, S. Yamasaki, H. Oyanagi, J. Phys. Soc. Jpn. 1986, 55, 

[34] J. E. Mac Dougall, H. Eckert, G. D. Stucky, N. Herron, Y. Wang, K. Moller, T. Bein, D. 

1351 E. G. Derouane, J. B. Nagy and J. C. Vtdrine, J. Catal. 1977, 46, 434. 
1361 J. B. Nagy, M. Van Eenoo, E. G. Derouane, J. C. Vtdrine, in: Magnetic Resonance in Colloid 

I371 J. B. Nagy, M. Van Eenoo, E. G. Derouane, J. Catal. 1979, 58, 230. 
[38] Y. Y. Tong, D. Laub, G. Schulz-Ekloff, A. J. Renouprez, J.  J. van der Klink, Phys. Reu. B 

[39] H. Trevino, W. M. H. Sachtler, Catal. Letters 1994, 27, 251. 
[40] S. T. Homeyer, L. L. Sheu, Z. Zhang, W. M. H. Sachtler, R. R. Balse, J. A .  Dumesic, Appl. 

[41] V. R. Balse, W. M. H. Sachtler, J. A. Dumesic, Catal. Letters 1988, I ,  275. 
[42] Z. Karpinski, Z. Zhang, W. M. H. Sachtler, Catal. Letters 1992, 13, 123. 
[43] G. Moretti, W. M. H. Sachtler, Catul. Letters 1993, 17, 285. 
[44] M. S. Tzou, B. K. Teo, W. M. H. Sachtler, Langmuir 1986, 2, 773. 
[45] H. Trevino, G.-D. Lei and W. M. H. Sachtler, J. Catal. 1995, 154, 245. 
[46] V. Schunemann, H. Trevino, G. D. Lei, D. C. Tomczak, W. M. Sachtler, K.  Fogash and J .  

[47] C. M. Tsang, S. M. Augustine, J. Butt, W. M. H. Sachtler, Appl. Catal. 1989, 46, 45. 
[48] G. Moretti, W. M. H. Sachtler, J. Catal. 1989, 15, 205. 
[49] M . 3 .  Tzou, M. Kusunoki, K. Asakura, H. Kuroda, G. Moretti, W. M. H. Sachtler, J .  Phys. 

[50] D. H. Ahn, J. S. Lee, M. Normura, W. M. H. Sachtler, G. Moretti, S. I. Wo, R. Ryoo, J. 

[51] Z. Zhang, L. Xu, W. M. H. Sachtler, J. Cutul. 1991, 131, 502. 
[52] J. S. Feeley, A. Y. Stakheev, F. A. P. Cavalcanti, W. M. H. Sachtler, J. Catal. 1992, 136, 182. 
[53] Y. -G. Yin, Z. Zhang, W. M. H. Sachtler, J. Catal. 1992, 138, 721; 1993, 139, 444. 
1541 L. Xu, G.-D. Lei, W. M. H. Sachtler, R. D. Cortright, J. A. Dumesic, J. Phys. Chem. 1993, 

[55] V. Schunemann, H. Trevino, W. M. H. Sachtler, K. Fogash, J. A. Dumesic, J. Phys. Chem. 

[56] M. R. Steele, P. M. Macdonald, G. A. Ozin, J. Amer. Chem. Soc. 1993, 115, 7285. 
[57] R. Jelinek, A. Stein and G. A. Ozin, J. Amer. Chem. Soc. 1993, 115, 2390. 
[58] G. A. Ozin, M. R. Steele, A. J. Holmes, Chem. Materials 1994, 6, 999. 
[59] S. Oliver, G. A. Ozin, L. A. Ozin, Adv. Materials 1995, 7, 948. 
[60] G. A. Ozin, Adv. Chem. Series 1995, 245, 335. 
[61] 0. Dag, A. Kuperman, G. A. Ozin, Adu. Materials 1995, 7, 72. 
[62] 0. Dag, A. Kuperman, P. M. Macdonald, G. A. Ozin, Stud. Suuf: Sci. Catal. 1994, 84, 1107. 
[63] H. Ahari, C. L. Bowes, T. Jiang, A. Lough, G. A. Ozin, R. L. Bedard, S. Petrov, D. Young, 

[64] P. Enzel, G. S. Henderson, G. A. Ozin, R. L. Bedard, Adv. Materials 1995, 7, 64. 
[65] T. Jiang, A. J. Lough, G. A. Ozin, D. Young, R. L. Bedard, Chem. Materials 1995, 7, 245. 
[66] C. L. Bowes, A. J. Lough, A. Malek, G. A. Ozin, S. Petrov, D. Young, Chem. Ber. 1996, 129, 

[67] C. L. Bowes, G. A. Ozin, Adu. Materials, 1996, 8, 13. 
[68] K. Klier, P. J. Hutta, R. Kellerman, ACS Symp. Ser. 1977, 40, 108. 
[69] P. Fejes, I. Hannus, I. Kiricsi, K. Varga, Acta Phys. Chem. 1978, 24, 119. 

Chem. Soc. 1989, I l l ,  530. 

Moller, L. M. Moroney, Inorg. Chem. 1988, 27, 221. 

mun. 1983, 47, 181. 

528. 

Cox,J. Am. Chem. Soc. 1989, I l l ,  800. 

and Intevface Science (Eds.: J. P. Fraissard, H. A. Resing), Reidel, Dordrecht 1980, p. 591. 

1995,52, 8407. 

Catal. 1990, 64, 225. 

A. Dumesic, J. Catal. 1995, 153, 144. 

Chem. 1991, 95, 5210. 

Catal. 1992, 133, 191. 

97, 11517. 

1995, 99, 1317. 

Adv. Materials 1995, 7, 375. 

283. 



References 421 

[70l A. Henglein, Top. Curr. Chem. 1988, 143, 113. 
1711 B. Lindman, S. Forsen, Chlorine, Bromine and Iodine N M R ,  N M R  Basic Principles and 

[72] G. A. Ozin, A. Stein, G. Stucky, J. Godber, in: Inclusion Phenomena and Molecular Recoy- 

[73] M. R. Harrison, P. P. Edwards, J. Klinowski, J. M. Thomas, D. C. Johnson, C. J. Page, J. 

(741 B. Xu, L. Kevan, J. Phys. Chem. 1992, 96, 2642. 
[75] P. J. Grobet, L. R. M. Martens, W. J .  M. Vermeiren, D. R. Huybrechts, P. A. Jacobs, Z. 

[76] P. A. Anderson, P. P. Edwards, J. Am. Chem. Soc. 1992, 114, 10608. 
1771 E. Trescos, F. Rachdi, L. C. de Menorval, F. Fajula, T. Nunes, G. Feio, J. Phys. Chem. 

1993, 97, 11855. 
1781 R. A. Dalla Betta, M. Boudart, Proc. 5th Int. Cong. on Catal. (Ed.: J. W. Hightower), North 

Holland 1973, 2, 1329. 
[79] B. L. Mojet, M. J. Kappers, J. C. Muijsers, J. W. Niermantsverdriet, J. T. Miller, F. S. 

Modica, D. C. Koningsberger, Stud. Surf: Sci. Catal. 1994, 84B, 909. 
[80] S. T. Homeyer, Z. Karpinski, W. M. H. Sachtler, J. Cutul. 1990, 123, 60. 
[81] A. P. J. Jansen, R. A. Van Santen, J .  Phys. Chem. 1990, 94, 6764. 
[82] Y .  Y. Tong, J. J. van der Klink, G. Clugnet, A. J. Renouprez, D. Laub, P. A. Buffat, Surf: 

[83] L. C. de MCnorval, T. Ito, J. Fraissard, J. Chem. Soc., Furaduy Trans. 1 1982, 78, 403. 
[84] R. Schoemaker, T. Apple, J. Phys. Chem. 1987,91,4024. 
[85] S. J. Cho, S. M. Jung, Y. G. Shul, R .  Ryoo, J. Phys. Cliern. 1992, 96, 9922. 
1861 C. Tway, T. Apple, J. Catal. 1990, 123, 375. 
[87] M. Boudart, M. G. Samant, R. Ryoo, Ultrumicroscopy 1986,20, 125. 
[88] T. Rades, C. Pak, M. Polisset-Thfoin, R. Ryoo, J. Fruissard, Catul. Lett. 1994,29, 91. 
[89] B. M. Choudary, K. Lazar, I. Bogyay, L. Guczi, J .  Chem. Soc., Furaduy Trans. 1990,86,419. 
[90] L. Guczi, Cutal. Lett. 1990, 7, 205. 
[91] S. Schupper, S. L. Friedman, M. A. Marcus, D. L. Adler, Y. H. Xie, F. H. Ross, T. D. 

Harris, W. L. Brown, Y. J. Chabal, L. E. Brus, P. H. Citrin, Phys. Rev. Lett. 1994, 72, 2648. 
[92] Y .  Katayama, M. Yao, Y. Ajiro, M. Inui, H. Endo, J. Phys. Soc. Jpn 1989, 58, 1811. 
[93] T. Jiang, G. A. Ozin, R. L. Bedard, Adu. Muterials 1995, 7, 166. 
[94] H. Ahari, G. A. Ozin, R. L. Bedard, S. Petrov, D. Young, Adu. Materials 1995, 7, 370. 
[95] R. L. Bedard, L. D. Vail, S. T. Wilson, E. M. Flanigen, US Patent 4,800,761 (1989) and 

[96] I. Manninger, Z. Paal, B. Tesche, U. Klengler, J. Halasz, I. Kiricsi, J. Molec. Catul. 1991, 64, 

[97] L. Guczi, G. Lu, Z. Zsoldos, Z. Koppany, Stud Surf Sci. Cutul. 1994, 84, 949. 
[98] G. Lu, T. Hoffer, L. Guczi, Appl. Catul. A: General 1992, 93, 61. 
[99] L. Guczi, K. V. Sarma, I. Borko, Cutal. Lett. 1996, 39, 43. 

Progress (Eds.: P. Piehl, E. Fluck, R. Kosfeld), Springer, Berlin 1976, Vol. 12. 

nition (Ed.: J . L .  Atwood), Plenum, New York 1990, p. 379. 

Solid Stute Chem. 1984, 54, 330; J. Chem. Soc., Chem. Commun. 1984, 982. 

Phys. D 1989, 12, 37. 

Sci. 1993,292, 276. 

4,933,068 (1990). 

361. 

[loo] H. K. Beyer, P. A. Jacobs, Metal Microstructures in Zeolites (Eds.: P. A. Jacobs et al.) Else- 

[I011 P. A. Jacobs, W. De Wilde, R. A. Schoonheydt, J. B. Uytterhoeven, H. K. Beyer, J. Chem. 

[I021 D. C. Tomczak, G. D. Lei, V. Schuenemann, H. Trevin, W. M. H. Sachtler, Microporous 

[lo31 Z. C. Zhang, G. D. Lei, W. M. H. Sachtler, Ser. Synchrotron Radiut. Techn. Appl. 1996,2, 

[I041 E. Trescos, L. C. de MCnorval, F. Rachdi, Appl. Mugn. RCson. 1995, 8, 489. 
[I051 V. I. Srdanov, N. P. Blake, D. Markgraber, H. Metiu, G. D. Stucky, in: Advanced Zeolite 

vier, Amsterdam, 1982, p. 95. 

SOC., Faruday Trans. I1976, 72, 1221. 

Muter. 1996, 5, 263. 

173. 

Science and Applicutions (Eds.: J. C. Jansen et al.) Elsevier, Amsterdam 1994, p. 115. 





Chapter 18 

Nanoparticles and Nanostructured Films: Current 
Accomplishments and Future Prospects 

J. H. Fendler and Y. Tian 

18.1 Introduction 

Properties of solid materials undergo drastic changes when their dimensions are 
reduced to the nanometer size regime. For semiconductors this transition occurs 
when the particle sizes are comparable to the de Broglie wavelength of the electron, 
to the mean free path of the exciton, or to the wavelength of the phonons. Particles 
in the nanometer range, i.e., nanoparticles, are said to be size quantized. Size- 
quantized particles are prepared by both physical and chemical methods. The more 
traditional approach involves physical processing (grinding or ball-milling of larger 
particles, crystal growing, ion implantation, and molecular epitaxy, for example) 
rather than chemical syntheses. Advantage, on the other hand, is taken of versatile 
inorganic, organic, and electrochemical synthetic methodologies in the chemical 
approach to construct nanoparticles with distinct electronic structures from their 
constituent atoms and molecules, and crystal and surface structures from their bulk 
materials. Additionally, preparative, polymer, and colloid chemical techniques are 
employed to control the sizes and monodispersities of the incipient nanoparticles 
and to stabilize them in the solid state and in aqueous and nonaqueous dispersions 
[ 1, 21. Significantly, biomineralization, mother nature’s construction of nanopar- 
ticles in cells [3, 41, has inspired many nanoparticle preparations 15, 61. 

The unique properties of metallic, semiconducting, magnetic, and ferroelectric 
nanoparticles have prompted the burgeoning interest in these systems. The size- 
dependent behavior of nanoparticles manifests itself in markedly altered physical 
and chemical behavior. In particular, changes in mechanical, optical, electrical, 
electro-optical, magnetic, and magneto-optical properties have been investigated 

It is important to keep in mind that the smaller the particles are, the larger 
the portion of their constituent atoms are located at the surface. For example, in a 
2 nm-diameter gold (or CdS) particle, approximately 60% of the atoms (or mole- 
cules) are located at the surface. In semiconductors, this arrangement facilitates 
electron and/or hole transfers to and from acceptors and/or donors localized at the 

17-10]. 
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nanoparticle surface. In metallic nanoparticles, a large surface-area-to-volume ratio 
permits effective charge transfer and elicits charge-transfer-dependent changes in 
the optical absorption spectra [l 11. It is becoming increasingly recognized that the 
properties of nanoparticles are strongly influenced by the, physics and chemistry of 
their surface states. The surface states, in turn, are affected by the crystal morphol- 
ogy of the nanoparticles, by the chemicals attached to them (capping reagents, for 
example [12]), and by the media which surround them [13]. 

Nanoparticle research has reached a well-deserved maturity. Ample summaries, 
reviews, and books document the accumulated information [ 14, 151. Nanoparticle 
research continues to be the subject of national and international symposia and 
workshops [16]. The current state of the art activities focus upon treating nano- 
particles as large macromolecules and linking them, by electrostatic interactions or 
covalent bonds, into heterostructured supramolecules, two-dimensional arrays, or 
three dimensional networks. Alternatively, and additionally, nanoparticles are 
being self-assembled to hierarchically more complex structures [ 171. The integration 
of nanoparticles into nanostructured films has, in fact, been reflected in many of the 
chapters assembled in the present volume. 

The goals of the present closing chapter are (i) to summarize the current activities 
in nanoparticle preparations, (ii) to enable the neophyte to launch desired experi- 
ments by providing data on the properties of the most frequently used bulk semi- 
conductors and on the preparation and characterization of the corresponding 
nanoparticles, and (iii) to speculate on future research directions related to nano- 
particles and nanostructured films. 

18.2 Preparations of Nanoparticles and Nanostructured 
Films: Current State of the Art 

18.2.1 Definitions 

Strictly speaking, nanoparticles are uniformly constituted from identical atoms or 
molecules, nonagglomerated and monodisperse in some liquid. In reality, they often 
agglomerate into larger irregular entities and are rarely monodispersed. Chemically 
prepared nanoparticles seldom have uniform purity. Furthermore, nanoparticles are 
stabilized by surfactants or large polyions or are embedded in some matrix. This, 
inevitably, alters their surface states. 

Deposition or transfer of the nanoparticles to solid support results in the for- 
mation of nanoparticulate (nanostructured) films in which the thickness, the pack- 
ing density, and the orientation of the nanoparticles are potentially controllable. 
Nanoparticulate films are interesting since they are size quantized even though the 
individual nanoparticles are in physical contact with each other. Thus, lateral con- 
ductivity becomes measurable in nanostructured films prepared from conducting or 
semiconducting materials. 
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18.2.2 Chemical Preparations of Nanoparticles 

Metallic, semiconducting, and magnetic nanoparticles have been prepared in a wide 
variety of different media by wet chemical techniques. The available literature, up 
to 1992, has been summarized in a recent review [5] .  More recent developments in 
semiconductor nanoparticle preparations are surveyed (albeit not exhaustively) in 
Tables 18.1-18.6. The salient features that appear from these tables are as follows. 

0 The preparation of highly monodisperse colloidal semiconductor nanoparticle 
dispersions has become a routine matter [ 18-22] 

In a benchmark method 13, 14, 16, 19, and 23A-diameter CdS nanoparticles 
were prepared as fully redispersible powders [19]. The method involved the 
addition of H2S to a vigorously stirred aqueous solution of Cd(C104)2 .6H2O 
(1.97 g, 4.70 mmol) and l-thioglycerol (1 mL, 11.53 mmol), adjusted to pH = 11.2 
(1 M NaOH). The desired size of CdS nanoparticles was obtained by the judi- 
cious control of the quantity of H2S introduced and by changes of the tempera- 
ture. Low-molecular-weight contaminants were removed by dialysis. Replacing the 
perchlorate anion by acetate or nitrate ions had a profound influence on the mean 
diameters of the nanoparticles produced [19]. In an alternative and versatile 
method, injection of appropriate organometallic reagents into a hot coordinating 
solvent (tri-n-octylphosphine, TOP) led to the production of nearly monodisperse 
CdS, CdSe, and CdTe [20]. Production of monodispersed particles is believed to be 
the consequence of a temporary discrete nucleation, attained as the consequence of 
an abrupt supersaturation (upon reagent injection) and a subsequent controlled 
particle growth by Ostwald-ripening. Typically, nanoparticles are stabilized by 
bulky anions (hexametaphosphate, for example), by polyions (polyvinyl alcohol, for 
example), or by capping by nucleophilic reagents (thiophenol, for example). The 
function of the capping agent is to inhibit the nanoparticle growth at the desired 
size and to ensure monodispersity [20]. Importantly, given populations of nano- 
particle dispersions can be dried and stored as solids. The solid nanoparticles 
can then subsequently be redispersed without any alteration of their sizes and size 
distributions. 

0 Size-selected precipitation provides a convenient means for producing mono- 
disperse nanoparticles [18-201. 

Advantage is taken in size-selected precipitation of preferential flocculation of the 
larger nanoparticles by increasing the polarity of the dispersing liquid. Enhancing 
the polarity of the media reduces the attractive forces between the nanoparticles 
and the larger particles experience the greatest change in interparticle interactions 
and thus they precipitate first. This results, in turn, in a narrowing of the size dis- 
tribution of the nanoparticles, which remain in the supernatant. Size-selected pre- 
cipitation has been successfully employed, for example, for the isolation of highly 
monodisperse 6.4, 7.2, 8.8, 11.6, 19.4, 25, and 48 A-radius CdS nanoparticles [20]. 
Addition of judicious amounts of ethanol, 2-propanol, or acetone to aqueous dis- 
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persions of colloidal CdS resulted in the preferential precipitation of the larger 
nanoparticles, while the smaller ones remained in the supernatant. Centrifugation 
permitted the separation of the precipitate and the supernatant and thus it provided 
the means for isolating CdS nanoparticles in narrow size distributions. 

0 Structurally defined clusters (containing 15-45 molecules) of semiconductors 
[23-271 can now be chemically synthesized and crystallized in a superlattice 
structure. 

The recently reported preparations of C ~ ~ ~ S I ~ ( S C ~ H ~ ) ~ ~ D M F ~  [26] and 
CdI7S4(SCH2CH20Hj36 [27] clusters illustrate the current activities in this area. The 
structure of the yellow cubic crystalline Cd32S14( S C ~ H S ) ~ ~ D M F ~  was determined to 
consist of a 12 A-diameter spherical 82-atom CdS core with dangling surface bonds 
terminating in hexagonal (wurtzitelike) CdS units at the four tetrahedral corners 
[26]. Two clusters of Cd17S4(SCH2CH20H)36 were observed to assemble to an inter- 
laced diamondlike superlattice [27]. Importantly, both of these clusters remained 
intact upon dissolving them in dipolar aprotic solvents, and their absorption and 
emission spectra, both in the solid state and in colloidal dispersions, indicated size 
quantization. 

0 Nanoparticles can be generated in situ in (or at) such membrane mimetic systems 
[5, 3 11 as aqueous and reversed micelles, surfactant vesicles, proteins, monolayers, 
Langmuir-Blodgett (LB) films, bilayer lipid membranes (BLMs), polymers, poly- 
electrolytes, synthetic membranes, silicates (organoclay complexes or pillared sili- 
cates, for examples), and porous glass. 

Aqueous micellar cobalt and iron(I1) dodecyl sulfate have been employed for 
the preparation of nanosized cobalt and iron magnetic particles [98]. The size of the 
particles was controlled by the surfactant concentration. The average size of the 
particles, determined by transmission electron microscopy and by comparison with 
simulated Langevin curves, varied from 2 to 5 nm, with 30-35% polydispersity in 
the size distribution and thus they were superparamagnetic. The saturation mag- 
netization was found to decrease and the surface anisotropy to increase with an 
increase in size of the nanoparticles. 

Reversed micelles are surfactant-entrapped water pools in an organic solvent, 
and the water-to-surfactant molar ratio determines the size of the water pool. 
Aerosol-OT (sodium dialkylsulfosuccinate) has been the favored surfactant for 
reversed micelle formation since it can solubilize up to 50 moles of water per mole 
of surfactant and since its properties in organic solvents are well understood [99]. 
Sizes of nanoparticles, generated in situ in reversed micelles, have been controlled 
by the judicious selection of water-to-surfactant ratios, by using functionalized 
surfactant (replacing the sodium ion by the copper ion in Aerosol-OT for copper 
particle formation, for example [loo, 1011) and by arresting the growth of nano- 
particles by capping them by a nucleophilic reagent (thiophenol, for example) 
[20, 1021. 
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Nanoparticle precursor ions can be selectively attracted to, and hence nano- 
particles can be grown at, the inner or the outer surfaces of surfactant vesicles [103]. 
This arrangement has permitted the demonstration of vectorial photoelectron 
transfer in surfactant vesicles [ 1031. Similarly, nanoparticles have been prepared at 
one or both sides of bilayer lipid membranes [102]. 

Hydrophilic cavities in channel proteins provide a suitably confined space for 
nanoparticle generation. Cadmium and zinc sulfides have been formed, for exam- 
ple, within the cavity of a channel protein by a simple process in which a closely 
packed monolayer of the channel protein is formed on a neutral subphase, transported 
to a cadmium-chloride-containing subphase, transferred to a slide by Langmuir- 
Blodgett transfer, and exposed to hydrogen sulfide [62]. The size of the cluster 
formed is limited by the small number of ions capable of assimilation into the 
channel and, because each group of ions is compartmentalized, there is no possi- 
bility of spontaneous aggregation to produce macroscopic particulates inside of the 
protein channel. 

Semiconducting, metallic, and magnetic nanoparticulate films have been grown 
under monolayers whose aqueous subphase contained the appropriate precursor 
ions (Cd2+, Ag+, Fe2+/Fe3+, for example) upon exposure to gaseous precursors 
(H2S, formaldehyde, for example) [5 ,  1051. Silver ions, attached to negatively 
charged monolayers have also been reduced by in situ electrolysis [6, 1051. 

Advantage has also been taken of the hydrophilic interlayers of Langmuir- 
Blodgett films to incorporate or in situ generate nanoparticles [ 106-1091. Formation 
of CdS nanoparticles in cadmium arachidate Langmuir-Blodgett films has been 
monitored by an electrochemical quartz crystal microbalance (EQCM) and ab- 
sorption spectrophotometry [106]. The formation of CdS nanoparticles was con- 
sistent with that expected for the quantitative conversion of Cd2+ ions in the films 
to CdS and the corresponding conversion of CdAr to arachidic acid. Subsequent 
reexposure of the film to H2S increased the mole fraction of CdS in the film. 
Indeed, exposing a cadmium stearate Langmuir-Blodgett (LB) film to H2S, then 
immersion in aqueous CdC12 was found to regenerate the cadmium stearate multi- 
layer without the escape of CdS and the repetition of sulfidation-intercalation 
cycles allowed the size-quantized CdS to grow in a stepwise fashion within the 
hydrophilic interlayers [106]. Ths  approach opens the door to the formation of 
nanoparticles in controllable thickness. 

Polar liquids selectively adsorbed at solid interfaces from binary apolar-polar 
liquids have been shown to provide a suitable nanoreactor for the generation of 
nanoparticles [28]. Precise information on the volume of the nanoreactor, in a given 
system, can be obtained by the determination of excess adsorption isotherms. Thus, 
for example, in silica particle dispersions in ethanol-cyclohexane and in methanol- 
cyclohexane binary mixtures 0.5-5.0 nm-thick alcohol-rich adsorption layers have 
been shown to form at the silica-particle interface. This alcohol nanolayer has been 
used for the generation of controlled-sized CdS and ZnS particles [28]. 

A large variety of different nanoparticles have been prepared in the cavities 
provided by porous glasses, membranes, and zeolites [30, 741. The current trend 
is to alter the pore sizes and chemical composition by derivatization or chemical 
synthesis. 
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0 Using suitable templates it is possible to control the shapes of incipient nano- 
particles and to grow them epitaxially [loll. 

The shape of the template has been shown to profoundly influence the shape of the 
nanoparticles grown thereon (or therein). Evidence has been reported, for example, 
for the formation of spherical and cylindrical copper nanoparticles in spherical and 
cylindrical reversed micelles [loll. 

Monolayers spread on aqueous solution surfaces have been shown to provide 
suitable templates for oriented crystallization of nanoparticles [85 ,  109-1 1 I]. Lead 
sulfide (PbS) particulate films composed of highly oriented, equilateral triangular 
crystals have been generated in situ by the exposure of arachidic acid (AA) mono- 
layer-coated aqueous lead nitrate solutions to hydrogen sulfide. The AA-coated 
PbS particulate films, at different stages in their growth, were transferred to solid 
substrates and characterized by transmission electron microscopy (TEM), atomic 
force microscopy (AFM), and electron diffraction measurements. Each individual 
crystal had its (1 11) plane parallel and its (1 12), (121), and (21 1) plane perpendi- 
cular (arranged in threefold symmetry at 120" angles) to the AA monolayer surface. 
This epitaxial growth has been rationalized in terms of an almost perfect fit between 
the (1 11) plane of the cubic crystalline PbS and the (100) plane of the hexagonally 
close-packed AA monolayer [ 1 lo]. Interestingly electrical and spectroelectrical 
properties of epitaxially grown PbS nanocrystals were found to be morphology de- 
pendent [89]. CdS [ 1 1 1, 1 121 and CdSe [ 1 131 have also been grown epitaxially under 
Langmuir monolayers [ 1 1 11. 

0 Chemical and colloid chemical approaches can be extended to many other 
nanoparticle preparations. 

It is not unfair to say that only our lack of imagination and ingenuity limits us 
in preparing nanoparticles of any composition, size, and shape by suitable chemical 
means. Indeed, new and innovative preparations of metallic, semiconducting, 
magnetic, and ferroelectric nanoparticles appear with ever increasing frequency. 

The desirable properties and potential applications (components of diode lasers 
and nonlinear electro-optical devices, for example) of gallium arsenide, indium 
arsenide, gallium phospide, and indium phosphide quantum wells and superlattices 
prompted the ever increasing effort to design novel preparations of these nanoparti- 
cles. Indeed, several viable gallium arsenide [89, 94-96], gallium phosphide [90, 9 I], 
indium arsenide [97], and indium phosphde [93] preparations have been reported. 
Equally important is the ongoing intensive effort to prepare surface-oxidized silicon 
[ 1 14- 1 161 nanoparticles that have unique photoluminescence properties. 

18.2.3 Preparation of Composite Nanoparticles, Nanoparticle Arrays, 
and Nanostructured Films 

Recent activities are summarized in Table 18.7, some of which are highlighted 
below. 
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0 Composite and core-shell types nanoparticles can now be routinely prepared. 

Depending on the method of preparation, it is quite possible to vary the composi- 
tion of composite nanoparticles. HIS exposure of a monolayer floating on a mix- 
ture of aqueous cadmium nitrate and zinc nitrate solutions, for example, leads to the 
formation of composite CdS,ZnSl-, nanoparticulate films [105]. The ratio of CdS 
to ZnS in the mixed nanoparticulate films could be varied by changing the ratio of 
the precursor ions in the subphase. A similar approach was used in forming mixed 
MnS,ZnSl --x nanoparticulates in reversed micelles [117]. 

Sequential generation of two (or more) different nanoparticles results in the for- 
mation of core-shell-type structures [105, 1181. By paying careful attention to the 
different parameters (the order, the amount, and the rate of precursor introduction) 
it is quite feasible to achieve a fine level of thickness control of the different layers 
(core and shell, for example). Due attention has to be paid, however, to the solu- 
bility products of the nanoparticles. For example, the larger solubility product of 
ZnS than PbS permits the replacement of lead ions by zinc ions upon the immersion 
of PbS nanoparticles into an aqueous zinc ion solution. Conversely, because of 
their solubility products, lead ions cannot replace zinc ions in ZnS. Introduction of 
zinc ions into PbS is tantamount, of course, to doping. The extent of doping can be 
controlled, at least to some extent, by varying the time of exposure of the semi- 
conductor nanoparticles to the dopant ions. 

Sandwich layers of PbS and ZnS nanoparticulate films have been prepared under 
monolayers [105]. The method involved the following steps: (i) formation of the 
PbS nanoparticulate film by exposing a monolayer (floating on aqueous Pb(N03)z 
subphase) to HzS, (ii) exchanging the aqueous Pb(N03)Z subphase to aqueous 
Zn(N03)~  subphase without perturbing the monolayer-supported PbS nano- 
particulate films, and (iii) formation of the ZnS nanoparticulate film by exposing 
a monolayer-supported PbS (floating on aqueous Zn(N03)2 subphase) to H2S. 

Core-shell-type (CdS)CdSe (or(CdSe)CdS) nanoparticles have been prepared by 
the sequential introduction of different amounts of H2S and HZSe (or HzSe and 
H2S) into aqueous Cd(C104)2 solutions containing (NaP03)6 [118]. Conditions in 
these experiments were adjusted (by adding excess cadmium and hydroxide ions) 
for the maximization of excitonic fluorescence. Two emission bands were observed 
in the coupled and in the core-shell-type mixed semiconductor nanoparticles. The 
first one, centered around 470 nm, was attributed to the ls(e)-ls(h) excitonic emis- 
sion of CdS. The second, centered around 560 nm, was proposed to arise from 
charge transfer of CdS to core-shell-type (CdS)CdSe (or (CdSe)CdS) nanoparticles 
[118]. 

Chemists have learned to treat nanoparticles as large macromolecules and to 
link them, by electrostatic interactions or covalent bonds, into heterostructured 
supramolecules, two-dimensional arrays, or three-dimensional networks. 

The recognition that nanoparticles can be derivatized and treated like any other 
molecule is a major development in our quest for the full exploitation of chemistry 
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for advanced materials synthesis. The following examples all illustrate our accom- 
plishments in reacting and assembling nanoparticles. 

Two thiol-capped cadmium selenide nanocrystals have been covalently linked by 
the addition of a bis(acy1 hydrazine) derivative to give a stable homodimeric CdSe 
product [ 1 191. CdS and Ti02 nanoparticles have been bridged [ 1201. Phosphonated 
polypyridyl ligands have been used to anchor transition metal complexes to tita- 
nium dioxide nanoparticulate films [I 2 11. Gold nanocrystals, each encapsulated by 
a monolayer of alkyl thiol molecules, have been cast from a colloidal solution onto 
a flat substrate to form a close-packed monoparticulate layer [ 1441. Adjacent clus- 
ters have then been covalently linked by aryl dithiols or aryl di-isonitriles, which 
displaced the alkyl thiol molecules in the monolayer and formed a two-dimensional 
superlattice of gold nanoparticles that exhibited nonlinear Coulomb-charging be- 
havior when placed in the gap between two gold contacts [144]. An even simpler 
method of assembly of gold nanoparticle superlattices has been accomplished by 
an acid-facilitated phase transfer (from an aqueous dispersion to toluene) of thiol- 
derivatized Au, Pt, and Ag nanoparticles [145]. 

Of particular significance is the employment of DNA for the reversible assembly 
of nanoparticles into desired three-dimensional networks [ 146, 1471. The method 
involves the attachment of single-stranded DNA oligonucleotides of defined length 
and sequence to nanoparticles via tho1 linkages and the assembling of the desired 
structures by Watson-Crick-type complementary base pairing. Thermal denatura- 
tion results in the disassembly of the supramolecular structure formed. The advan- 
tage of this approach is its versatility and diversity, which, at least in principle, 
permit the manufacturing of any tailor-made advanced nanoparticle-based mate- 
rials by well-established biochemical protocols. 

Self-assembly of alternative nanolayers of oppositely charged polyelectrolytes and 
nanoparticles provides a convenient means for the preparation of two-dimensional 
arrays and three-dimensional networks of simple and composite nanoparticles. Self- 
assembly of macromolecular species into larger units is well established in nature, 
of course. It is only recently that chemists have been able to mimic this process. 
They have layer-by-layer self-assembled oppositely charged polyelectrolytes and 
polyelectrolyte-nanoparticle films [ 1481. The layer-by-layer self-assembly of poly- 
electrolytes and nanoparticles onto substrates is deceptively simple. A well-cleaned 
substrate is primed by adsorbing a layer of surfactant or polyelectrolyte onto its 
surface. The primed substrate is then immersed into a dilute aqueous solution of a 
cationic polyelectrolyte, for a time optimized for adsorption of a monolayer, rinsed, 
and dried. The next step is the immersion of the polyelectrolyte monolayer-covered 
substrate into a dilute dispersion of surfactant-coated negatively charged nano- 
particles, also for a time optimized for adsorption of a monoparticulate layer, 
rinsing, and drying. These operations complete the self-assembly of a polyelec- 
trolyte monolayer-monoparticulate layer of semiconductor nanoparticle sandwich 
unit onto the primed substrate. Subsequent sandwich units are deposited analo- 
gously. Alternating polyelectrolye monolayers and CdS [ 1481, PbS [ 1491, Ti02 
[149], BaTi03 [ 1491, lead-zirnonate-titanate, PZT [150], and Au [I511 mono- 
particulate layer sandwich units have been prepared this way. 
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The method of self-assembly is extremely versatile. Sandwich units can be layered 
in any order for a variety of different nanoparticles. Furthermore, elimination of 
the polyelectrolyte layers by burning leads to ultrathin films in which the nano- 
particles are arranged in a three-dimensional network with controllable interparticle 
distances. Such films are, of course, extremely useful for many practical applica- 
tions. For example, the self-assembly of monodisperse gold and silver colloid par- 
ticles into monolayers on polymer-coated substrates yields macroscopic surfaces 
that are highly active for surface-enhanced Raman scattering (SERS) [ 15 11 and 
optically nonlinear materials [ 1521. 

Spreading surfactant-stabilized nanoparticles on aqueous solutions in a Langmuir 
trough and transferring them to solid substrates by the Langmuir-Blodgett tech- 
nique provide an alternative approach to superlattice construction [153, 1541. The 
technique can be regarded as analogous to monolayer formation from simple sur- 
factants. There are many intrinsic benefits to this method. That the particles are 
prepared prior to their incorporation into the films enables their dimensions and 
physical properties and the particle size distribution to be precisely controlled. 
Spreading the particles in a Langmuir trough provides a means for defining the 
interparticle distances and facilitates subsequent transfer of the particulate films to 
a wide range of solid substrates by using standard Langmuir-Blodgett (LB) tech- 
niques. This may be contrasted with deposition techniques, where the quality of the 
film is highly dependent on the solid substrate itself. Thus, in essence, this method is 
highly versatile, facilitating film construction from a diverse range of materials and 
substrates; it is also extremely simple experimentally. Additionally, it is quite pos- 
sible to affect the layer-by-layer transfer of different nanoparticles and thus form a 
composite three-dimensional structure. 

Surfactant-coated cadmium sulfide [ 153, 1541, Ti01 [ 1551, the magnetic iron 
oxide magnetite FesO4 [ 1561, ferroelectric barium titanate [ 1501, lead zirconium 
titanate [157], Pt [158], Pd [158], and Ag [159, 1601 nanoparticles have been pre- 
pared to date in our laboratories by this Langmuir monolayer LB-film technique. 
In all cases, particulate films were spread on water in a Langmuir trough by dispers- 
ing solution aliquots from a Hamilton syringe. Physical properties of the mono- 
particulate films were characterized, in situ, on the water surface and subsequently 
transferred to solid substrates, by using a range of physical techniques. The struc- 
tures of the films on the water subphase were examined on the micrometer scale by 
Brewster-angle microscopy (BAM) and at higher magnifications by transmission 
electron microscopy (TEM). Absorption spectroscopy and steady state fluores- 
cence spectroscopy were applied where appropriate, and reflectivity measurements 
permitted the estimation of film thicknesses on water surfaces. Standard tech- 
niques were applied for the LB transfer. The surfactant coating of the nanoparti- 
cles can, of course, be burned off to produce the desired ultrathin nanoparticulate 
film. 

The construction of nanoparticle arrays and nanostructured films is summarized 
in Table 18.8. 
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18.3 Properties of Bulk Semiconductors and Semiconductor 
Nanoparticles Compared and Contrasted 

The structural, optical, and electronic properties of intrinsic bulk CdS, CdSe, ZnS, 
ZnSe, PbS, TiOz, GaAs, Ge, and Si semiconductors are summarized in Table 18.9. 
These properties are not expected to change for a given semiconductor with changes 
in size or shape. In contrast, both the optical and the electronic behaviors of semi- 
conductor nanoparticles are distinctly size dependent. In fact, the major advantage 
of using semiconductor nanoparticles is that the optoelectronic properties can be 
tailored quite simply by size alteration without changing the chemical composition 
of the material. This behavior spectacularly manifests itself in size-dependent color 
changes. The black bulk PbS can be made, for example, red, yellow, and even col- 
orless if prepared as progressively smaller- and smaller-diameter nanoparticles. The 
practical relevance of size-quantized semiconductor particles is that upon photo- 
excitation the undesirable electron-hole recombination diminishes since the smaller 
the particle the larger the surface-area-to-volume ratio, and hence the ease of elec- 
tron transfer to surface-bound acceptors or donors. That the size quantization de- 
creases the absorption edge and hence increases the required excitation energy is 
another matter. 

A related, and often forgotten, issue is that for size-quantized particles morpho- 
logical changes often influence electrical and optoelectrical behavior. For example, 
the differences in morphology between equilateral-triangular PbS (PbS-I), right- 
angle-triangular PbS (PbS-IT), both epitaxially grown under monolayers (prepared 
from AA:ODA = 1:0 and AA:ODA = l : l) ,  and disk-shaped PbS (PbS-111, non- 
epitaxially grown under monolayers, prepared from hexadecylphosphonic acid), 
manifested themselves in different spectroelectrochemical behavior [85]. Specifically, 
marked differences were observed in the potential-dependent absorption spectra 
of PbS-I, PbS-11, and PbS-111. Biasing the epitaxially grown PbS-I and PbS-I1 
nanoparticulate films to negative potentials (from 0.5 V to -1.1 V) increased the 
intensity of absorption in the ultraviolet region. In contrast, no change in the 
absorption at wavelengths longer than 700 nm was observed in the nonepitaxially 
grown PbS nanoparticulate fdm on changing the potential from 0 to -1.5 V. 
Absorption spectra of the optically transparent conductive glass (i.e., the control) 
remained unaltered upon biasing the potential between +0.5 and - 1.5 V. The near- 
infrared absorption is likely to correspond to the spectrum of trapped charge 
carriers, Increase of this absorption resulted from the accumulation of trapped 
conduction band electrons at negative bias potentials in PbS-I and PbS-11. Indeed, 
absorbances for PbS-I1 at 750 nm were found to decrease with increasing applied 
positive potential linearly to -0.6 V, after which they remained unaltered. The 
point of inflection, -0.50 & 0.05 V, may be taken to correspond to the flat-band 
potential, Vfi ,  of the PbS-I1 nanoparticulate film [85]. Similarly, marked differences 
in capacitance vs. potential and photocurrent curves were observed between PS-I, 
PS-11, and PS-111 [85] .  Dependence of the absorbance on the applied potential, as 
well as the observed photocurrent and voltage-dependent capacitances, reflected a 
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complex interplay between the electron population in the electronic bands, in the 
traps (whose levels correspond to bulk imperfections), and in the available surface 
states, in addition to the ongoing interfacial electrochemical and photoelectro- 
chemical processes. The significance of this work is that it has unambiguously 
demonstrated morphology-dependent spectroelectric, electric, and electrochemical 
properties of PbS nanocrystallites grown under monolayers [85]. 

Metals behave like to semiconductors; in the macroscopic regime their properties 
are size independent, whereas in the nanodomains there is a recognized transition 
from nonmetallic to metallic behavior [ 1831. The situation for magnetic, let alone 
ferroelectric and piezoelectric, materials is more complex and as yet incompletely 
understood. Such questions as (i) what is the size of the smallest single-domain 
magnetic (or ferroelectric) particle?, and (ii) what are the properties of size-quantized 
and dimensionally reduced magnetic (or ferroelectric) particles? have not been 
adequately answered either theoretically or experimentally. 

18.4 Current Trends and Future Directions 

An attempt has been made to select contributions in the present book that represent 
the current trends and future directions in the preparation, characterization, and 
utilization of nanoparticles and nanostructured films. 

Chemists have risen rather successfully to the challenge of making nanoparticles, 
as evidenced in the present chapter. It is well within their means to prepare dis- 
persions of any desired simple or complex nanoparticles in a high degree of mono- 
dispersity. Furthermore, it is often possible to isolate the nanoparticles as solid 
powders and redisperse them without affecting their sizes and size distributions. 
Most of these preparations are based on well-established colloid chemical processes. 
The use of such relatively simple and flexible templates as monolayers (Chapter 2), 
reversed micelles (Chapter 4) and polymers (Chapter 7) are also based on colloid 
and surface chemical principles. Similarly, determinations of adsorption isotherms 
provided [13, 28, 184-1 891 the information necessary for the characterization of 
nanoreactors that spontaneously form upon the selective adsorption of a polar 
liquid onto a solid surface from binary polar-apolar mixtures. Generation of size- 
quantized semiconductor nanoparticles at dispersed organoclay complexes [ 131 and 
layered silicates [28] illustrates the use of the nanophase reactors provided by 
adsorbed binary liquids. The binary liquid pairs ethanol( 1 )-cyclohexane(2) and 
methanol( 1)-cyclohexane(2) are highly suitable since the polar component of the 
liquid mixture (1) is preferentially adsorbed at the solid interface, and hence its mole 
fraction in the bulk (XI) is negligible (i.e. xj >> x1 and xi << xz), and since the semi- 
conductor precursors (Cd2+ and Zn2+) are highly soluble in the liquid which pref- 
erentially adsorbed at the interface (methanol and ethanol), although they are in- 
soluble in the bulk phase (predominantly cyclohexane). These conditions effectively 
limited the nucleation and growth of the semiconductors to the nanophase reactor 
provided by the adsorption layer at the solid interface. By varying the mole fraction 
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of the polar liquid (1) it is possible to control the volume of the nanophase reactor 
and hence the size of the semiconductor particles grown therein. 

Much progress has been made in exploiting such rigid templates as zeolites 
(Chapter 17), opals (Chapter 13), and porous membranes (Chapter 10) for the prep- 
aration of nanoparticles, nanofibrils, and nanotubes. Versatility and reproducibility 
are distinct advantages of this approach. Electrochemistry is increasingly being em- 
ployed for the generation of nanoparticles, nanostructured films, and superlattices 
(Chapters 1 and 3). Indeed, electrodeposition in the cavities of porous membranes 
can be considered to be a kind of templating in a nanobeaker (Chapter 10). 

Nanoparticle research not only benefits from colloid and surface science but also 
contributes to it. Our need to construct ever more sophisticated supramolecular and 
heterosupramolecular structures (Chapter 16) demands a better understanding 
of intricate surface and interparticle colloid chemical interactions and reactions. 
Thus, it is not surprising that physicists, chemical physicists, and materials scientists 
are devoting increasingly more attention to the surface and colloid phenomena 
(Chapters 11 and 12, for example). Their efforts are made easier, of course, by the 
availability of a large variety of different techniques. Of these, special mention 
should be made of the surface force apparatus and the scanning force microscope 
[ 190-1921, which permit both the imaging and the manipulation of nanoparticles 
and atomic clusters [193, 194) as well as the determination of interparticle inter- 
action forces [195]. 

Considerable work is being directed toward examining the mechanism of 
nanoparticle-mediated electron and photoelectron transfers (Chapters 9 and 14). 
The importance of electrical double layers to electron transfer cannot be over- 
emphasized (Chapter 12). It is quite remarkable that determination of nanoparticle- 
mediated single-electron transfer events are in our grasp (Chapter 15). This should 
lead to the fabrication of novel nanodevices. 

Many new nanoparticles have been prepared by enterprising chemists. Prep- 
aration of porous silicon nanoparticles by a variety of different methods (see 
Chapters 5 and 8) is particularly significant since they have been shown to undergo 
photoluminescence and they can be readily integrated into silicon-based integrated 
circuitry. 

Reference should be made to polymeric nanoparticles and dendrimers even 
though they have not been explicitly discussed in the present volume. Polymeric 
nanoparticles in the 1-100 nm-size regime, just like their metallic and semi- 
conducting counterparts, exhibit optical and magnetic properties that are different 
than those observed in the bulk for the same polymers 1196, 197). Dendrimers are 
characterized by highly branched structures in which all bonds converge to a central 
core [198]. They are uniform in shape, size, and structure and can be spread on 
water and aqueous solution surfaces. Dendrimers also display properties that are 
different than those associated with polymers. These differences manifest themselves 
in altered chemical reactivities and in distinct nanoenvironments [ 1981. Many opti- 
cal and electro-optical [197, 1991, as well as biological [200], applications have been 
found for polymeric nanoparticles. Furthermore, polymeric nanoparticles [20 11, 
just like polyelectrolytes [202, 2031, have been self-assembled in two-dimensional 
arrays and three-dimensional superlattices. 
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In spite of the extremely rapid progress in nanoparticles research, exploitation of 
the results to practical functioning economic devices has been disappointingly slow. 
We are confident that we shall witness a rapid progress in this direction in the very 
near future. The key lies, we believe, in using nanoparticles as molecules and con- 
structing, or preferentially self-assembling, functional three-dimensional networks 
with a desired composition and topology. 
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