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Preface

The subject of nanoscience and technology has had an extraordinary season of

development and excitement in the last few years. Chemistry constitutes a major

part of nanoscience research and without employing chemical techniques it is dif-

ficult, nay impossible, to synthesize or assemble most of the nanomaterials. Fur-

thermore, many of the properties and phenomena associated with nanomaterials

require chemical understanding, just as many of the applications of nanomateri-

als relate to chemistry. Because of the wide interest in the subject, we edited a

book entitled Chemistry of Nanomaterials, which was published by Wiley-VCH

in the year 2004. This book was extremely well received. In view of the increasing

interest evinced all over the world in the chemistry of nanomaterials, we consid-

ered it appropriate to edit a book covering research on nanomaterials published

in the last 2 to 3 years. This book is the result of such an effort. The book covers

recent developments in nanocrystals, nanotubes and nanowires. The first two

chapters dealing with nanocrystals, nanotubes and nanowires broadly cover all as-

pects of these three classes of nanomaterials. There are also chapters devoted to

topics such as peptide nanomaterials, dendrimers, molecular electronics, molecu-

lar motors and supercapacitors. We believe that this book not only gives a status

report of the subject, but also indicates future directions. The book should be a

useful guide and reference work to all those involved in teaching and research in

this area.

C.N.R. Rao
A. Müller
A.K. Cheetham
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1

Recent Developments in the Synthesis,

Properties and Assemblies of Nanocrystals

P.J. Thomas and P. O’Brien

1.1

Introduction

Nanocrystals of metals, oxides and semiconductors have been studied intensely in

the last several years by different chemical and physical methods. In the past de-

cade the realization that the electronic, optical, magnetic and chemical properties

of nanocrystals depend on their size has motivated intense research in this area.

This interest has resulted in better understanding of the phenomena of quantum

confinement, mature synthetic schemes and fabrication of exploratory nanoelec-

tronic devices. The past couple of years has seen heightened activity in this area,

driven by advances such as the ability to synthesize nanocrystals of different

shapes. In this chapter, we review the progress in the area in the above period

with emphasis on growth of semiconductor nanocrystals. Illustrative examples

of the advances are provided. Several reviews have appeared in this period, seek-

ing to summarize past as well as current work [1–4].

1.2

Spherical Nanocrystals

1.2.1

Semiconductor Nanocrystals

There have been several successful schemes for the synthesis of monodisperse

semiconductor nanocrystals, especially the sufides and selenides of cadmium.

However, there is still plenty of interest in exploring new synthetic routes. Nano-

crystals of lead, manganese, cadmium and zinc sulfides have been obtained by

thermolysis of the corresponding metal-oleylamine complex in the presence of S

dissolved in oleylamine. The metal oleylamine complexes were prepared by react-

ing the corresponding chlorides with oleylamine. Nanocrystals with elongated

shapes such as bullets and hexagons were produced by varying the stoichiometry

1



and concentration of the precursors [5]. Manganese sulfide nanocrystals in the

form of spheres and other shapes such as wires and cubes have been obtained

by thermolysis of the diethyldithiocarbamate in hexadecylamine [6]. Nanocrystals

of cadmium, manganese, lead, copper and zinc sulphides have been obtained

by thermal decomposition of hexadecylxanthates in hexadecylamine and other

solvents. A highlight of this report is the use of relatively low temperatures

(50–150 �C) and ambient conditions for synthesis of the nanocrystals [7]. Fluores-

cent CdSe nanocrystals have been prepared using the air stable single source pre-

cursor cadmium imino-bis(diisopropylphosphine selenide) [8]. Cadmium sele-

nide nanocrystals have been prepared in an organic medium prepared without

the use of phosphines or phosphine oxides using CdO in oleic acid and Se in oc-

tadecene [9]. Water soluble luminescent CdS nanocrystals have been prepared

by refluxing a single source precursor [(2,2 0-bipyridine)Cd(SCOPh)2] in aqueous

solution [10]. Nanocrystals of EuS exhibiting quantum confinement were synthe-

sized for the very first time by irradiating a solution of the dithiocarbamate

Na[Eu(S2CNEt2)4]3.5H2O in acetonitrile [11]. Following this initial report, a num-

ber of single source precursors have been used to synthesize EuS nanocrystals

[12].

Peng and coworkers have followed the nucleation and growth of CdSe nano-

crystals in real time by monitoring absorption spectra with millisecond resolution

[13]. Extremely small CdSe nanocrystals with dimensions of about 1.5 nm, with

magic nuclearity have been reproducibly synthesized starting with CdO [14]. In-

tense emission, due to defects, spread across the visible spectrum has been ob-

served from these nanocrystals (see Fig. 1.1). These nanocrystals can therefore be

used to obtain white emission. The nanocrystals are presumed to have the struc-

ture of highly stable CdSe clusters observed in mass spectrometric studies [15].

Chalcogenide semiconductor nanocrystals have been synthesized in microfabri-

cated flow reactors [16, 17]. The reactors employ either a continuous stream of

Fig. 1.1 Absorption and emission spectra of magic-sized CdSe

nanocrystals (reproduced with permission from Ref. [14]).
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liquid [16] or a segmented column containing gas and liquid droplets [17]. The

use of small volumes and microscopic cells, provides new avenues for easy study

of the nanocrystal growth process.

Gallium arsenide nanocrystals with diameters in the range 2.0–6.0 nm have

been prepared in 4-ethylpyridine starting with GaCl3 and As(NMe2)3 [18]. Highly

luminescent InAs nanocrystals have been prepared in hexadecylamine by the use

of the single source precursor [ tBu2AsInEt2]2 [19].

Sardar and Rao [20] have prepared GaN nanoparticles of various sizes under

solvothermal conditions, employing gallium cupferronate (Ga(C6H5N2O2)3) or

chloride (GaCl3) as the gallium source and hexamethyldisilyzane as nitriding

agent and toluene as solvent. This method is generally applicable for nitridation

reactions. Nanocrystals of InP and GaP have been prepared using the thermolysis

of the metal diorganophosphide [M(P tBu2)3] in hot 4-ethylpyridine [21], InP

nanoparticles of different sizes (12–40 nm) have been prepared by a the solvother-

mal reaction involving InCl3 and Na3P [22]. Magnetic MnP nanocrystals with di-

ameters of 6.7 nm have been produced by the treatment of Mn2(CO)10 with

P(SiMe3)3 in trioctylphosphine oxide (TOPO)/myristic acid at elevated tempera-

ture [23]. Nanocrystals of iron and cobalt phosphides can also be synthesized by

the use of the corresponding carbonyls.

There has been increasing interest in designing ligands that can effectively cap

fluorescent semiconductor nanocrystals to make them water soluble, especially to

bind to biological molecules or to facilitate easy incorporation into microscopic

polymer beads. A family of ligands, which consist of a phosphine oxide binding

site, long alkyl chains and a carbon–carbon double bond positioned such that the

whole molecule can take part in a polymerisation reaction were used to cap CdSe

nanocrystals (see Fig. 1.2). The nanocrystals, thus capped, can be incorporated

into microscopic polymer beads by suspension polymerization reactions [24]. Oli-

gomeric phosphines with methacrylate groups have been used to cap CdSe and

CdSeaZnS core–shell nanocrystals and to homogeneously incorporate them into

polymer matrices [25]. A polymer ligand consisting of a chain of reactive esters

has been successfully used to cap CdSeaZnS core–shell nanocrystals [26], the

pendant reactive groups can be substituted with molecules containing amino-

functionalities.

Alivisatos and coworkers have carried out cation exchange reactions on nano-

crystals of different shapes and sizes and find that complete and fully reversible

Fig. 1.2 Structure of polymerizable ligands used to cap CdSe nanocrystals.
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cation exchange occurs in nanocrystals [27]. Thus, by treating a dispersion of

CdSe nanocrystals in toluene with a small volume of methanolic solution of

AgNO3, Ag2Se nanocrystals could be obtained in a few seconds. The rates of the

cation exchange reactions on the nanoscale are much faster than in bulk cation

exchange processes. This study has also identified a critical size above which the

shapes of nanocrystals evolve toward the equilibrium shape with lowest energy

during the exchange reaction.

1.2.2

Metal Nanocrystals

Metal nanocrystals have traditionally been prepared by reduction of metal salts.

This method has been extremely successful in yielding noble and near-noble

metals such as Au, Ag and Pt. However, more reactive metals such as Fe, Cu, Co

are not readily obtainable. An organometallic route involving a combination of re-

duction and thermal decomposition of low or zero valent metal precursors is

emerging as an attractive route for the synthesis of metal nanocrystals [28]. This

route borrows from previous experience on thermal decomposition to obtain ferro

fluids and the use of high boiling alcohols to synthesize metal particles (the

polyol method).

Copper nanocrystals have been made by the thermolysis of

[Cu(OCH(Me)CH2NMe2)2] in trialkylphosphines or long chain amines [29].

Monodispersed gold nanocrystals with diameters of 9 nm have been prepared by

reduction of HAuCl4 in TOPO and octadecylamine [30] (see Fig. 1.3). Palladium

nanocrystals in the size range 3.5–7.0 nm have been prepared by thermolysis of a

complex with trioctylphosphine [31]. Mesityl complexes of copper, silver and gold

have been used as precursors to nanocrystals capped with amines, or triphenyl-

Fig. 1.3 Two-dimensional lattice of octadecylamine/trioctylphosphine

oxide-capped gold nanocrystals, bar ¼ 20 nm. Inset: SEM of cubic

colloidal crystal prepared from octadecylamine/TOPO-capped gold

nanocrystals (190 �C), bar ¼ 80 mm. (reproduced with permission from

Ref. [30]).
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phosphine oxide [32]. Large nanocrystals of the semimetal bismuth with diame-

ters of 100 nm have been prepared by reduction of bismuth 2-ethylhexanoate in

the presence of oleic acid and trialkylphosphine [33]. Lead nanocrystals with di-

ameters of 20 nm have been prepared by thermolysis of tetraethyllead in octanoic

acid and trioctylphosphine [34]. Iridium nanocrystals have been prepared by ther-

molysis of the low-valent organometallic precursor (methylcyclopentadienyl)(1,5-

cyclooctadiene)Ir in a mixture of amines [35].

Iron–platinum alloy nanocrystals have attracted a lot of attention, due to their

magnetic properties [36]. Iron–platinum nanocrystals with 1:1 ratio of Fe:Pt, exist

in two forms. An fcc (face centered cubic) form in which the Fe and Pt atoms are

randomly distributed (A1 phase) or an fct (face centered tetragonal) form, in

which Fe and Pt layers alternate along the h001i axis(L10 phase). The latter phase

has the highest anisotropic constant among all known magnetic material. Synthe-

sis of homogeneously alloyed FeaPt nanocrystals require that Fe and Pt are

nucleated at the same time. This process was first accomplished by reducing plat-

inum acetylacetonate with a long chain diol and decomposing Fe(CO)5 in the

presence of oleic acid and a long chain amine [37]. There have been several im-

provements to the original scheme [36]. The as-synthesized nanocrystals are pre-

sent in the A1 phase and transform into the L10 phase upon annealing at 560 �C.
The transition temperature can be varied by introducing other metal ions. Thus,

[Fe49Pt51]88 nanocrystals have been made by introduction of silver acetylacetonate

in the reaction mixture [38, 39]. The A1 to L10 transition temperature is lowered

to 400 �C by the introduction of Ag ions. Cobalt and copper ions introduced

in FeaPt nanocrystals by the cobalt acetylacetonate or copper(ii)bis(2,2,6,6-

tetramethyl-3,5-heptanedionate) resulted in an increase in the A1 to L10 transi-

tion temperature [40, 41]. The successful synthesis of FeaPt nanocrystals using

a combination of reduction and thermal decomposition to successfully generate

homogeneous alloy nanocrystals has sparked a flurry of activity. Thus, CoPt,

FePd, CoPt3 have all been obtained [42, 43]. Manganese–platinum alloy nanocrys-

tals have been obtained by using platinum acetylacetonate and Mn2(CO)10 using

a combination of reduction and thermal decomposition brought about using 1,2-

tetradecanediol in a dioctyl ether, oleic acid/amine medium [44]. Nickel–iron al-

loy nanocrystals have been obtained using iron pentacarbonyl and Ni(C8H12)2
[45]. Samarium–cobalt alloy nanocrystals have been prepared by thermolysis of

cobalt carbonyl and samarium acetylacetonate in dioctyl ether with oleic acid [46].

Similarly, SmCo5 nanocrystals have been prepared using a diol and oleic acid/

amine [47].

As can be seen, a wide range of reactive metal and metal alloy nanocrystals

have been obtained by thermolysis and/or reduction of organometallic precur-

sors. The key advantage of this method seems be the ability to synthesize alloys

of metals, whose reduction potentials are very different.

Alivisatos and coworkers have synthesized hollow nanocrystals by a process

analogous to the Kirkendal effect observed in the bulk [48]. In bulk matter, pores

are formed in alloying or oxidation reactions due to large differences in the solid-

state diffusion rates of the constituents. By reacting Co nanocrystals with S, Se or
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oxygen, hollow Co nanocrystals have been obtained. By starting with core–shell

nanocrystals of the form PtaCo and carrying out the process of hole creation,

egg-yolk-like nanostructures consisting of a Pt yolk-like core and a Co oxide shell

have been obtained.

1.2.3

Nanocrystals of Metal Oxides

Nanocrystals of iron, cobalt, manganese, cobalt and nickel oxides have been syn-

thesized by the thermolysis of the corresponding metal acetylacetonates in hexa-

decylamine [49]. The nanocrystals could be transferred into the aqueous phase

using amine-modified poly(acrylic acid). Nickel oxide nanocrystals obtained by

the above method were trigonal (see Fig. 1.4). Manganese oxide nanocrystals of

diameter 7 nm have been synthesized by thermal decomposition of manganese

acetate in the presence of oleic acid and trioctylamine at high temperature. The

MnO nanocrystals so obtained were oxidized to Mn3O4 nanocrystals by the use

of trimethylamine-N-oxide. FeO nanocrystals have also been using the same

method [50]. Adopting a similar approach, a range of monodisperse oxide nano-

Fig. 1.4 A, TEM image of NiO nanocrystals. B, Electron diffraction

pattern acquired from the NiO nanocrystals. C, HRTEM image of NiO

nanocrystals, (insert) FFT of the HRTEM.
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crystals such as iron oxide, CoO and MnO have been synthesized by decomposi-

tion of metal-oleate complexes in different solvents. The oleate complexes were

prepared by reacting the corresponding chlorides with Na-oleate [51]. Tetragonal

zirconia nanocrystals with diameters of 4 nm have been prepared by a sol–gel

process using zirconium(iv) isopropoxide and zirconium(iv) chloride [52].

Biswas and Rao [53] have prepared metallic ReO3 nanocrystals of different

sizes by the solvothermal decomposition of rhenium(vii)oxide–dioxane complex

(Re2O7a(C4H8O2)x) in toluene. The diameter of the nanocrystals could be varied

in the range 8.5–32.5 nm by varying the decomposition conditions. The metallic

ReO3 nanocrystals exhibit a plasmon band similar to Au nanocrystals.

Cobalt oxide nanoparticles with diameters in the 4.5–18 nm range have

been prepared by the decomposition of cobalt cupferronate in decalin at 270 �C
under solvothermal conditions. Magnetic measurements indicate the presence of

ferromagnetic interaction in the small CoO nanoparticles [54]. Cubic and hexag-

onal CoO nanocrystals have been obtained starting from [Co(acetylacetonate)3]

[55]. Nanoparticles of MnO and NiO have been synthesized from cupferronate

precursors under solvothermal conditions [56]. Octlyamine capped ZnO nano-

crystals with band edge emission have been synthesized using single source

precursors zinc cupferronate (Zn(C6H5N2O2)2, the Zn(ii) salt of N-nitroso-N-

phenylhydroxylamine) and a ketoacidoximate (C8H16N2O8Zn, diaquabis[2-

(methoxyimino) propanoato]zinc(ii)) [57].

Yi et al. have embedded magnetic nanocrystals and fluorescent quantum dots

in a silica matrix using preformed nanocrystals and carrying out hydrolysis of sil-

icate in a reverse microemulsion [58], building on previously published methods

[59, 60]. The nanocomposites thus obtained are water soluble.

Thus, the main areas of research on spherical nanocrystals are directed at the

synthesis of unusual materials such as EuS, simplifying synthetic schemes or fa-

cilitating the use of nanocrystals by appropriate functionalization.

1.3

Nanocrystals of Different Shapes

1.3.1

Anisotropic Growth of Semiconductor and Oxide Nanocrystals

Nanocrystals of oxides and semiconductors have been grown in different shapes.

In a majority of these processes, anisotropic growth is achieved by maintaining

a high concentration of the precursors, typically by introducing precursors by

continuous or multiple injection. For example, spherical nanocrystals of Cd chal-

cogenides can be prepared using complexes of Cd and tetradecylphosphonic

acid (prepared by reacting CdO with the phosphonic acid) and chalcogen dis-

solved in trioctylphosphine. By carrying out the same reaction, but maintaining

a high concentration of precursors (by multiple injections), nanorods can be pro-

duced [61].
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Cadmium selenide nanocrystals in the form of rods, arrows and branched

forms like tetrapods were obtained by introducing the precursor in several steps

(see Fig. 1.5) [62–65]. This scheme has been extended to synthesize CdS [66] and

CdTe [67] nanocrystals of different shapes. A variety of precursors such as CdO,

cadmium naphthenate and single source precursors such as cadmium ethylxan-

thate [68], cadmium diethyldithiocarbamate [69] have been used to synthesize

rods and tetrapods of Cd chalcogenides. Heterostructured tetrapods consisting of

CdS, CdSe and CdTe are prepared by alternating the precursors during the injec-

tions in the growth step. Thus, arms of CdSe have been grown on CdS nanorods

[70]. Tetrapods and rods of MnS and PbS have been obtained by thermal decom-

position of the corresponding diethyldithiocarbamate [73, 74]. ZnS nanorods and

nanowires have been grown using zinc xanthates [71]. ZnSe nanorods and

branched structures have been obtained by decomposing diethylzinc [72]. Narrow

nanowires and nanorods of ZnS, CdS, CdSe, ZnSe have been obtained by micro-

wave-assisted decomposition of metal xanthates or mixtures of metal acetates and

selenourea [75].

Of particular interest in the synthesis of nanorods is the synthesis of cubic

nanorods of sulfides and selenides. Nanorods of CdS have been obtained by react-

ing Cd-acetate with S in hexadecylamine at high temperatures. High-resolution

transmission electron microscopy reveals that the obtained nanorods consist of

cubic and hexagonal domains, with the cubic structure predominating [76] (see

Fig. 1.6). Cubic CdS nanorods have been obtained solvothermally, starting with

CdCl2 and S [77]. Cubic CdSe nanrods have been synthesized by decomposition

of the single source precursor Li2[Cd10Se4(SPh16)] (SPh-phenyl thiolate) [78]. Cu-

bic ZnS nanorods have been obtained by solution-phase aging of spherical ZnS

nanocrystals at 60 �C [79].

Fig. 1.5 TEM image of CdSe tetrapods (adapted with permission from Ref. [65]).
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A simple one-pot method has been used to prepare CoP nanowires by thermo-

lyis of cobalt(ii)acetylacetonate in alkylphosphonic acid in the presence of hexa-

decylamine and trioctylphosphine oxide [80]. The morphology of the resulting

nanowires can be influenced by the ratio of the long chain amine and the phos-

phine oxide (see Fig. 1.7). Nanorods and nanowires of FeP have been prepared by

a similar method [98].

Nanowires, nanotubes, nanowafers and other morphologies of a series of Sb, In

and Bi chalcogenides have been obtained by reacting metal acetates with elemen-

tal chalcogens in amine [81–83] (see Fig. 1.8). Several of these metal chalcogen

phases have been obtained in pure form for the very first time.

Little is understood about the factors determining the growth of anisotropic

nanostructures, in particular tetrapods. The tetrapods consist of tetrahedral seeds

with cubic structure and arms which are hexagonal. Despite the synthesis of a

broad range of semiconductor matter, starting with a wide range of precursors, it

is observed that the diameters of the arms of a tetrapod can only be experimen-

tally varied in a narrow size range of 2.0–5.0 nm, leading us to suspect that a fun-

damental factor underpins the growth of tetrapods. Simple numerical calcula-

tions carried out by us suggest that the need to conserve the number of surface

atoms plays a crucial role in determining the diameter of the arms of the tetra-

pods [84]. Branching of tetrahedral seeds is accompanied by a relative gain in

the number of surface atoms when the dimensions of the seeds are in the range

2.0–5.0 nm (see Fig. 1.9). Seeds with higher or lower dimensions either suffer an

increase in the number of surface atoms or experience marginal rises in the

Fig. 1.6 HR-TEM image of a CdS nanorod showing lattice spacing of

hexagonal(H) and cubic(C) phases.
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number of surface atoms following branching. The ability to conserve surface

atoms lends extra stability to seeds of the right dimensions and plays a key role

in determining the dimensions of the tetrapods.

The solution–liquid–solid process is employed for the synthesis of nanorods of

more covalent semiconductors. In this method, a metal seed catalyzes the growth

of nanorods. Under the growth conditions employed, the seeds form alloys with

the nanowire material. The metal seed can either be generated in situ or be exter-

nally introduced [85]. Building on previous successes, Buhro and coworkers have

synthesized GaAs nanowires by decomposition of the single-source precursor

[tBu2Gam-As(SiMe3)2]2 [86]. Ga seeds are generated in situ during the decomposi-

tion of the precursor. Indium phosphide nanorods have been synthesized by the

use of two single source precursors, one to generate the seeds and the other to

sustain wire growth. Thus, InP nanorods with diameters controllable in the range

3–9 nm have been obtained using [tBu2InP(SiMe3)2]2 and [Cl2InP(SiMe3)2]2 [87].

Indium arsenide nanorods have been obtained by the use of Au nanocrystals as

seeds and InCl3 and As(trimethylsilane)3 as precursors [88]. The diameters can

be varied in the range 4–20 nm by varying the diameters of the seeds. Narrow

CdSe nanowires have been obtained using low-melting Bi nanocrystals as seeds

[89]. Narrow CdSe and PbSe nanowires have been synthesized using Au/Bi nano-

crystals as seeds [90, 91].

Korgel and coworkers have devised a new way to synthesize semiconductor

nanowires using supercritical fluids, high temperatures and pressures. By the

Fig. 1.7 TEM images of CoP nanorods of varying aspect ratios obtained

using different ratios of hexadecylamine and triphenylphosphine oxide.
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use of this method, seeded growth of nanowires can be achieved in common sol-

vents at high temperatures. Using this process Si [92], Ge [93], GaP [94], GaAs

[95] nanowires seeded by either Au or Bi nanocrystals have been successfully ob-

tained (see Fig. 1.10).

Nanorods of ZnO have been obtained by thermolysis of Zn-acetate in a mixture

of amines [99]. Iron oxide nanocrystals in cubic, star and other shapes have been

obtained by thermolysis of iron carbonyl and acetylacetonates [100]. A number of

metal oxide nanocrystals in the form of rods have been obtained by acylhalide

Fig. 1.8 (a) TEM image of InS nanorods (b) TEM image of Sb2Se3
nanorods and nanotubes prepared in octylamine (c) TEM image of

In2Te3 nanorods.
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elimination of metal halides in oleylamine [96]. Cubic BaTiO3 nanowires have

been synthesized by sol–gel reaction using BaTi(O2CCH3)6 [97].

A method related to thermolysis has been used by Korgel and coworkers [101–

103] to synthesize nanocrystals in different shapes. In this method, long chain

Fig. 1.10 High resolution TEM image of GaP nanowires (reproduced

with permission from Ref. [94]).

Fig. 1.9 Plot showing changes in the maximum difference in the

surface atom percentage (DSAPmax) between the tetrahedron and the

corresponding structures with four hexagonal branches grown from a

CdSe seed. The edge length refers to the edge length of the hexagon;

the base length pertains to the length of the tetrahedral face from which

the branch grows. The size regime for experimentally obtained

tetrapods is shaded.
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alkanethiolates of metals such as Cu and Ni are mixed with fatty acids to obtain a

waxy solid which is thermally decomposed. Thus, nanorods, nanodisks or nano-

prisms of Cu2S [101, 102] and NiS [103] have been prepared (see Fig. 1.11).

It is possible to rationally design templates for shape-controlled synthesis of

nanocrystals using inverted micelles. By varying the relative concentrations of

water:oil, cylindrical water pools of different dimensions can be obtained in mi-

cellar form. These micellar droplets can be used as templates to grow nanowires.

Elongated Cu nanoparticles [104], nanowires of BaCO3 [105] and BaSO4 [106]

have been obtained by the use of such templates (see Fig. 1.12). The particles

present in the water pool can undergo further changes. Thus, triangular CdS

[107] as well as prismatic BaCrO4 [108] have been prepared using inverted mi-

celles. This method of anisotropic growth has been recently reviewed [109].

Other ways to obtain anisotropic growth include controlled oxidation or reduc-

tion. Large tetrahedral Si nanocrystals have been obtained as exclusive products

by a careful control of the reducing conditions [110]. Nanorods and nanodisks of

ZnO have been grown by a controlled room-temperature oxidation of dicyclohex-

ylzinc [111]. Zinc oxide nanocrystals with cone, hexagonal cone and rod shapes

are obtained by the non-hydrolytic ester elimination sol–gel reaction [112]. In

Fig. 1.11 TEM images showing nanoprisms and nanorods of NiS. The

images correspond to different areas of the same sample (reproduced

with permission from Ref. [103]).
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this reaction, ZnO nanocrystals with various shapes were obtained by the reaction

of zinc acetate with 1,12-dodecanediol in the presence of different surfactants.

1.3.2

Anisotropic Growth of Metal Nanocrystals

A number of synthetic schemes have been employed to obtain anisotropic metal

nanocrystals [113–119]. A seed-mediated method has been adapted to produce

nanorods [113, 114], nanowires [115–117] and other shapes [118, 119] of Au and

Ag in aqueous media. The method involves two steps. In the first step, small

citrate-capped Au or Ag nanocrystals are produced by borohydride reduction for

use as seeds. In the second step, the particles are introduced into a solution con-

taining the metal salt, CTAB (a structure-directing agent) and a mild reducing

agent such as ascorbic acid. The use of a mild reducing agent is the key to achiev-

ing seed mediated growth. Under the reaction conditions, ascorbic acid is not suf-

ficiently powerful to reduce the metal salt on its own. In the presence of seeds, a

reduction mediated by the seed occurs, producing nanorods [113, 114] and nano-

wires [115–117]. A TEM image of Au nanorods produced by this method is

shown in Fig. 1.13. The nanorod and nanowire structures are directed by the mi-

cellar structures adopted by CTAB. The chain length of the structure-directing

agent plays an important role in determining the aspect ratio of the rod-shaped

particles [116]. The presence of a small quantity of organic solvents leads to the

formation of needle-shaped crystallites [117]. Addition of NaOH to the reaction

mixture before reduction brings about dramatic changes in the product morphol-

ogy. Hexagons, cubes and branched structures have been produced by using

NaOH and varying the experimental parameters (see Fig. 1.14) [118]. Nanoplates

of Ag have also been prepared by adopting a similar procedure [119]. Several dif-

ferent methods of synthesis of anisotropic noble metal nanostructures have been

recently reviewed [120].

Fig. 1.12 TEM micrograph of BaCO3 nanowires obtained using inverted

micelles (reproduced with permission from Ref. [103]).
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Fig. 1.13 TEM image of Au nanorods prepared by the seed-mediated

growth method (reproduced with permission from Ref. [115]).

Fig. 1.14 TEM images showing cubic to rod-shaped gold particles

produced with low concentrations of ascorbic acid in the presence of a

small quantity of silver nitrate, by the seed-mediated growth method.

The concentration of CTAB increases from 1.6� 10�2 M(A), to

9.5� 10�2 M (B,C,D). [Au3þ] decreases from (B) to (C), whereas the

seed concentration increases from C to D. Scale bar is 100 nm

(reproduced with permission from Ref. [118]).
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By the use of NaOH, one can do away with both the surfactant and seeds and

still obtain nanowires [121]. The mechanism operating in this reaction is not

understood, but it is clearly not surfactant-directed. Polyvinylpyrrolidone-capped

nanowires of Ag have been made by employing the polyol process with [122]

and without seeds [123]. It is believed that PVP plays the role of the structure-

directing agent. As with the seed-mediated method, other shapes have also been

synthesized by this method. By tuning the experimental conditions, Sun and Xia

obtained nanocubes of Au and Ag [124]. Triangular Au nanoparticles or nano-

prisms have been grown using lemon grass extract [125]. Silver nanoparticles of

a variety of morphologies are obtained by carrying out the reduction with silver

binding peptides [126].

Mirkin and coworkers [127] have devised two different routes to nanoprisms of

Ag. In the first method, Ag nanoprisms are produced by irradiating the mixture

of the citrate and bis(p-sulfonatophenyl) phenylphosphine dihydrate dipotas-

sium(BSPP)-capped Ag nanocrystals with a fluorescent lamp. By controlling the

wavelength of irradiation, the nanoprisms can be induced to aggregate into large

prisms in a controlled manner (see Fig. 1.15) [128]. In the second method, AgNO3

is reduced with a mixture of borohydride and hydrogen peroxide [129]. The latter

method has been extended to synthesize branched nanocrystals of Au (see Fig.

1.16) [130, 131]. An NAD(P)H-mediated reduction in the presence of ascorbic

acid has been employed to synthesize dipods, tripods and tetrapods of Au [132].

Platinum nanocrystals in various branched forms, including the tetrapod, have

been obtained by thermolysis of platinum 2,4-pentanedionate in organic solvents,

in the presence of trace amounts of silver acetylacetonate [133]. Other methods

such as the use of inverted micelles [134] can also be adapted to prepare nano-

prisms or nanoplates of Ag. Silver salts reduced by DMF are also known to yield

nanoprisms and plates [135].

Fig. 1.15 Silver nanoprisms of different dimensions obtained by

controlled irradiation of bis(p-sulfonatophenyl) phenylphosphine

dihydrate dipotassium capped Ag nanoparticles (reproduced with

permission from Ref. [128]).
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An octylamine/water bilayer template has also been used to synthesize Ag

nanoplates [136]. Gold nanoplates have been produced by using aspartate as the

reducing agent [137]. Hydrogen reduction of olefinic Co compounds has yielded

Co nanorods [138]. Photochemical reduction of In and Sn olefinic complexes in

the presence of long chain amines yields In and In3Sn nanowires [139]. Platinum

nanocrystals in the form of cubes, octahedra and cuboctahedra have been pre-

pared by the polyol method [140]. Branched structures and cubes of Rh have

been obtained by reducing RhCl3 in ethylene glycol, at different temperatures.

Clearly, there is tremendous interest in devising synthetic schemes to generate

anisotropic structures in high, if not exclusive yield. As the guiding principles are

yet to be fully understood, breakthroughs, with a few notable exceptions are on a

trial and error basis.

1.4

Selective Growth on Nanocrystals

Banin and coworkers have been successful in selectively growing Au tips on ei-

ther end of CdSe nanorods [142]. This was achieved by refluxing a solution of the

rods with AuCl3 dissolved in dodecylammonium bromide and dodecylamine. The

optical spectra provide evidence for strong coupling between Au tips and CdSe

rods. The resulting nanostructures, nanorods with Au tips, combine the easy abil-

ity to tune properties afforded by semiconductor nanostructures and the process-

ability of Au nanocrystals. Others have been successful in growing PbSe tips on

CdS or CdSe nanorods [143]. Dumbell and flower-shaped Au-Fe3O4 nanocrystals

have been obtained by thermolysis of iron pentacarbonyl in the presence of Au

nanocrystals [144]. FePt and CdS nanocrystals have been combined into a struc-

ture with similar shape in a one pot method [145].

Fig. 1.16 Low and high magnification TEM images of branched Au

nanocrystals (reproduced with permission from Ref. [130]).
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1.5

Properties of Nanocrystals

1.5.1

Electronic and Optical Properties

The variation of bandgap with diameter in semiconductor nanocrystals is the

most identifiable manifestation of quantum confinement effects. Probably as a

consequence, it is also the most studied. According to the effective mass approxi-

mation, the onset of absorption is proportional to 1/R2 (where R is the radius of

the quantum dot). Thus, we have

DEg ¼ �h2p2

2R2

1

m �
e

þ 1

m �
h

" #
� 1:786e2

eR
� 0:248E �
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Experimental variation of band gap by and large follows the trend. It is now well

known that effective mass approximation overestimates the variation of band gap,

especially at small diameters. A more accurate relationship for band gap variation

has been obtained, based on tight binding methods [146, 147]. Accordingly, the

band gap variation is reduced to an equation of the form

DEg ¼ 1

aD2 þ bDþ c
ð1:3Þ

where D is the diameter of the quantum dot. The a, b and c parameters are de-

pendent on the system. Table 1.1 lists the a, b and c values for a few common

semiconductors. The band gaps estimated in this way reproduce experimental re-

sults very accurately. Encouraged by the accuracy of the relations, the authors

have developed a method for estimating the diameters and diameter-distribution

from the UV spectra [148].

Recently, the discovery of the phenomena of multiple exciton generation

in quantum dots of PbS and PbSe has generated considerable excitement [149–

151]. It seems possible that lead chalcogenide quantum dots when irradiated

with photons of four times the band gap energy generate up to three excitons pos-

sessing band gap energy. In other words, quantum yields of the order of 200–

300% have been observed. The experimental results confirm the earlier theoreti-

cal prediction of Nozik [152, 153]. The experimental observation, though indirect,

has tremendous implications for applications such as solar power generation.

Studies aimed at understanding the evolution of electronic structure from

three-dimensionally confined quantum dots to one-dimensionally confined quan-
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tum wells have recently received a fillip following the synthesis of nanocrystals in

different shapes. The ability to easily synthesize quantum wires with genuine

confinement in two dimensions is particularly significant. It is clear that 2D con-

fined nanorods have properties different from 3D confined spherical nanocrys-

tals. For example, linearly polarized emission has been observed by fluorescence

measurements on single rods [154]. Polarized lasing has also been observed [155].

Simple particle in a box models yield the following relationship for the varia-

tion of the band gap when the degree of quantum confinement changes from 1D

to 3D.

DEg ¼ xh2

8D2
� 1

m �
e

þ 1

m �
h

" #
ð1:4Þ

Where, D is the diameter, m�
e and m�

h the electron and hole effective masses. The

value of x ¼ 1:0 for one-dimensionally confined wells, 1.17 for two-dimensionally

confined wires and 2.0 for three-dimensionally confined dots [156–160]. In other

words, the band gap increases with decreasing diameter is much more gradual as

the degree of confinement increases from one to three dimensions. Despite the

degree of approximation used in arriving at the relationship above, high level the-

oretical calculations using ab initio or less sophisticated methods yield similar re-

sults [161–164]. For example, ab initio calculations using density functional

theory for a range of semiconductors indicate that the relationship in Eq. (1.4) is

valid for III–V and II–IV semiconductors, with the exception of AlN [161].

In practice, the bandgap in quantum dots varies less steeply than 1
D2 as sug-

gested in Eq. (1.4). One can fit the variation to the form indicated in Eq. (1.3)

or simply to an equation of the form 1
Dx , where (2:0a xb 1:0). Experimental

studies on InP nanowires and nanorods have estimate that the bandgap varies

as indicated in Eq. (1.4) [165]. Similar results have been obtained experimentally

for CdSe nanowires [89]. The studies on InP and CdSe nanowires and nanorods

Table 1.1 Parameters for estimating the bandgap variation using Eq. (1.3).

Substance Eg a b c

eV nmC2 eVC1 nmC1 eVC1 eVC1

ZnS 3.57 0.2349 �0.0418 0.2562

ZnSe 2.822 0.0845 0.1534 0.2128

CdS 2.51 0.1278 0.1018 0.1821

CdSe 1.75 0.0397 0.1723 0.1111

GaP 2.272 0.1969 0.2631 0.0728

GaAs 1.424 0.0359 0.1569 0.1564

InP 1.344 0.0461 0.3153 0.0623

InAs 0.354 0.0374 0.2569 0.1009
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have been a few aimed at tracking the change from two- to three-dimensional

confinement as the length or diameter of the nanorods is changed. Experimental

data suggest that a length of 30 nm was required for the third dimension of quan-

tum confinement to fully vanish in CdSe rods with diameters in the range 3–6

nm. The optical properties of InAs nanorods with diameters of 4 nm, fractionated

on the basis of length, have been studied to ascertain the effect of length on the

band gap [88]. The bandgaps of InAs rods were found to decrease with increasing

length/diameter ratio. The length dependent absorption spectra of cubic InAs

nanowires are shown in Fig. 1.17. A clear red shift is discernible with increase

in length. A much weaker dependence on length was seen in the case of CdSe

nanowires with diameters in the range 1.5–3.0 nm and lengths in the range 11–

60 nm. The band gaps were studied using optical spectroscopy as well as scan-

ning tunneling spectroscopy. The observations on InAs and CdSe nanowires can

be justified on the basis of consideration of the Bohr exciton diameter which is

A5 nm for CdSe andA35 nm for InAs. Thus, CdSe rods fall in the medium to

weak confinement regime, while InAs rods are in the strong confinement re-

gime. As is quite apparent, more effort is needed to understand the effects of

shape on quantum confinement.

Fig. 1.17 The absorption and photoluminescence spectra in toluene

solution of (i) InAs quantum dots, 4 nm in diameter; (ii) quantum rods

9.4W4.1 nm (mean length by diameter); (iii) quantum rods, 15.1W4.1

nm; (iv) quantum rods, 22.7W4.0 nm. (Reproduced with permission

from Ref. [88].)
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1.5.2

Magnetic Properties

The dominant feature of the magnetic properties of nanocrystals is superpara-

magnetism, induced by a reduction in size. Superparamagnetic behavior of ferro-

magnetic particles has set the limits on miniaturizing magnetic devices. Despite

seeming detrimental to miniaturization efforts, the superparamagnetic nature has

facilitated a number of applications, which shall be dealt with later. The interest

in hard magnetic materials such as FeaPt has been sparked by their high aniso-

tropy constant. It is expected that such nanocrystals will continue to be magnetic

for sizes less than 10 nm. Other attempts to beat the superparamagnetic limit in-

volve making use of exchange coupling interactions at the interface between fer-

romagnetic and antiferromagnetic systems [166]. Skumryev et al. have embedded

Co in a CoO matrix and have succeeded in preparing ferromagnetic Co-CoO

nanocrystals with diameters as small as 4 nm [167]. Many metal oxide nanopar-

Fig. 1.18 The temperature dependence of dc magnetization of (a) 3 nm

and (b) 7 nm NiO nanoparticles under zero-field-cooled and field-

cooled conditions (H ¼ 100 Oe). (Reproduced with permission from

Ref. [56].)
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ticles show evidence for the presence of ferromagnetic interactions at low temper-

atures. This is specially true of nanoparticles of antiferromagnetic oxides such as

MnO, CoO and NiO [54, 56]. The magnetic interaction typically causes the zero-

field cooled and field-cooled magnetization curves to diverge at low temperatures.

It is also possible to observe magnetic hysteresis below a temperature of diver-

gence (the blocking temperature). In Fig. 1.18, the magnetization behavior of

NiO particles with diameters of 3 and 7 nm is shown [56]. The ferromagnetic in-

teraction is thought to be due to spins acting under the influence of surface strain.

Dilute magnetic semiconductors, typically Mn-doped chalcogenides have evoked

keen interest in recent times because of their potential uses in areas such as spin-

dependent electronics. The ability to synthesize quantum confined magnetic

semiconductor nanocrystals represents a key challenge. Efforts to produce nano-

crystalline Mn doped II–VI magnetic quantum dots have yielded quantum dots

with widely different magnetic characteristics, depending on the nature of prepa-

ration and post-synthesis treatment such as thermal annealing. For example,

Strouse and coworkers have found that Mn-doped CdSe nanocrystals can be

turned superparamagnetic by annealing the synthesized nanocrystals [168]. It

has, till recently, been generally accepted that the difference in results arises from

the inhomogeneities in doping caused by self-annealing. However, Eforos et al.

have suggested that doping could be related to the binding energy of Mn ions to

the growing faces of CdSe [169]. Thus, the magnitude of ferromagnetic exchange

in Mn-doped semiconductor quantum dots is dependent on the clustering of ions,

the size of the ion-cluster, the site occupation of the ion, the diameter of the quan-

tum dot, and changes in the nature of the bonding in the host lattice in quantum-

confined material.

1.6

Ordered Assemblies of Nanocrystals

1.6.1

One- and Low-dimensional Arrangements

One-dimensional organization of nanocrystals is brought about by the use of tem-

plates such as pores in alumina, steps on crystalline surfaces as well as polymer

chains.

Single- and double-stranded DNA have been used to obtain linear assemblies of

Au and other nanocrystals [170, 171]. These assemblies are mediated by the elec-

trostatic interaction between the polyphosphate backbone of the DNA and the cat-

ionic charges resident on the surface of Au nanocrystals [170, 171]. Warner and

Hutchison [171] have obtained closely-packed linear arrays, ribbons and branched

chains of Au nanocrystals (see Fig. 1.19). ZnS nanocrystal aggregates have been

organized into linear arrays by using a virus as template [172]. Similarly, Pt nano-

crystals in the form of ribbons have been obtained using a cholesteric liquid crys-
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talline template [173]. By reducing copper ions bound to a fiber-forming lipid, Ko-

giso et al. [174] have obtained a one-dimensional arrangement of Cu nanocrystals

on the lipid backbone. It is suggested that the tobacco mosaic virus tubules can

serve as templates for the growth of a 1D lattice of quantum dots [175].

Short gold nanorods have been linked to form chains by using a mercaptocar-

boxylic acid wherein the thiol end binds to the metal and the carboxyl ends

form hydrogen bonds [176]. Gold nanocrystals have been assembled into one-

dimensional chains by the controlled ligand exchange of citrate ions with 2-

mercaptoethanol [177].

Oriented attachment of nanocrystals is thought to be responsible for the growth

of one-dimensional and other complex nanostructures. Thus, nanotubes and

nanowires of II–VI semiconductors have been synthesized using surfactants

[178]. The nanorods or nanotubes of CdS and other materials produced in this

manner actually consist of nanocrystals. The growth of TiO2 nanowires from con-

stituent nanocrystals has been investigated in detail [179].

Nanocrystals of metals, semiconductors and oxides could assemble into micro-

scopic rings with walls consisting of several rows of nanocrystals [180–185].

There is evidence that such structures are brought about by Bénard–Marangoni

instabilities caused by convection currents during evaporation of a thin film. The

convection currents could lead to isolated as well as intersecting rings, depending

on the concentration of the nanocrystals in the evaporating droplet. By adopting

a complex process involving phase separation in binary fluids, instabilities

and evaporation of microdroplets, rings of magnetic CoPt3 nanocrystals have

Fig. 1.19 Au nanocrystals organized into (a) ribbons and (b) thicker

strands on the DNA backbone. The inset illustrates schematically, the

relationship between the DNA chains and the Au nanocrystals

(reproduced with permission from Ref. [171]).
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been prepared [186]. Small rings of Co nanocrystals with diameters in the range

50–100 nm have been obtained by capping the nanocrystals with a specially de-

signed ligand, C-undecylcalix[4]resorcinarene [187]. Ring-like structures of semi-

conductors are found to occur by the self-assembly of nanocrystals in aqueous

media [188]. This organization is considered to be due to the self-assembly of the

ligands. By tailoring the surface of a block copolymer film and depositing the

nanoparticles atop these films, nanoscopic rings of Au nanocrystals with diame-

ters in the range 15–30 nm have been obtained [189]. Besides rings, a spontane-

ous formation of nanoparticle strip patterns have been observed on dewetting of a

dilute film of polymer-coated nanocrystals on water [190]. DNA trimers and Au

nanocrystal–DNA conjugates have been used to produce nanocrystal dendrites

[191]. Self-assembly of triangular and hexagonal CdS nanocrystals into complex

structures such as rods and arrows has been observed [192].

1.6.2

Two-dimensional Arrays

Two-dimensional lattices of nanocrystals have been obtained with metal, semi-

conductor and other nanocrystals of different sizes. These arrays have generally

been prepared by simply evaporating dispersions of suitably functionalized,

monodisperse nanocrystals on hydrophobic surfaces such as a carbon film. The

cooperative assembly is brought about by a weak force that is the result of an at-

tractive force between the nanocrystal cores in solution and a repulsive part aris-

ing from steric crowding of ligands as the nanocrystals are brought closer. To

bring about large scale organization, a correct balance of forces is essential.

Therefore the nanocrystals need to be monodisperse and capped with the right

ligand molecules. Ligands such as long chain thiols, amines, phosphines or fatty

acids have served as good candidates to bring about such an assembly. Nanocrys-

tals that self-assemble into two-dimensional arrays often arrange themselves into

superlattices consisting of a few layers of arrays. The self-assembly process of

nanocrystals has been previously reviewed [194–196].

In the recent past, attempts have been made to extend this process to more un-

usual cases. Kimura and coworkers [197] have obtained two-dimensional arrays

of Au nanocrystals from a hydrosol. This is the first report of a two-dimensional

organization occurring in an aqueous medium. An interdigitated layer of octane-

thiol and ethanol is thought to be responsible for bringing about such an organi-

zation. Two-dimensional lattices of CoPt3 of various sizes have been prepared by

Weller and coworkers [198] using adamentane carboxylic acid as capping agent.

An interesting aspect of this study is the use of a carboxylic acid without a long

alkane chain. Ordered self-assembly of Au nanocrystals into arrays from water

soluble micelles have been observed [199]. The method involves drying of water

soluble Au nanocrystal micelles synthesized using a surfactant encapsulation

technique conducted in an interfacially driven water-in-oil microemulsion pro-

cess. Large Au nanocrystals with diameters of 15–90 nm have been organized
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into two-dimensional arrays using resorcinarene-based capping agents [200].

Highly ordered superlattices of iron nanocubes have also been prepared [201].

An array of cube-shaped Sn nanocrystals was made by exploiting the affinity of

an acid to its conjugate base using hexadecylamine and the hexadecylamine–

HCl adduct. The superlattice formation is supposed to occur immediately in solu-

tion rather than upon evaporation [202].

Ordered two-dimensional lattices containing thiolized spherical Au particles

of two different sizes were first reported by Kiely et al. (see Fig. 1.20) [203]. The

arrangement of the nanocrystals in these lattices correspond to the predicted

atomic arrangement in metal alloys with similar radius ratios. Arrays correspond-

ing to both AB and AB2 prototypical lattices have been obtained. An AB5 type of

lattice has been observed when a solution containing CoPt3 nanocrystals of diam-

eters 4.5 nm and 2.6 nm was evaporated on a substrate [198]. Such an organiza-

tion is also obtained starting with nanocrystals of different elements with appro-

priate radius ratios. Thus, two-dimensional arrays of AB and AB2 type consisting

of alternate rows of thiol-capped Au and Ag nanocrystals of different sizes have

been made [204]. An AB type of superlattice has been obtained starting with oleic

acid-capped Fe and dodecanethiol-capped Au nanocrystals [205].

Redl et al. [206] obtained three-dimensional binary lattices consisting of mag-

netic g-Fe2O3 and semiconducting PbSe nanocrystals in ordered two-dimensional

layers. The lattices obtained possessed prototypical structures such as AB2, AB5

and AB13 (see Fig. 1.21).

Bigioni et al. have used video microscopy to study the process of assembly of

Au nanocrystals into extended two-dimensional arrays [207]. They suggest that

the morphology of the drop-deposited nanocrystal films is controlled by evapora-

tion kinetics and particle interactions with the liquid air interface. In the presence

of an attractive particle–interface interaction, rapid early-stage evaporation dy-

namically produces a two-dimensional solution of nanocrystals at the liquid air

interface, from which nanocrystal islands nucleate and grow.

Fig. 1.20 An array of Au nanocrystals with the AB structure. The radius

ratio of the nanocrystals is 0.58 (reproduced with permission from Ref.

[203]).
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1.6.3

Three-dimensional Superlattices

Three-dimensional arrays of nanocrystals are obtained by the use of a layer-by-

layer assembly technique. Multilayer deposition is achieved by the use of alternate

layers of nanocrystals and linkers. The method of layer-by-layer deposition has

been drawing a great deal of attention over the last few years, since it provides a

convenient, low-cost means to prepare ultra-thin films of controlled thickness,

suited for device applications [194, 208]. In a typical experiment, one end of a

monolayer forming a bifunctional spacer, is tethered to a flat substrate such as

gold, aluminum, indium tin oxide or glass, leaving the other end free to anchor

nanocrystals. Subsequent layers can be introduced by dipping the substrate se-

quentially into the respective spacer molecule solution and the nanocrystal disper-

sion, with intermediate steps of washing and drying. The formation of a multi-

layer assembly is monitored by spectroscopic and microscopic methods. There

are many advantages in the use of dithiols or similar crosslinkers that bind cova-

lently to a metal substrate and at the other end to a nanocrystal. The layers con-

sist of regularly arranged particles with high surface coverage and the interspers-

Fig. 1.21 TEM showing a superlattice of PbSe and g-Fe2O3

nanocrystals. The projection corresponds to h100i plane of the AB13

structure. The AB13 lattice and the structure of the h100i plane are

illustrated below (reproduced with permission from Ref. [206]).
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ing layers have a well-defined structure and thickness. Disadvantages include long

deposition time per layer (@12 h), opacity of the substrate and the presence of de-

fects such as pin holes in the dithiol layer that thwart charge transport studies.

The use of dithiol linkers also restricts one to the use of organosols.

Polyelectrolytes such as poly(diallyldimethylammonium chloride) (PDDA) and

polyethyleneimine(PEI) are used as alternative interspacers to build up multi-

layers of nanocrystals. The nanocrystals bind to the polyelectrolyte layer due to

electrostatic interactions. A higher degree of disorder exists in each nanocrystal-

line layer. However, adsorption of nanocrystals can be carried out in only a few

minutes. The structures of the commonly used polyelectrolytes are shown in

Fig. 1.22. By the use of alternating layers of poly(styrene sulfonate)sodium

salt(PSS) and poly(allylamine hydrochloride)(PAH), multilayers consisting of Au

nanocrystals were obtained on PEI-coated Si or float glass substrates. A layer of

cationic PSS is deposited on the PEI covered substrate. Anionic citrate-capped

Au nanoparticles adhere to the cationic PAH layer by electrostatic interactions.

Another layer of anionic PSS renders the substrate suitable for further deposition

of PSS and Au layers. The deposition was followed, in this study by means of X-

ray reflectivity and UV–visible spectroscopy measurements [209]. PAH and other

polycationic polymers can be directly adsorbed on mica. On Si or glass substrates,

PEI or aminosiloxanes are used as base layers to initiate the multilayer deposition

process [210]. Fendler and coworkers [211] have used polycations to bring about

Fig. 1.22 The structures of commonly used polyelectrolytes. PEI-

poly(ethyleneimine); PDDA-poly(diallyldimethylammonium chloride);

PSS-poly(styrenesulfonate); PAH-poly(allylamine hydrochloride); PAA-

poly(acrylic acid); PVP-poly(vinylpyrrolidone).
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the organization of semiconducting CdS, TiO2 and PbS nanocrystals on quartz,

Au and Teflon substrates.

Metal nanocrystals capped with an oxide layer such as silica or titania are useful

ingredients of multilayered structures. The surface charge of the particles de-

pends on the isoelectric point of the oxide shell and can be varied by choice of

pH etc. In aqueous solutions, silica is negatively charged. Layer-by-layer assembly

of Au nanocrystals coated with silica have been obtained with PDDA as the cross-

linker. On the other hand, titania-coated nanocrystals can be organized using a

polyanion such as PAA. Besides polyelectrolytes, small molecules with multiple

charges can be used as crosslinkers. For example, Willner and coworkers [212–

215] have carried out extensive studies on multilayers of Au and Ag nanocrystals

prepared by crosslinking electroactive cyclophanes based on the 4,4 0-bipyridinium
cation.

In addition to electrostatic interactions, weak interactions such as hydrogen

bonding and acid–base interactions are used to bring about multilayered organi-

zation. Au nanocrystals capped with 4-mercaptobenzoic acid have been deposited

using PVP as crosslinker [216]. Murray and coworkers [217] have made use of

acid–base interactions to build multilayer assemblies using Au nanocrystals

capped with a mixed layer of hexanethiol and mercaptoundecanoic acid or 4-

aminothiophenol. The carboxylic acid-capped particles were organized by the use

of PAH interlayers while PSS was used to organize the amine-capped nanocrys-

tals. UV–visible spectra showing layer-by-layer assembly of Au nanocrystals are

shown in Fig. 1.23.

Fig. 1.23 UV–vis spectra showing layer-by-

layer growth of polymer/Au nanocrystals on

thiol-functionalized glass slides. (A) PAH/

mercaptoundecanoicacid multilayer film

formed by alternately exposing the slide to a

solution of poly(allylamine hydrochloride)

and another solution of Au nanocrystals with

a mixed ligand shell consisting of hexanethiol

and mercaptoundecanoic acid. (B) PSS/ATH

multilayer film formed by alternately exposing

the slide to a solution of poly(styrene sulfonic

acid) and another solution of Au nanocrystals

with a mixed ligand shell consisting of hexa-

nethiol and 4-mercaptophenylamine(ATH)

(reproduced with permission from Ref. [217]).

28 1 Recent Developments in the Synthesis, Properties and Assemblies of Nanocrystals



1.6.4

Colloidal Crystals

It has not been possible hitherto to prepare single crystals made up of nano-

crystals. There is, however, a tendency of monodisperse nanocrystals to arrange

into ordered three-dimensional arrays extending to a few microns. By tuning the

crystallization conditions, crystallites of micrometer dimensions consisting of

thousands of Au55 nanocrystals have been prepared [218]. Microcrystallites of

CdSe [219] and Au [220] have been similarly obtained. Microcrystals of mercap-

tosuccinic acid-capped Au nanocrystals have been obtained from an aqueous

medium [221], through an assembly mediated by hydrogen bonding interactions

between the ligand molecules. Weller and coworkers [222] have devised a highly

successful method of producing these microcrystals using what is called a three-

layer technique of controlled oversaturation (see Fig. 1.24). In this method, a non-

solvent such as methanol is allowed to diffuse slowly through a buffer sol-

vent layer such as propanol to a toluene layer containing nanocrystals. By carry-

ing out this process in long narrow tubes, microcrystals of nanocrystals are

obtained after a few weeks. This technique has been used to prepare microcrys-

tals of CoPt3, FeaPt and CdSe nanocrystals (see Fig. 1.25) [186, 222, 223]. Careful

experiments reveal that the arrangement of nanocrystals in such crystallites is

polymorphic.

Kalsin et al. have used Au and Ag nanocrystals capped with oppositely charged

ligands to grow microcrystallites [280]. This method of self-assembly termed

electrostatic self-assembly is different from the organization brought about by

uncharged ligands such as thiols in an organic medium. Surprisingly, the nano-

crystals, despite having similar dimensions, choose to adopt a sphalerite

(diamond) structure. The authors attribute this to screening of charges on nano-

crystals.

Fig. 1.24 (a) Schematic illustration of the three-layer technique of

controlled oversaturation. (b) Photograph of CdSe microcrystals

prepared by the two-layer technique (left test tube). (c) Photograph of

CdSe microcrystals prepared by the three-layer technique (right test

tube). The crystallites in (c) have better defined facets (reproduced with

permission from Ref. [223]).
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1.7

Applications

1.7.1

Optical and Electro-optical Devices

Devices based on composites of nanocrystals with polymers or polyelectrolytes

are being fabricated to exploit electroluminescent and related properties of nano-

crystalline media. These devices typically utilize thin films of composites obtained

by layer-by-layer deposition using self-assembly, drop-casting or spin-casting

methods.

Solar cells with efficiency comparable to the commercial cells have been made

using poly(2-hexylthiophene)–CdSe nanorod multilayers [224]. Organic solar

cells have been fabricated using porphyrins and fullerene units along with Au

Fig. 1.25 Photographs and SEM images of microcrystals of FeaPt
nanocrystals (reproduced with permission from Ref. [222]).
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nanoparticles deposited on nanostructured SnO2 electrodes [225]. Photocurrent

generation and electroluminescence have been found in devices made up of CdS

nanocrystals and polymers such as poly(3-hexylthiophene) and poly(2-methoxy-5-

2(2-ethylhexoxy))-1,4-phenylene vinylene [226]. Electroluminescence has been

observed in devices consisting of CdSe [227] and CdSe@ZnS [228] nanocrystals

embedded in films of poly(vinylcarbazole) and an oxidiazole derivative. Light

emitting diodes have been made with CdSe [230] and CdSe@CdS [231] nanocrys-

tals. Full color emission has been achieved by using composites of CdSe@ZnS

and CdS@ZnS in polylaurlymethacrylate [232]. The polymerization reaction was

carried out in the presence of the nanocrystals to achieve optimal incorporation of

the particles in the film. The correct configuration to yield full color emission has

been studied [233]. In this study, CdTe multilayers were obtained on ITO glass

using PDDA as the crosslinker. By varying the diameter of the nanocrystals in dif-

ferent layers, electroluminescence of different colors could be obtained. Efficient

photodetectors based on poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenyleneviny-

lene] and PbSe nanocrystal composites have been fabricated [234]. The observed

photocurrent gain is attributed to carrier multiplication in PbSe nanocrystals via

multiple exciton generation and efficient charge transport through the polymer

matrix.

Lasers have been fabricated by using composites containing titania and CdSe,

CdSe@ZnS or CdS@ZnS core–shell nanocrystals with strong confinement [235,

236]. By varying the size of the CdSe nanocrystals from 1.7 to 2.7 nm or by using

CdSe@ZnS nanocrystals, the wavelength of the stimulated emission is varied.

The novelty is that lasers of different colors can be obtained using a single

method of fabrication.

1.7.2

Nanocrystal-based Optical Detection and Related Devices

The optical response of metal nanocrystals to changes in the dielectric constant

of the surrounding medium has been used to design probes that respond to a

specific event such as oligonucleotide pairing with its complementary sequence,

antibody–antigen binding or in general, protein–protein interactions [237, 238].

Gold nanocrystals of 13 nm diameter were made water soluble by derivatizing

the surface with a thiol-terminated oligonucleotide sequence. A colorimetric

response (color change from red to blue) was obtained when a complementary

DNA strand was added. This color change can visibly indicate base–pair mis-

matches. The process is reversible, and the blue-colored nanocrystalline disper-

sion regains its original red color when the chains are sliced apart by heating. It

is possible to observe a color change by spotting the nanocrystals on silica gels

[239]. DNA fragments melt (lose their rigid conformation) over a much narrower

temperature range when bound to metal particles rather than to conventional

dyes [240]. Different color change patterns are obtained by using AuaAg alloy or

Ag@Au core–shell nanocrystals. This scheme of detection has received much at-

tention. Small Au nanoparticles are shown to exhibit high photoluminescence
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upon irradiation with femtosecond pulses of 790 nm light, suggesting that the

metal nanocrystals are potential alternatives to fluorophores for biological label-

ing and imaging [241].

Ag nanotriangles generated by nanosphere lithography have been used to de-

tect biotin–streptavidin binding by immobilising biotin on the particles [242,

243]. Treatment with streptavidin solutions with concentrations in the picomolar

range was sufficient to trigger the response. Nie and coworkers [244] have sug-

gested a novel replacement for molecular beacons used to signal binding events

through fluorescence quenching. In their scheme, either end of a oligonucleotide

is functionalised – one end with a thiol group and the other end with a fluoro-

phore. The thiol group binds to the Au nanocrystal by covalent linkage while the

fluorophore loosely attaches itself to the surface of the nanocrystal; thereby losing

its fluorescence. The oligonucleotide adapts a hairpin-like conformation. When a

complementary DNA sequence is added, the fluorophore is detached from the

surface regaining its fluorescence and thus acting as a beacon. Inhibition assays

based on fluorescence resonance energy transfer (FRET) between streptavidin-

conjugated quantum dots and biotin related Au nanoparticles have been de-

scribed [245]. It has been suggested that larger nanoparticles could be very sensi-

tively detected by measuring the light scattered by them [246–248]. The intensity

of the scattered light by a single 80 nm Au particle has been compared to the total

light emitted by 106 fluorescing molecules! Yguerabide and coworkers [246–248]

have pioneered the use of large particles with diameters of@60 nm for carrying

out tracer type biochemical assays. Third harmonic signals from large gold nano-

crystals are also potentially useful for tracking individual biomolecules [249].

In addition to responding to the changes in the surrounding medium, absorp-

tion spectra of metal nanocrystals contain other important information. Dipolar

coupling interactions in metal nanocrystal assemblies such as linear rows, lead

to strong optical anisotropy. The transmitted light intensity thus depends on

whether it is polarized parallel or perpendicular to the rows of nanocrystals.

Such material could be useful as polarizing filters. Dirix et al. [250] have pio-

neered a simple method of preparing filters by stretching a polyethylene film im-

pregnated with Ag nanocrystals. Another example is the planar assembly of CdSe

nanocrystals emitting linearly polarized light in the plane of the assembly [251].

Atwater and coworkers [252] have suggested that a coupled plasmon mode could

lead to coherent propagation of electromagnetic energy, i.e., a row of metal nano-

crystals acting as a nanoscale waveguide. Using an array generated by means of

e-beam lithography, they have provided a proof of concept demonstration. Nano-

particle assemblies connected by polymers can act as molecular springs and

nanothermometers. Surface plasmon resonance and exciton–plasmon interaction

are responsible for the nanothermometer function [253].

A touch sensor has been fabricated using alternating layers of Au (10 nm thick)

and CdS (3 nm thick) nanocrystals, separated by polyelectrolytic layers, PSS and

PAH [254]. By the use of metal and semiconductor nanocrystals, it is ensured that

the change in current density through the film and the electroluminescent light
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intensity are linearly proportional to local stress. A stress image is obtained by

pressing a substance such as a copper grid or coin on the device and focusing

the resulting electroluminescent light directly on the charge-coupled device. It is

claimed that the lateral and height resolution of texture of this device are compa-

rable to the human finger at similar stress levels.

1.7.3

Nanocrystals as Fluorescent Tags

Quantum dots possess certain advantages over conventional fluorescent dyes.

They are highly photostable, possess large Stoke shifts and emit in a narrower

range (with emission peak widths about a third of the width seen in the case of

molecular species). It is possible to simultaneously obtain intense emission at

several different wavelengths by exciting at a single wavelength by the use of

nanocrystals of the same material but with different sizes. Furthermore, emission

from quantum dots is not easily susceptible to quenching.

Quantum dots capable of emitting light have been covalently attached to bio-

molecules by functionalizing their surface with carboxyl or related groups. For ex-

ample, transferrin and IgG have been attached to CdSe@ZnS nanocrystals func-

tionalised with mercaptoacetic acid [255]. We have been successful in attaching

flourescent quantum dots to lymphocyte and macrophage cells using tutfisn and

amine terminated poly(ethyleneglycol) (H2Na(CH2CH2O)naNH2). It is also pos-

sible to attach quantum dots to biomolecules electrostatically. More sophisticated

and specific attachment could be obtained by covalently linking a designer pep-

tide incorporating a receptor sequence or moiety.

Several in vivo [256, 257] and in vitro [258–260] studies have been carried out

using quantum dots as either specific or non-specific labels. It appears that quan-

tum dots are likely to replace conventional dyes in the near future. The enhanced

photostability of quantum dots also makes it possible to follow binding events in

real time. Furthermore, the use of single-wavelength excitation to obtain emission

at different wavelengths has applications in combinatorial searches.

1.7.4

Biomedical Applications of Oxide Nanoparticles

Magnetic oxide nanoparticles such as iron oxide are considered to be biocompat-

ible as they possess no known toxicity [261]. Superparamagnetic oxide nanopar-

ticles have therefore found several biomedical applications. By tailoring the ligand

shell, the magnetic particles can be attached to a specific target molecule in a so-

lution of different entities. The target can then be separated by the use of a mag-

netic field. Such aids are important in biochemical experiments where very low

concentrations are generally employed. For example, by employing red blood cells

labeled with iron oxide nanoparticles, the sensitivity of detection of malarial para-

site is shown to be enhanced [262]. It has been proposed that hyperthermia, mag-
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netic field induced heating of superparamagnetic particles, could be used to de-

stroy diseased cells and thereby treat cancer. The particles are dispersed in the af-

fected cells and an external AC magnetic field is applied to heat the particles

to destroy the cells. Numerous studies have been carried out towards achieving

this objective [263, 264]. A magnetic nanoprobe consisting of superparamagnetic

nanoparticles coated with a specific molecule of interest has been used to study

molecular interactions in live cells [265]. Magnetic nanoparticles also find appli-

cations as contrast enhancing agents in magnetic resonance imaging. This tech-

nology has been commercialized and a nanoparticle-based contrast agent called

Feridex I.V is commercially available [261].

1.7.5

Nanoelectronics and Nanoscalar Electronic Devices

That single electron devices such as supersensitive electrometers and memory

elements could be fabricated using nanocrystals has been one of the expectations

of some practioners in the field. Proof of concept experiments to test chemically

prepared nanocrystals in single electron devices have been carried out. For exam-

ple, Murray and coworkers [266] have found that a single redox reaction taking

place at the surface of Au nanocrystals induces an eight-fold increase in its capac-

itance. The concept of single electron transistors (SET), where the change in state

is brought about by charging the transistor with the smallest quanta of charge,

would be energy efficient transistors. Such transistors have been fabricated based

on lithographically defined quantum dots. Single electron transistors have been

fabricated with one or a few chemically prepared nanocrystals held between the

electrodes [267, 268]. Some of them are operable at room temperature [268]. It is

hoped that such transistors can be built by a self-assembly process in the future.

Schiffrin and coworkers [269] have obtained a nano-switch based on a layer of

Au nanoparticles on a viologen moiety anchored to an Au substrate. The I–V
characteristics of the Au nanoparticles studied using in situ scanning tunneling

spectroscopy(STS) revealed a dependence on the redox state of the viologen

underneath the nanoparticle. By electrochemically altering the redox state, the

conductivity of the circuit could be made high or low. A scanning tunneling spec-

troscopic study on two Pd nanocrystals linked with a conjugated thiol has been

shown this combination to act as a switch. The I–V spectra exhibit negative dif-

ferential resistance, indicative of switching behavior [270].

A more tangible application of nanocrystals could be their use as vapor sensors.

There have been a few attempts to obtain measurable electrical response for va-

pors of molecules that can adsorb to the surface of the nanocrystals. The mole-

cules include thiols or simple solvent molecules such as toluene and ethanol.

The sensor elements in these cases have been prepared by multilayer deposition

[271] or spin coating techniques [271–274]. Murray and coworkers [275] have

used Cu ions and thiolacid protected nanocrystals to build such a sensor element.

These devices produce a reversible and rapid response to different kinds of vapors
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(see Fig. 1.26). In other cases, sensitivity of parts per million concentration has

been achieved [276]. For example, nanoparticles of ZnO have been found to be

excellent for sensing ethanol and hydrogen. Similarly, In2O3 nanoparticles are

good sensors for NO2.

Magnetic nanocrystals have been envisaged for use in recording. For example,

ferromagnetic lattices made of FeaPt nanocrystals were found to sustain a high-

density magnetization transition. An electrical transition induced by high electri-

cal fields has been observed in a device consisting of 2-naphtolenethiol-capped Au

nanoparticle/polystyrene composite sandwiched between two Al electrodes, an

observation with potential application in memory devices [277]. Memory effects

have also been observed in polyaniline nanofiber/Au nanoparticle composites

[278] and in CdSe nanocrystal arrays [279].

1.8

Conclusions

The past couple of years have witnessed significant advances in the synthesis and

assembly of metal, oxide and semiconductor nanocrystals. Burgeoning literature

on the synthesis of nanocrystals of different sizes and shapes provides ample tes-

timony. The advances in synthesis have overtaken our understanding of funda-

mental factors such as growth mechanisms and have generated a whole range of

nanocrystalline matter in forms and shapes that had not even been envisaged pre-

viously. This period has also witnessed developments in our understanding of

fundamental properties of nanocrystalline matter. Several devices relying on the

unique properties of nanocrystals have been produced in the laboratory. It clearly

is an exciting time to research nanocrystals.

Fig. 1.26 Changes in the current over time when films were alternately

exposed to nitrogen followed by ethanol vapor of increasing partial

pressures. Ethanol vapor partial pressures were increased in fractions of

0.1 from 0.1–1.0 (reproduced with permission from Ref. [275]).
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2

Nanotubes and Nanowires: Recent Developments

S.R.C. Vivekchand, A. Govindaraj, and C.N.R. Rao

2.1

Introduction

Nanocrystals, nanowires, nanotubes, nanowalls and nanofilms are different

classes of nanomaterials. Interest in one-dimensional nanotubes and nanowires

received a major boost with the discovery of carbon nanotubes in 1991 [1]. Since

then there has been extensive work on carbon nanotubes and inorganic nano-

tubes. Nanowires of a large variety of inorganic materials have been synthesized

and characterized in the last few years. The technological potential of nanotubes

and nanowires has triggered research on these materials in a big way [2–4].

Various aspects of carbon nanotubes and inorganic nanotubes were covered in

the two Wiley-VCH volumes on the Chemistry of Nanomaterials [2], and the

recent monograph on nanotubes and nanowires [4] provides a survey of the one-

dimensional materials up to 2004. In this chapter, we concentrate on the research

findings of the last two years, covering synthesis, structure, properties and appli-

cations. In doing so, we have cited a large number of references which should

help the reader to obtain greater details where necessary. In our effort to make

the chapter complete by covering most of the recent literature it was necessary

to be brief.

2.2

Carbon Nanotubes

2.2.1

Synthesis

Several methods of synthesis of carbon nanotubes have been reported in the

literature. We shall examine the recent developments related to the synthesis of

multi-walled, single-walled and other types of carbon nanotubes. Multi-walled car-

bon nanotubes (MWNTs) can be produced in high yields by the catalytic combus-
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tion of polypropylene in the presence of an organically-modified clay and a Ni cat-

alyst [5]. In this method, polypropylene was mixed with an organic-modified clay,

Ni catalyst supported on silica–alumina, and maleated polypropylene in a Bra-

bender mixer and then the nanocomposite was placed in a crucible and heated

with the flame of a gas lamp at 600 �C. Carbon nanotubes prepared by the cata-

lytic decomposition of methane over Mo/Ni/MgO catalysts turn out to be fairly

thin with 2–4 graphitic walls due the formation of small NiaMo catalyst particles

(2–16 nm in diameter) [6]. Alignment of MWNTs can be achieved by making use

of Fe2O3 nanoparticles and magnetic fields [7]. A controlled synthesis of aligned

MWNTs can be achieved by a layer-by-layer assembly of multilayer catalyst precur-

sor films with the desired number of layers and composition [8]. Poly(sodium-4-

styrenesulfonate) (PSS) and iron oxide colloids have been used in this procedure

to prepare catalyst precursor films wherein the catalysts retain their structural in-

tegrity even at high temperature and high catalyst particle densities. In Fig. 2.1,

we show SEM images of aligned MWNT bundles obtained by this method.

Fig. 2.1 SEM images of the carbon nanotubes grown from the (PSS/

iron hydroxide colloid particles)n catalyst precursor films of different

layer pairs (i.e., different n) after the calcination: a, b, c and d represent

results for 1, 2, 3, and 5 layer pairs, respectively. (Reproduced from Ref.

[8].)
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MWNTs with fairly uniform diameters as well as aligned MWNT bundles have

been obtained by nebulized spray pyrolysis using solutions of organometallics

such as ferrocene in hydrocarbon solvents [9a]. Nebulized spray is a spray gener-

ated by an ultrasonic atomizer and a schematic diagram of the experimental set-

up is shown in Fig. 2.2(a). SEM images of aligned MWNT bundles obtained by

the pyrolysis of a nebulized spray of ferrocene–toluene–acetylene mixture are

shown in Fig. 2.2(b) and (c). The advantage of using a nebulized spray is the

ease of scaling into an industrial scale process, as the reactants can be fed contin-

uously into the furnace. Successive layers of aligned MWNTs have been prepared

by spray pyrolysis by the interruption of the reactant flow [9b]. Water-assisted se-

lective etching of carbon atoms affords the growth of carbon nanotube stacks of

up to 10 layers [10a]. In this method, etching takes place at the nanotube caps as

well as at the interface between the nanotubes and metal catalyst particles. The

overall growth process of carbon nanotube stacks is illustrated in Fig. 2.3. Multi-

Fig. 2.2 (a) Schematic diagram of the nebulized spray pyrolysis

experimental apparatus, (b) and (c) SEM images of MWNTs obtained

by the nebulzied spray pyrolysis of a toluene solution of ferrocene

(20 g L�1) at 900 �C in the presence of acetylene (50 sccm). Inset in

(b) shows the diameter distribution (Reproduced from Ref. [9(a)].)
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ple layers of MWNTs have also been grown on partially oxidized Si substrates

[10b].

Single-walled carbon nanotubes (SWNTs) have been grown using small catalytic

iron nanoparticles synthesized within protein cages as catalysts [11]. Small diam-

eter SWNTs with controlled density and ordered locations are obtained using a

polyferrocenylsilane block copolymer as the precursor [12]. A low-temperature

method for the growth of SWNTs by water plasma chemical vapor deposition

(CVD) has been reported [13]. The water plasma lowers the growth temperature

to 450 �C. A study of the kinetics of SWNT growth by water-assisted CVD has re-

vealed the catalytic role of water [14]. SWNTs can be grown continuously from an

ordered array of open-ended SWNTs [15]. In this method, nanometer-sized metal

catalyst particles are attached to the open ends of SWNTs and subsequently acti-

vated to restart the nanotube growth.

A root-growth mechanism appears to operate in the synthesis of vertically

aligned SWNTs by microwave plasma CVD [16]. SWNTs grow preferentially

when CVD is carried out over SiO2 spheres [17]. The diameter of the SWNTs

and the proportions of the metallic and semiconducting nanotubes obtained by

plasma assisted CVD appear to be related [18]. A higher percentage of semicon-

ducting nanotubes is obtained when the parameters favor the smaller diameter

nanotubes at relatively lower temperatures. Employing a CVD reactor, SWNTs

coated with nanodiamond have been produced [19]. The tubular inner structures

consists of bundles of SWNTs up to 15 mm in length, and the outer deposits con-

Fig. 2.3 Schematic of the process for the growth of double-layered CNT

films with open ends. (Reproduced from Ref. [10(a)].)
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sist of well-shaped diamond crystallites with diameters in the 20–100 nm range

(Fig. 2.4). The aligned assembly of SWNTs on solid substrates is enhanced by an

electric field [20]. Vertical growth of SWNTs of small diameter has been accom-

plished by heating small iron nanoparticles in the presence of an activated gas

[21]. In Fig. 2.5, a schematic diagram of the experimental set-up and a SEM im-

age of aligned SWNTs obtained by this method are shown. A substrate containing

a thin layer of iron is quickly heated in the presence of an activated gas. The acti-

vated gas is generated by rapidly flowing gas mixtures of H2 (400 sccm) and CH4

(40 sccm) at pressures of 15–25 Torr, over a hot filament (temperature greater

than 2000 �C) to create activated gas mixtures of hydrogen and carbon-containing

species. The SWNTs have diameters in the 0.8–1.6 nm range. Real-time growth

dynamics of SWNTs has been observed using ultra-high vacuum transmission

electron microscopy (TEM) at 650 �C [22]. Three distinct growth regimes, incuba-

tion, growth and passivation have been observed. B-doped SWNTs have been ob-

tained by the laser ablation of graphite targets loaded with boron as well as NiB

[23].

SWNTs as well as double-walled carbon nanotubes (DWNTs) are formed

Fig. 2.4 SEM images showing: (a) the general view of nanodiamond

coated SWNTs; (b–d) nanotube bundles covered by diamond

nanocrystallites. (Reproduced from Ref. [19].)
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over FeaCo alloy nanoparticles produced by the decomposition of methane over

Mg0:9FexCoyO ðx þ y ¼ 0:1Þ solid solutions [24]. Aligned DWNT ropes (shown

in Fig. 2.6) are obtained directly by sulfur-assisted floating catalytic decomposition

of methane [25]. An aerosol based method has been employed for the synthesis

of highly branched Y-junction carbon nanotubes [26].

2.2.2

Purification

Purification is an important problem faced in the use of SWNTs for various

purposes. As-synthesized SWNTs prepared by processes such as arc-discharge,

Fig. 2.5 (a) Schematic drawing of a 1 in hot filament CVD furnace

system used for aligned SWNT growth. SEM images of carpet SWNTs

grown with different time: (b) 1.3 min, scale bar 1 mm; (c) 20 min, scale

bar 10 mm; (d) 40 min, scale bar 10 mm; (e) inside view of the sample

grown with 40 min, scale bar 10 mm, inset image scale bar 1 mm.

(Reproduced from Ref. [21].)
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laser-ablation, HiPco and pyrolysis of hydrocarbons or organometallic precursors,

contain carbonaceous impurities, typically amorphous carbon and graphite nano-

particles, as well as particles of the transition metal catalyst [27]. Generally, dilute

mineral acids are used to remove the catalyst metal nanoparticles, as concentrated

acids tend to functionalize and even destroy the nanotubes. Amorphous carbon

cannot be eliminated completely by air oxidation due to the presence of metal

nanoparticles that catalyze the oxidation of SWNTs at relatively low temperatures.

Heating acid-treated SWNTs in H2 at elevated temperatures efficiently removes

amorphous carbon. A typical procedure for the purification of SWNTs synthe-

sized by the arc method is to carry out an initial air oxidation at 300 �C followed

by acid washing, and then heating in H2 at 700–1000
�C. Whereas, in air, oxida-

tion converts amorphous carbon to CO2, it is converted to CH4 on hydrogen treat-

ment. In Fig. 2.7, the Raman spectra of the SWNTs at various stages of purifica-

tion are shown. The intensities of the G-band and radial breathing modes

increase as the SWNTs are purified and the intensity of the D-band decreases as

the amorphous carbon is eliminated. High-temperature CO2 treatment is also

used for the elimination of carbonaceous impurities. A controlled and scaleable

Fig. 2.6 (a) Low-magnification TEM image of the as-prepared DWNT

ropes; (b) and (c) HREM images of an isolated DWNT and several

DWNT bundles in a rope, respectively. (Reproduced from Ref. [25].)
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multi-step purification method to remove carbonaceous and metallic impurities

from raw HiPco SWNTs has been reported [28]. The carbon-coated iron nanopar-

ticles were exposed and oxidized by multi-step oxidation at increasing tempera-

tures, with the oxidized iron nanoparticles being deactivated by using either

C2H2F4 or SF6. Magnetic filtration has been employed for the removal of

metal nanoparticle impurities in SWNTs [29]. Purification of nitric acid treated

SWNTs by centrifugation at constant pH has been investigated [30]. The zeta po-

tential seems to have an effect on the separation of carbonaceous impurities by

centrifugation.

One of the problems in the purification of SWNTs is the evaluation of the

purity of the sample after purification. Electron microscopy, thermogravimetric

analysis (TGA), Raman spectroscopy and visible-NIR spectroscopy have been em-

ployed for the determination of the purity of SWNTs. The incapability of electron

microscopy in the quantitative evaluation of purity of bulk SWNTs has been

pointed out by Itkis et al. [31]. This is due to the small volume of the sample an-

alyzed and the absence of algorithms to convert the images into numerical data.

The use of solution-phase Raman spectroscopy and NIR spectroscopy for the

quantitative evaluation of bulk purity is strongly recommended. A schematic il-

lustration of electronic spectra of SWNTs is shown in Fig. 2.8. The main features

in the spectra are due to the electronic transitions between the inter-van Hove sin-

gularities in both the metallic and the semiconducting SWNTs. The authors have

Fig. 2.7 Raman spectra at different stage in procedure B: (a) as-

synthesized SWNTs, (b) acid-refluxed SWNTs, (c) H2 treated SWNTs

at 800 �C followed by acid washing and (d) final product after H2

treatment at 1200 �C followed by acid washing. (Reproduced from Ref.

[27].)
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suggested a method to evaluate the relative purity of SWNTs based on the elec-

tronic absorption bands. Electronic absorption spectroscopy is especially useful

in determining the purity [32a]. The way to treat the spectroscopic data has been

discussed [32b].

Metallic SWNTs with small diameters are reported to be removed selectively by

treatment with nitric and sulfuric acid mixtures [33]. Raman spectroscopy and

electronic absorption spectroscopy have been employed to determine the relative

concentrations of metallic and semiconducting SWNTs before and after separa-

tion using the acid mixtures (Fig. 2.9). Large-scale separation of metallic and

semiconducting SWNTs has been achieved using a dispersion-centrifugation

process using long chain alkyl amines [34]. In this process, HiPco nanotubes are

dispersed in a solution of 1-octylamine in THF wherein the amine is strongly

adsorbed on the metallic nanotubes. Centrifugation gives, selectively, an enrich-

ment of the metallic nanotubes. Metallic and semiconducting SWNTs can be

separated by selective functionalization using azomethine ylides [35]. Based on

theoretical calculations, it is proposed that aromatic molecules such as naphtha-

lene, anthracene and TCNQ interact strongly with metallic SWNTs [36]. Metallic

Fig. 2.8 Schematic illustration of the

electronic spectrum of a typical SWNT

sample produced by the electric arc method.

The inset shows the region of the S22
interband transition utilized for NIR purity

evaluation. In the diagram, AA(S) ¼ area of

the S22 spectral band after linear baseline

correction and AA(T) ¼ total area of the S22
band including SWNT and carbonaceous

impurity contributions. The NIR relative

purity is given by RP ¼ (AA(S)/AA(T))/0.141

(Reproduced from Ref. [31].)
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SWNTs are also preferentially destroyed by laser irradiation [37]. Optical absorp-

tion of metallic SWNTs is less affected by bundling effects than the semiconduct-

ing SWNTs, resulting in an enhanced absorption ratio of metallic and semicon-

ducting SWNTs [38].

2.2.3

Functionalization and Solubilization

Functionalization of MWNTs using mineral acids such as H2SO4 and HNO3 is

well documented in the literature. Direct sidewall functionalization of MWNTs

has been carried out using dilute HNO3 under supercritical conditions [39].

Asymmetric end-functionalization of individual MWNTs, wherein each end is

Fig. 2.9 Raman spectra for HiPco SWNTs.

(a), (b) RBM and G-band Raman spectra

from the leftover on the filter for batch 1 and

2 HiPco SWNTs at 514 nm excitation wave-

length. The bottom (black), middle (blue),

and top (red) lines are from the pristine,

HNO3/H2SO4 (1:9) treatment for 12 h, and

HNO3/H2SO4 (1:9) treatment for 48 h,

respectively, followed by heat treatment at

900 �C in Ar atmosphere. (c) Raman

spectrum of the filtrated sample after HNO3/

H2SO4 (1:9) treatment for 12 h at 514 nm

excitation wavelength. (d) Corresponding

RBM and G-band Raman spectra for batch 1

and 2 HiPco SWNTs at 633 nm excitation

wavelength similar to (a). The RBMs were

normalized with respect to the G-band. Mii

and Sii correspond to metallic and

semiconducting inter-band transitions.

(Reproduced from Ref. [33].)
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functionalized with a different chemical group, has been reported [40]. The pro-

cedure employed for the asymmetric end-functionalization of an aligned carbon

nanotube film is shown in Fig. 2.10. Aligned MWNTs are first functionalized

with 3 0-azido-3 0-deoxythymidine and then placed in a solution of perfluorooctyl

iodide in tetrachloroethane with the unmodified side of the aligned MWNT film

in contact with the tetrachloroethane solution for the end-attachment of the per-

fluorooctyl chains. Water soluble MWNTs with temperature-responsive shells have

been synthesized by grafting thermosensitive poly(N-isoproplyacrylamide) to the

sidewalls of the MWNT via reversible addition and a fragmentation chain-transfer

polymerization process [41]. A liquid–liquid extraction process has been reported

for the extraction of water-soluble SWNTs into the organic phase [42]. The extrac-

tion utilizes electrostatic interactions between tetraoctylammonium bromide and

the sidewall functional groups on the nanotubes. SWNTs can be cut into short

segments by controlled oxidation by piranha (HNO3/H2SO4) solutions [43]. At

high temperatures, piranha attacks the damage sites generating vacancies in the

nanotube sidewalls, and consuming the oxidized vacancies to yield short, cut

nanotubes. SWNTs can be readily dispersed in alcohol using sodium hydroxide

[44]. Several block copolymers with different functional side groups have been

employed for the preparation of aqueous dispersions of SWNTs and MWNTs

[45]. Cross-linking of an amphiphilic a-peptide to SWNTs improves the solubility

of the nanotubes in water [46].

Fig. 2.10 A free-standing film of aligned MWNTs floating on the top

surface of (a) an AZT solution in ethanol (2%) for UV irradiation at one

side of the nanotube film for 1 h, and (b) a perfluorooctyl iodide

solution in TCE (2%) for UV irradiation at the opposite side of the

nanotube film for 1.5 h. (Reproduced from Ref. [40].)
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Noncovalent functionalization of SWNTs can be carried out using the water-

soluble porphyrin, meso-(tetrakis-4-sulfonatophenyl) porphine dihydrochloride

[47]. Porphyrin–SWNT interaction is selective for the free base form, resulting

in aqueous solutions that are stable for several weeks. SWNTs prepared by the

HiPco process can be noncovalently modified with ionic pyrene and naphthalene

derivatives to prepare water-soluble SWNTpolyelectrolytes [48]. SWNTs can be ex-

foliated and functionalized by grinding them for minutes at room temperature

with aryldiazonium salts in the presence of ionic liquids and K2CO3 (Fig. 2.11)

[49]. Raman spectrum of the functionalized product shows a higher D-band, cor-

responding to functionalization of the SWNT (Fig. 2.11(c)) due to the increase in

the number of sp3-carbons that formed on the SWNTs after functionalization.

Electrochemical functionalization of SWNTs at room temperature has been car-

ried out [50]. An ionic liquid supported three-dimensional network SWNT elec-

trode is employed in this method. Dispersion and noncovalent functionalization

of SWNTs using self-assembling peptide amphiphiles has been demonstrated

[51a]. Cyclic peptides are found to be useful in the solubilization and noncovalent

functionalization of SWNTs in aqueous solutions [51b]. SWNTs with high solubil-

ity in water are obtained by a two-step process involving first their functionali-

zation with phenyl groups, followed by sulfonation in oleum [52]. Aqueous

solubilization of SWNTs is achieved by using polycyclic aromatic ammonium am-

phiphiles such as trimethyl-(2-oxo-2-phenylethyl)-ammonium bromide [53]. The

interaction leading to the solubilization of SWNTs in the presence of p-terphenyl
and anthracene has been studied using Raman and fluorescence spectroscopy

[54]. SWNTs have also been solubilized using proteins [55].

SWNTs have been functionalized by diazonium salts produced in situ by the

reaction of sodium nitrite with substituted aniline in a mixture of 96% sulfuric

acid and ammonium persulfate [56]. Functionalization of SWNTs with sec-
butyllithium and subsequent treatment with CO2 leads to the formation of

SWNTs functionalized with both alkyl and carboxyl groups [57]. Treatment of

SWNTs with SOCl2 affects the electrical and mechanical properties, thereby indi-

cating a Fermi level shift in to the valence band [58]. SWNTs containing COOH

groups can be chemically transformed to SWNTs containing amino groups [59].

Sidewall functionalization and subsequent solubilization of MWNTs has been

achieved using microwave-assisted cycloaddition reaction of azomethine ylides

[60]. Microwave nitrogen plasma has been employed for the functionalization of

SWNTs [61]. MWNTs can be functionalized at pre-selected locations by initial

irradiation with an ion beam followed by functionalization. This approach may

be useful in the creation of hybrid devices [62]. Covalent modification of carbon

nanotubes with imidazolium salts based ionic liquids has been reported [63]. Ox-

idation of SWNTs by ozone causes an irreversible increase in their electrical resis-

tance [64]. Microwave-assisted functionalization of SWNTs in a mixture of nitric

and sulfuric acids yields highly water-dispersible SWNTs [65].

DNA molecules can be used to prepare stabilized nanotube suspensions with

liquid crystalline properties [66]. Carbon nanotubes have been functionalized

with cleavable disulfide bonds for intracellular drug delivery of short-interfacing
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Fig. 2.11 (a) Schematic showing the functionalization of SWNTs in

ionic liquid using a mortar and pestle and Raman spectra (633 nm,

solid) of (b) purified SWNTs and (c) SWNTs functionalized with 4-

chlorobenzenediazonium tetrafluoroborate in BMIPF6. (Reproduced

from Ref. [49].)
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RNA (siRNA) and gene silencing [67]. A stable aqueous suspension of short

SWNTs is first prepared by noncovalent adsorption of phospholipid molecules

with poly(ethyleneglycol) (PL-PEG, MW of PEG ¼ 2000) chains and terminal

amine or maleimide groups. PL-PEG binds strongly to SWNTs via van der Waals

and hydrophobic interactions between the two PL alkyl chains and the SWNT

sidewalls, with the PEG chain extending into the aqueous phase to impart solu-

bility in water. The siRNA and DNA molecules are coupled to the functionalized

SWNTs through the incorporation of a disulfide bond. Blood-compatible carbon

nanotubes for in vivo applications have been prepared through heparination [68].

DWNTs have been fluorinated to get CF0:3 [69]. By controlling the crystallization

conditions, polyethylene has been periodically crystallized over carbon nanotubes

[70].

Various metal nanoparticles can be deposited on carbon nanotube surfaces.

Thus, noble metal nanoparticles have been deposited onto the surface of SWNTs

by electrodeposition [71]. Pt–carbon nanotube composites have been prepared in

supercritical CO2 using platinum(ii) acetylacetonate as a precursor, for use as

electrocatalysts [72]. Carbon nanotubes have been decorated with Ru nanopar-

ticles using RuCl3 in supercritical water [73]. SWNTs have been coated with fluo-

rinated silica and the UV-visible-NIR spectrum shows a red shift in the first van

Hove singularity transition, inferring that the SWNTs in SiO2-coated SWNTs are

in a more polarizable and inhomogeneous environment than that of surfactant

solutions [74]. SWNTs have also been coated with cadmium chalcogenides [75]

and Fe3O4 nanoparticles [76]. Photoactive donor–acceptor nanohybrids have been

obtained by linking thioglycolic acid capped CdTe nanoparticles to SWNTs and

MWNTs [77]. By reacting acid-treated carbon nanotubes with vapors of metal

halides such as TiCl4, SiCl4, followed by reaction with water and calcination,

chemically bonded ceramic oxide-coated carbon nanotubes can been prepared

(Fig. 2.12) [78]. The thickness is controlled by the number of cycles of the reac-

tions with the metal halide and H2O.

Lattice defects and distortions in alkali metal iodides (MI, M ¼ K, Cs) encapsu-

lated in DWNTs have been examined [79]. Several lattice defects such as intersti-

tials and vacancies, as well as crystal plane distortions like shearing and rotation,

are found to be present. Nanopeapods of SWNTs encapsulating cesium metallo-

fullerene (CsC60) have been reported [80].

DNA-directed self-assembly of Au nanoparticles and SWNTs has been investi-

gated [81]. Carbon nanotubes attached to single-stranded DNA are hybridized us-

ing complementary DNA-attached Au nanoparticles, leading to the formation of

Fig. 2.12 The ceramic coating process for (a) carbon nanotubes and

(b) metal oxide nanowires; (c), (d) TEM images of the same sample

after calcination at 350 �C; (e) TEM image of the nanotubes and

nanowires after the removal of carbon nanotubes; and (f ) TEM image

of TiO2-coated SWNTs after calcination at 350 �C. The arrow shows the

oxide coating. (Reproduced from Ref. [78].)
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hybrid structures as seen in Fig. 2.13. Ordered arrays of nanotubes are obtained

using liquid crystalline solutions [82]. The method involves the patterning of in-

danthrone disulfonate using dip-pen lithography and conversion of patterns into

nanotubes by the thermal carbonization.

2.2.4

Properties and Applications

2.2.4.1 Optical, Electrical and Other Properties

Atomic-scale imaging with concurrent transport measurements has been carried

out on individual MWNTs [83]. The study provides evidence for different break-

down sequences of the nanotube walls. It has been found that individual vertical

Fig. 2.13 (a) Schematic representation of procedure for DNA-directed

self-assembling of multiple carbon nanotubes and nanoparticles.

Typical AFM image of (b) the self-assembly of ssDNA–MWNTs and

cDNA–Au nanoparticle (scanning area: 0.55 mm by 0.55 mm; vertical

scale bar: 50 nm) and (c) the 3D surface plot of (a) with different color

codes (scanning area: 0.85 mm by 0.85 mm). (Reproduced from Ref.

[81].)
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MWNTs have a large current-carrying capacity (7.27 mA) with a low resistance of

34.3 W, which is significantly higher than that of metallic SWNTs (@25 mA) [84].

This behavior has been attributed to multichannel quasiballistic conducting be-

havior due to the participation of multiple walls in the electrical transport. Elec-

tronic transport spectroscopy on nanotubes in a magnetic field has been able to

resolve the spin and orbital contributions to the magnetic moment [85].

Direct experimental evidence for exciton–phonon bound states in the photolu-

minescence excitation spectra of isolated SWNTs in aqueous suspensions has

been obtained [86]. Femtosecond spectroscopy has yielded transient absorption

spectra of SWNTs on optical excitation [87]. The excitonic origins of the spectrum

and other features have been revealed by this study. Nanoscale optical imaging of

excitons in SWNTs has been carried out by simultaneous near-field photolumi-

nescence and Raman spectroscopy [88]. By combining electron diffraction and

Rayleigh scattering spectroscopy the physical structure and optical transition en-

ergies of individual SWNTs have been determined [89]. The structural assign-

ment of the SWNTs has been obtained by comparing the experimental electron

diffraction and the simulated electron diffraction pattern as shown in Fig.

2.14(a)–(c). The Rayleigh spectra of the S33 and S44 transitions for (16,11) and

(15,10) SWNTs are shown in Fig. 2.14(d) and (e). These two species have similar

chiral angles (23.9� and 23.4�) but different diameters (1.83 and 1.71 nm). There

is an upward shift of both the transition energies for the smaller diameter tube

but little change in the ratio of the S44/S33 transition energies. Intrinsic as well

as extrinsic effects on the temperature dependence of photoluminescence of

semiconducting SWNTs have been investigated [90]. A small energy shift of the

emission line with temperature has been observed showing moderate chirality

dependence. A clear chiral dependence due to strain on polymer wrapped nano-

tubes was observed when the effect of the temperature on the band gap was re-

moved.

The visible luminescence of nanotubes and its dependence on functionaliza-

tion have been examined [91]. A better dispersion and functionalization of

the nanotubes results in more intense emissions. Optical properties of SWNTs

can be manipulated without covalent functionalization, by wrapping them with

fluorescently labeled polymer poly(vinylpyrrolidone) (PVP-1300) [92]. Individual

SWNTs and DWNTs suspended in water using surfactants have been examined

by using time-resolved photoluminescence spectroscopy [93]. This study has

yielded information on the influence of tube chirality and diameter as well as

the environment on the non-radioactive decay in smaller diameter tubes. Two-

photon excitation spectroscopy has been used to measure exciton binding ener-

gies and band-gap energies in a range of individual species of semiconducting

SWNTs [94]. These exciton binding energies are large and vary with the nanotube

diameter whereas band-gap energies are significantly blue-shifted from values

predicted by tight-binding calculations. Optical manipulation of SWNTs has

been achieved using a linearly polarized infrared tweezers system [95]. Ultrafast

relaxation of photoexcitations in semiconducting SWNTs has been investigated

using polarized pump–probe photomodulation (with 10 fs time resolution) and
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cw polarized photoluminescence [96]. Near-infrared photoluminescence decay

time measurements in different chirality SWNTs have provided excited-state car-

rier lifetimes [97]. Along with the results of resonant pump-and-probe spectros-

copy it is shown that the carrier lifetime in the first excited state of semiconduct-

ing nanotubes exceeds 30 ps, which is one order of magnitude larger than the

carrier dynamics observed in nanotube bundles. Near-edge X-ray absorption fine

structure spectroscopy has been employed to study the degree of order and align-

ment in SWNTs [98].

Fig. 2.14 Measurement of the carbon

nanotube chiral indices. (A) Experimental

TEM diffraction image from a semi-

conducting (16,11) SWNT and (B) the cor-

responding simulated diffraction pattern.

(C) Model of the structure of the (16,11)

SWNT. Measuring chirality and diameter

effects in semiconducting SWNTs. (A)

Comparison of the Rayleigh scattering

spectra for the S33 and S44 transitions of the

(16,11) and a (15,10) SWNTs. These SWNTs

have chiral angles differing by only 0.5�, but
diameters of 1.83 and 1.71 nm, respectively.

We see an upward shift of both transition

energies for the smaller diameter tube but

little change in the ratio of the S44/S33
transition energies. (B) Comparison of a

(13,12) and a (15,10) SWNT. These SWNTs

have nearly identical diameters, but chiral

angles of 28.7� and 23.4�, respectively. In this

case, the average transition energies for the

S33 and S44 transitions in the two structures

are almost identical. The ratios of the

transition energies clearly differ and obey the

family relation discussion in the text.

(Reproduced from Ref. [89].)
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Raman spectra of individual SWNTs obtained from various sources have been

compared and the characteristic features of the G-modes of metallic and semicon-

ducting tubes established (Fig. 2.15) [99]. The diameter dependence of tangential

mode frequencies of free standing individual semiconducting SWNTs has been

measured [100]. Raman spectroscopy of individual SWNT dispersion has been

used to show that the Raman cross-sections of modðn�m; 3Þ ¼ 1 semiconduct-

ing SWNTs are disproportionately smaller than the nanotubes by an order of

magnitude [101]. The temperature dependence of the Raman modes of individual

SWNTs on SiO2 substrates has been investigated [102]. Raman spectroscopy

and imaging of ultra-long nanotubes consisting of both semiconducting and me-

tallic tubes have been compared [103]. Resonance Raman spectra of semiconduct-

ing and metallic SWNTs in the 600–1100 cm�1 range have been investigated and

band assignments have been made in these intermediate frequency modes [104].

A step-like dispersive behavior of these modes has been examined in some detail.

Resonant Raman spectra of individual metallic and semiconducting SWNTs have

been examined under uniaxial strain [105]. The D, G and G 0 bands of the Raman

modes have down shifted by upto 27, 15 and 40 cm�1 respectively. These relative

strain induced shifts of D, G, and G 0 bands vary significantly from nanotube to

nanotube, implying that there is a strong chirality dependence of the relative

shifts. The intermediate frequency modes of SWNTs and DWNTs have been in-

Fig. 2.15 (a) Raman spectra of isolated semiconducting HiPco SWNTs

and (b) isolated metallic HiPco SWNTs and one small bundle (blue)

spin-coated onto Si/SiO2. (Reproduced from Ref. [99].)
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vestigated by Raman spectroscopy as well as in situ Raman spectroelectrochemis-

try [106]. Small-angle neutron scattering using high concentration method of

SWNTs have been studied [107].

Atomic force microscopy (AFM) has been used to locally perturb and detect

charge density in carbon nanotubes [108]. Such a measurement gives the local

band gap of an intratube quantum-well structure. A large enhancement in the

photoresponse of SWNT films is observed when the film is suspended in vacuum

and this effect has been attributed to the heating of nanotubes networks [109].

Photoconductivity excitation spectra of individual semiconducting nanotubes in-

corporated as the channel of field-effect transistors have been measured [110].

The spectra show the presence of a weak sideband at@200 meV higher in energy

than the main band arising from the second van Hove singularity. Electronic

structure calculations indicate that the spectrum originates from the simultane-

ous excitation of an exciton (the main resonance) and a CaC bond stretching pho-

non (sideband).

Micrometer-long fully suspended SWNTs grown between metal contacts can

be used as devices, which show well-defined characteristics over much wider

energy ranges than nanotubes pinned on substrates (Fig. 2.16) [111]. Various

low-temperature transport regimes in true-metallic, small- and large-bandgap

semiconducting nanotubes are observed, including quantum states shell-filling,

-splitting and -crossing in magnetic fields owing to the Aharonov–Bohm effect.

The transport data show a correlation between the contact junction resistance

and the various transport regimes in SWNTdevices. Furthermore, electrical trans-

port data can be used to probe the band structures of nanotubes, including non-

linear band dispersion.

A metal–semiconductor transition is induced in SWNTs by low-energy electron

irradiation, due to the inhomogeneous electric fields arising from charging

during electron irradiation [112]. Electronic properties of p-doped SWNTs have

been studied by various methods including thermopower, optical reflectivity and

Raman spectroscopy [113]. These results give the Fermi level downshifts due to

doping. Electronic properties of fluorinated n-type CNTs prepared by CF4 plasma

fluorination and amino functionalizations have been studied [114]. The degree of

amino functionalization is dependent on the degree of initial fluorination rather

than the oxygen or carbon defects. Reaction at both ends of 1,2-diaminoethane

was observed to increase with fluorine content. Back-gated SWNT devices have

shown p-type semiconducting behavior of CF4-functionalized SWNTs and n-type

semiconducting behavior of amino-functionalized SWNTs.

Thermal properties of carbon nanotubes and their composite materials have at-

tracted much attention [115]. The thermal conductivity of a single carbon nano-

tube has been measured [116]. Electrical characteristics of metallic nanotubes at

high bias voltages between 300 and 800 K suggest the thermal conductivity to be

3500 W m�1 K�1 [117]. Thermal properties of individual MWNTs have also been

investigated by using the phenomena of electrical breakdown in electrical trans-

port measurements [118]. Thermal conductance and thermopower of an individ-

ual suspended SWNT have been measured [119].
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Fig. 2.16 (a) Schematic of the device with a

local gate at the bottom of the trench. (b) A

SEM image of the actual device, the scale bar

is 0.5 mm. (c), G–Vg characteristics of a

SWNT (Dev1) recorded at T ¼ 300 mK under

V ¼ 1 mV and B ¼ 0 T. The heights of the

bars along the top axis correspond to peak

spacings DVg (right vertical axis) between

conductance peaks along the Vg axis. A four-

peak shell is highlighted (by dashed lines)

for the p-channel (negative Vg side) and

n-channel (positive Vg side). (d) Energy

dispersion EðkÞ for the valence band.

Quantization of wavevectors along the length

of the carbon nanotube (kn ¼ np/L) is

indicated by evenly spaced vertical lines. Each

kn gives rise to a shell (represented by the

horizontal levels), each consisting of four

states corresponding to the K and K 0 sub-
bands and spin-up and spin-down. (e)

Details of two of the shells in (c). Four

electrons fill each shell with a charging

energy of Ueff . To reach the next shell, in

addition to Ueff , an energy difference between

the quantized shells Dn needs to be paid.

(Reproduced from Ref. [111].)
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The torque created by an electric field gives rise to transient induced birefrin-

gence in SWNTs [120]. The pure orbital Kondo effect has been found in carbon

nanotubes [121]. A magnetic field was used to tune the spin-polarized states into

orbital degeneracy to find that the orbital quantum number is conserved during

tunneling. An enhanced Kondo effect was also observed with a multiple splitting

of the Kondo resonance at a finite field when the orbital and spin degeneracies

were present simultaneously, as predicted by the so-called SU(4) symmetry.

2.2.4.2 Phase Transitions, Mechanical Properties, and Fluid Mechanics

Identification of the lyotropic phase in carbon nanotubes was reported earlier

[122a]. An isotropic–nematic phase transition in dispersions of MWNTs has

been observed recently [122b]. This phase transition is also observed in SWNTs

dispersed in strong acid media [122c]. The critical concentration of the isotropic–

nematic transition increases with acid strength. The hydrostatic pressure-induced

structural transition that occurs in DWNTs has been studied by using constant-

pressure molecular dynamics simulations [122d]. During the transition, the tube

cross-section changes from circular to elliptical in shape, associated with the large

reduction in the radial bulk modulus. Electrically controlled carbon nanotube

switches have been fabricated using liquid crystal–nanotube dispersions [123].

SWNTs undergo superplastic deformation up to 280% of their original length

at high temperature, as seen in Fig. 2.17 [124]. A new hot-drawing process for

Fig. 2.17 In situ tensile elongation of

individual single-walled carbon nanotubes

viewed in a high-resolution transmission

electron microscope. (a)–(d) Tensile

elongation of a single-walled carbon

nanotube (SWNT) under a constant bias of

2.3 V (images are all scaled to the same

magnification). Arrowheads mark kinks;

arrows indicate features at the ends of the

nanotube that are almost unchanged during

elongation. (e)–(g) Tensile elongation of a

SWNT at room temperature without bias

(images e and f are scaled to the same

magnification). Initial length is 75 nm (e);

length after elongation (f ) and at the

breaking point (g) is 84 nm; (g) low-

magnification image of the SWNT breaking in

the middle. (Reproduced from Ref. [124].)
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treating wet-spun composite fibers made of single and multiwalled carbon nano-

tubes and poly(vinyl alcohol) (PVA) has been reported [125]. The inspiration for

this process comes from textile technology and composite nanotube fibers pre-

pared by this method exhibit a large strain-to-failure, and their toughness exceeds

commercially available polyacramide fibers such as Kevlar or Twaron. Hot-drawn

nanotube/PVA fibers hold great potential for a number of applications such as

bulletproof vests, protective textiles, helmets, and so forth.

Mechanical properties of continuously spun fibers of carbon nanotubes from

an aerogel, formed during synthesis by chemical vapor deposition, have been

investigated [126]. The conditions were chosen to lie within the range satisfactory

for continuous spinning, the catalyst concentration being varied within this

range. Increasing proportions of SWNTs were found as the iron concentration

was decreased; these conditions also produced fibers of the best strength and

stiffness. The maximum tensile strength obtained was 1.46 GPa (equivalent to

0.70 N/tex, assuming a density of 2.1 g cm�2). A carbon nanotube reinforced

metal (Cu) matrix nanocomposite, fabricated by a novel fabrication process called

‘‘molecular-level mixing’’ showing extremely high strength, several times higher

than the matrix, has been reported [127]. The spark plasma sintered CNTs/Cu

nanocomposite powders show an extraordinary strengthening effect, higher than

that of any other kind of reinforcement ever used for metal-matrix composites.

Multifunctional conductive brushes made from carbon nanotube bristles grafted

on fiber handles have been developed [128]. These brushes with nanotube bristles

may be useful for several tasks such as cleaning nanoparticles from narrow

spaces and devices, coating the inside of holes, selective chemical adsorption,

movable electromechanical brush contacts and switches and selective removal of

heavy metal ions.

The speed of fluid flow/transport through aligned carbon nanotube mem-

branes approaches that through biological channels [129]. The extraordinarily

fast flow makes the nanotube membrane a promising mimic of protein channels

for transdermal drug delivery and selective chemical sensing. A method to fab-

ricate integrated SWNT/microfluidic devices has been developed to study the

mechanism of nanotube sensors [130]. This simple process could be used to pre-

pare nanotube thin film transistors within the microfluidic channel, wherein var-

ious analytes can be introduced for sensing. This study has enabled us to under-

stand the sensing mechanism of nanotube thin film field-effect transistors, where

the sensing signal comes from the target molecules absorbed on or around the

nanotubes. Superhydrophobicity on two-tier (micro and nanometer scales) rough

surfaces fabricated by the controlled growth of aligned carbon nanotube arrays,

coated with fluorocarbon, has been reported [131]. This study throws light on

the wetting and hydrophobicity of water droplets on two-tier rough surfaces. Sta-

ble superhydrophobicity has been found in aligned carbon nanotubes coated with

a ZnO thin film [132]. The wettability of the surface can be reversibly changed

from superhydrophobicity to hydrophilicity by alternation of ultraviolet (UV) irra-

diation and dark storage. Electowetting studies of SWNTs with mercury show that

open nanotubes wet reversibly and filling is also observed [133].
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2.2.4.3 Energy Storage and Conversion

Nitrogen-containing carbon nanotubes with Pt nanoparticles dispersed on them

exhibit high electrocatalytic activity with potential use in fuel cells [134]. SWNT-

supported Pt nanoparticles exhibit selective electrocatalytic activity for O2 reduc-

tion, suggesting possible use in H2 and methanol fuel cells [135a]. A simple

filtration method has been used to prepare superhydrophobic films of carbon

nanotubes with catalytic Pt nanoparticles [135b]. The films exhibit enhanced elec-

trocatalytic activity and improved mass transport within the film. Pt/Ru-carbon

nanotube nanocomposites are effective in methanol fuel cells [135c]. Films of car-

bon nanotubes with ordered structures obtained from concentrated sulfuric acid

can be used to fabricate electrodes for high power density supercapacitors [136].

Functionalized carbon nanotubes treated with pyrrole have been employed as

electrode materials in supercapacitors [137]. A capacitance of 350 F g�1 with

power and energy densities of 4.8 kW kg�1 and 3.3 kJ kg�1, respectively, were

obtained for these electrodes in 6 M KOH with a double layer capacity of

154 mF cm�2. SWNTs modified with oxygenated carbon at their ends by acid

treatment appear to exhibit favorable electrochemical properties [138]. Aligned

MWNTs–RuO2 nanocomposites have been investigated for use as supercapacitors

[139]. A composite with psuedocapacitance properties and high electrical conduc-

tivity has been obtained by the pyrolysis of carbon nanotube/polyacrylonitrile

blends [140]. Thin films formed by MWNTs with high packing density and align-

ment yield high power density supercapacitors [141]. The capacitance and con-

ductance of SWNTs in the presence of different chemical vapors have been exam-

ined [142]. SWNT samples generally exhibit hydrogen adsorption capacities of

less than 1 wt% at 25 �C for pressures up to 110 bar [143].

Splitting of water into hydrogen and oxygen occurs in the channels of SWNTs

on irradiation with a flash light [144]. Stacked-cup carbon nanotubes have been

used in photochemical solar cells [145]. SWNTs can be used as integrated build-

ing blocks for solar energy conversion [146]. In this study, SWNTs have been

combined with porphyrin to prepared nanostructured devices. SWNT-CdSe nano-

composites may be useful for light harvesting and photoinduced charge transfer

[147].

2.2.4.4 Chemical Sensors

An electrochemical sensing platform has been developed, based on the integra-

tion of redox mediators and carbon nanotubes in a polymer matrix, for the detec-

tion of b-nicotinamide adenine dinucleotide (NADH) [148]. DNA-decorated

carbon nanotube transistors act as chemical sensors [149]. Single-strand DNA

(ss-DNA) is also known to have high affinity for SWNTs due to a favorable p–p

stacking interaction. The sensor consists of ss-DNA attached to a SWNT field ef-

fect transistor (FET), wherein the ss-DNA acts as a chemical recognition site and

the SWNT FETs as an electronic read-out component. Responses of ss-DNA/

SWNT FET differ in sign and magnitude for different gases as well as odors and

can be tuned by choosing the base sequence of the ss-DNA. SWNTs functional-

ized with ss-DNA have been used for electrochemical detection and sensing of a
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low concentration of dopamine in the presence of excess ascorbic acid [150].

Water-soluble SWNTs can be used to study the reaction with H2O2 and suggest a

possible use in H2O2 optical sensors [151]. CO2 detection using SWNTs and a

microelectromechanical system has been demonstrated [152]. Room temperature

hydrogen sensing has been carried out using SWNT films [153].

2.2.5

Biochemical and Biomedical Aspects

Reversible biochemical switching of ion transport through aligned carbon nano-

tube membranes has been observed and found to mimic protein ion channels

[154]. SWNT forests have been used for protein immunosensors [155]. Here,

antibodies are attached to the carboxylate end of the nanotube forests. SWNT

polyelectrolyte composite films provide a biochemical platform for plastic im-

plants [156]. The thin films are mechanically compatible with tissues under con-

stant flexural as well as shear stresses and biocompatible with neuronal cell

cultures.

Osteoblast proliferation and bone growth based on chemically functionalized

SWNT scaffolds has been investigated [157, 158]. SWNTs encapsulated in DNA

oligonucleotide can be used as markers in live cells and are resistant to photo-

bleaching for up to 3 months [159]. The DNA-encapsulated SWNT markers in

cells have been analyzed using Raman and fluorescence spectroscopy. Functional-

ized carbon nanotubes have been used for targeted delivery of amphotericin B,

an antibiotic effective in the treatment of chronic fungal infections [160]. An

in vivo fluorescence detector for glucose based on an SWNT optical sensor has

been developed [161]. Amperometric biosensors based on redox polymer–carbon

nanotube–enzyme composites have been demonstrated [162].

Band gap fluorescence modulation of SWNTs can be used to detect DNA [163].

SWNTs can also be used for the optical detection of conformational polymor-

phism in DNA [164]. A red shift in the SWNT fluorescence is observed due to

the change in the dielectric environment of the DNA-coated SWNTs on conforma-

tion change of the DNA (Fig. 2.18). An electrochemical sensor employing aligned

MWNTs has been fabricated for the detection of the cholesterol level in blood

[165]. An enzyme–carbon nanotube-based electrochemical sensor has been dem-

onstrated for potential use in the detection of V-type nerve gases [166].

Cytotoxicity of SWNTs and MWNTs has been examined in comparison with

C60 and quartz [167]. Significant cytotoxicity of SWNTs was observed in

alveolar macrophage after 6 h exposure in vitro. The cytotoxicity increased by

as much as @35% when the dosage of SWNTs increased by 11.30 mg cm�2.

No significant toxicity was observed for C60 up to a dose of 226.00 mg cm�2. The

cytotoxicity apparently follows a sequence order on a mass basis: SWNTs >

MWNT > quartz > C60. SWNTs significantly impaired phagocytosis of AM at

the low dose of 0.38 mg cm�2, whereas MWNT and C60 induced injury only at

the high dose of 3.06 mg cm�2. The macrophages exposed to doses of SWNTs or

MWNTs of 3.06 mg cm�2 showed characteristic features of necrosis and degener-
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ation. Carbon nanotubes modified with suitable biomimetic polymers have been

found to be biocompatible while the uncoated carbon nanotubes lead to cell death

[168].

Several proteins absorb on the sidewalls of acid-treated SWNTs leading to the

formation of noncovalent protein–nanotube conjugates [169]. The proteins can

be transported into various mammalian cells with the nanotube acting as the

Fig. 2.18 (A) Concentration-dependent

fluorescence response of the DNA-

encapsulated (6,5) nanotube to divalent

chloride counterions. The inset shows the

(6,5) fluorescence band at starting (blue) and

final (pink) concentrations of Hg2þ. (B)
Fluorescence energy of DNA–SWNTs inside a

dialysis membrane upon removal of Hg2þ

during a period of 7 h by dialysis. (C) Circular

dichroism spectra of unbound d(GT)15 DNA

at various concentrations of Hg2þ. (D) DNA–

SWNT emission energy plotted versus Hg2þ

concentration (red curve) and the ellipticity

of the 285 nm peak obtained via circular

dichroism measurements upon addition of

mercuric chloride to the same oligonucleotide

(black curve). Arrows point to the axis used

for the corresponding curve. (E) Illustration

of DNA undergoing a conformational tran-

sition from the B form (top) to the Z form

(bottom) on a carbon nanotube. (Repro-

duced from Ref. [164].)
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transporter. SWNT FETs can be used for biosensing with the use of artificial oli-

gonucleotide (aptamers) [170]. The small size of the aptamers (1–2 nm) makes it

possible for the aptamer–protein binding event to occur inside the electrical dou-

ble layer in millimolar salt concentrations.

2.2.6

Nanocomposites

Polymer composites containing different amounts of MWNTs have been

prepared using solution dispersion and melt-shear mixing [171]. The wrapping

of nanotubes generally occurs when MWNTs are dissolved in organic solvents

along with the polymers. MWNTs have been functionalized with alkylbenzoic

acids and dispersed in ethylene glycol [172]. Subsequently, in situ polycondensa-

tion of ethylene glycol and terephthalic acid in the presence of functionalized

MWNTs yields poly(ethylene terephthalate)–MWNT nanocomposites. Polyurea-

functionalized MWNTs have been synthesized and characterized [173]. Poly(ethyl-

eneimine) functionalized SWNTs have been synthesized [174]. They act as sub-

strates for neuronal growth. Water-soluble graft copolymers of SWNTs have been

prepared by covalent attachment [175]. Anisotropic films of SWNTs and amine

polymers have been prepared and their electrical properties investigated [176].

Composite films of MWNTs with polyaniline have been grown electrochemically

from aqueous acidic solutions and their electrochemical capacitance has been ex-

amined [177]. Aligned SWNT composite films are prepared by attaching Au

nanoparticles to SWNTs followed by compression in a Langmuir–Blodgett trough

[178]. Electrostatic matching has been used to coat carbon nanotubes with layers

of oppositely charged polyelectrolytes [179]. The composite consists of a MWNT

core coated with four functionalized layers that successively comprise protein-

encapsulated iron oxide nanoparticles, the tetravalent biotin-binding protein,

streptavidin, 24-base three-stranded biotin-terminated oligonucleotide duplexes,

and oligonucleotidecoupled Au nanoparticles.

A novel hybrid material based on carbon nanotube–polyaniline–nickel hexa-

cyanoferrate nanocomposite exhibiting good ion exchange capacity, stability and

selectivity for Cs ions has been prepared [180]. Carbon nanotube–metal nitride

composites with enhanced electrical properties have been fabricated [181].

Aligned polymer composites with controlled nanotube dispersion and alignment

can be fabricated by a two-step process, involving the CVD growth of aligned

MWNts and followed by in situ polymerization [182]. Wet spinning is used to ob-

tain polymer-free carbon nanotube fibers using solutions consisting of nano-

tubes, surfactant and water [183]. SWNT–nylon composites fibers with improved

mechanical properties have been prepared by a continuous spinning process

[184]. Nanotube brushes consisting of N-doped MWNTs and polystyrene have

been synthesized by covalent attachment using grafting techniques and subse-

quent polymerization [185].

The temperature dependence of the electrical conductivity of poly(3-

octylthiophene)–SWNT composite films has been measured and the results de-
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scribed by a fluctuation induced tunneling model [186]. A multi-functional chem-

ical vapor sensor has been fabricated using aligned MWNTs–polymer composites

[187]. Near-infrared photovoltaic devices can be fabricated using SWNT–polymer

composites as an active layer [188]. SWNTs have been incorporated in polythio-

phene films for potential use in photoconversion [189]. SWNTs with porphyrin

polymer wrapping exhibit long-lived intracomplex charge separation for possible

use as photoactive materials [190]. Optical properties of polyaniline–MWNT com-

posite films prepared from solution have been investigated [191]. Photo-induced

mechanical actuation has been observed in polymer–nanotube composites upon

IR irradiation [192]. Transparent conducting SWNT films have been deposited on

various substrates using a transfer printing technique [193]. The possible use

of SWNT films as hole-conducting transparent electrodes in polymer–fullerene

photovoltaic devices has been examined [194]. Electrical transport and chemical

sensing properties of individual polypyrrole–SWNTnanocables have been investi-

gated [195].

Nanomechanical properties of SiO2-coated MWNT–poly(methyl methacrylate)

(PMMA) composites have been studied by using the nanoindentation technique

[196]. A significant increase in the hardness (by a factor of 2) and Young’s modu-

lus (by a factor of 3) is observed upon incorporation of 4 wt% of SiO2-coated

MWNTs to PMMA. A large improvement in damping without sacrificing the

mechanical strength and stiffness of the polymer has been achieved by the incor-

poration of SWNTs [197]. Enhanced strain response at reduced electrical fields

is observed on incorporation of SWNTs into electrostrictive poly(vinylidene

fluoride–trifluoroethylene–chlororfluroethylene) [198]. Thermal conductivity and

interface resistance of SWNT–epoxy composites have been studied [199]. The fab-

rication of aligned carbon nanotube–polymer composites with improved thermal

conductivity has been described [200]. Nanotube composites are also fabricated

in microelectromechanical systems. Mechanical tests reveal an increase in the

composite modulus by a factor of 20 compared with pristine nanotubes [201].

The effects of sidewall functionalization on the dispersion and interfacial proper-

ties of fluorinated SWNT–polyethylene composites have been studied [202]. High

strength actuators based on carbon nanotubes-reinforced polyaniline fibers have

been prepared for potential use as artificial muscles [203].

Both MWNTs and SWNTs surpass nanoclays as effective flame-retardant addi-

tives in polymer nanocomposites if they form a jammed network structure in the

polymer matrix [204]. Carbon nanotube–nylon composites can be used for the

fabrication of a microcatheter. Their thrombogenicity and blood coagulation have

been examined [205].

2.2.7

Transistors and Devices

Carbon nanotubes have been used as cathodes and their electron emission prop-

erties have been investigated by several workers [206]. Recently, a microwave
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diode that uses carbon nanotubes as a cold cathode electron source operating at

high frequency and high current densities has been fabricated. Flexible 3-D ar-

rays of carbon nanotube field emitters have been prepared by direct microwave

irradiation on organic polymer substrates [207]. Electrical and field emission

properties of chemically anchored SWNT patterns have been measured [208].

The patterned SWNT layers have high-density multilayer structures and excellent

surface adhesion due to direct bonding to the substrates, resulting in high electri-

cal conductivity.

Individual SWNTs can form ideal p–n junction diodes [209]. Under illumi-

nation, they show significant power conversion efficiencies. Such photovoltaic

effects may be useful in electronic materials development. Vertically aligned

carbon-nanotube arrays fabricated in thin-film anodic aluminium oxide (AAO)

templates on silicon wafers exhibit Schottky behaviour at room temperature

[210]. This structure can be a useful cornerstone in the fabrication of nanotransis-

tors operating at room temperature.

Field effect transistors have been fabricated using high-density SWNT thin films

and the effects of ionic surfactant adsorption on their surfaces examined [211].

SWNT device characteristics can be tuned to be sensitive to cationic or anionic

surfactants by tailoring the surface properties of the SiO2 substrates. The behav-

ior of such devices is related to the surface charge densities around the SWNTs

in aqueous solutions. Adsorption of ionic surfactants on the surface modulates

the device characteristics such as the conductance. This effect could be useful in

designing chemical and biological sensors. A floating-potential dielectrophoresis

method has been used to achieve controlled alignment of individual semiconduct-

ing or metallic SWNTs between two electrical contacts with high repeatability

[212]. This method is useful for fabricating single SWNT transistors and other

devices. Field effect transistors have been fabricated at pre-selected locations by

using chemically functionalized carbon nanotubes [213]. An integrated logic cir-

cuit has been assembled using single carbon nanotubes [214]. Quantum super-

current carbon nanotubes FET fabricated with superconducting leads have been

investigated [215].

There have been several studies on the CNT-based devices. Guided growth of

large-scale, horizontally aligned arrays of SWNTs on single crystal quartz sub-

strates and their use in thin-film transistors have been reported [216]. High per-

formance n-type carbon nanotube FETs with chemically doped contacts have been

fabricated [217]. These short channel (@80 nm) SWNT-FETs with potassium-

doped source and drain regions and high-k gate dielectrics act as n-MOSFET-like

devices with high on-currents due to chemically suppressed Schottky barriers at

the contacts, a sub-threshold swing of 70 mV decade�1, negligible ambipolar con-

duction and high on/off ratios upto 106 at a bias voltage of 0.5 V. Polymer electro-

lyte gating of carbon nanotube network transistors showing high gate efficiencies,

low operating voltages and absence of hysteresis have been reported [218]. Car-

bon nanotube FETs with sub-20 nm short channels and on/off current ratios of

>106 have been demonstrated [219]. These nanotube transistors display on-
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currents in excess of 15 mm for a drain-source bias of 0.4 V. Self-aligned CNT

transistors with charge transfer p-doping, which utilize one-electron oxidizing

molecules, have been reported [220]. Transparent and flexible carbon nanotube

transistors, where both the bottom gate and the conducting channel are CNT

networks of different densities, with Parylene N as the gate insulator, have been

described [221]. Device mobilities of 1 cm2 V�1 s�1 and on/off ratios of 100 are

obtained, with the latter influenced by the properties of the insulating layer.

Transparent and flexible FETs using SWNT films exhibiting mobilities of 0.5

cm2 V�1 s�1 with an on/off ratio of@104 have been described [222]. The fabrica-

tion of a transparent flexible organic thin film transistor using printed SWNT

electrodes and pentacene has also been reported [223]. Carbon nanotube FETs

have been designed wherein the nanotubes are grown by a spatially selective

guided growth process [224].

Improvement in the performance of the CNT-FETs has been achieved by chem-

ical optimization/tuning of the nanotube/substrate and nanotube/electrode inter-

faces [225]. This method of selective replacement of individual SWNTs by a pat-

terned aminosilane monolayer was used for the fabrication of self-assembled

carbon nanotube transistors. The aminosilane monolayer reactivity can be used

to improve carrier injection and the doping level of the SWNTs. These chemical

treatments reduce the Schottky barrier height at the nanotube/metal interface

down to that of an almost ohmic contact. Such self-assembled FETs open new

prospects for gas sensors as demonstrated for the 20 ppb of triethylamine. The

use of nanoscopic 3 D s–p self-assembled superlattices function as exceptionally

good organic nanodielectrics for n- and p-channel low-voltage SWNT thin film

transistors and complementary logic gates [226].

C60 peapods exhibit single-electron transistor properties [227]. The current be-

havior induced by the applied gate and source-drain voltages shows that the gate-

dependent conductance is enhanced at negative gate voltages and is suppressed

and oscillates at positive gate voltages. This behavior is ascribed to the modula-

tion of the density of states by the insertion of C60 inside SWNT. SWNT-FETs are

able to sense the changes in conformation when the molecules are switched [228].

The unique feature explored here is how to populate the surface of the CNTs with

functional molecules that can be toggled back-and-forth between different molec-

ular conformations.

Carbon nanotube–molecule–silicon junctions can be fabricated by covalently

attaching individual SWNTs to Si surfaces via orthogonally functionalized

oligo(phenylene ethynylene) (OPE) aryldiazonium salts without the use of the

CVD growth process [229]. Novel electrical switching behaviour and logic in car-

bon nanotube Y-junctions has been reported recently [230]. The mutual interac-

tion of the electron currents in the three branches of the Y-junctions is shown to

be the basis for the new logic device, which works without the use of an external

gate. These properties may be useful for novel transistor technologies. Three-

terminal transistor-like operations of Y-junction CNT devices showing differential

current amplification have been reported [231]. Y-juction SWNT-based FETs have
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been fabricated and the device exhibits an on/off ratio of 105 with a low off-state

leakage current of @10�13 A [232]. Suspended SWNT quantum wires with two

electrostatic gates per device exhibit little hysteresis related to environmental fac-

tors and act as cleaner Fabry–Perot interferometers or single-electron transistors

[233].

Double-walled FETs show an ambipolar to unipolar transition by the adsorption

of oxygen molecules [234]. The lowest unoccupied molecular state of the ad-

sorbed oxygen molecules, which is around the midgap of the carbon nanotube,

could suppress the electron channel formation and consequently induce unipolar

transport behavior. Band engineering of carbon nanotube FETs can be carried out

by exposing the center part or the contact of the nanotube devices to oxidizing or

reducing gases [235]. A good control over the threshold voltage and sub-threshold

swing have been achieved by the so-called selected area chemical gating. A print-

ing process for high-resolution transfer of all the components for organic elec-

tronic devices on plastic substrates has been developed using carbon nanotube

thin-film transistors [236]. Electrochemical actuators based on sheets of SWNTs

have been known for some time and shown to generate stresses higher than that

of natural muscle and excellent strains at low applied voltages. MWNT mats in

which the nanotubes are randomly oriented within the plane of the film, have

been shown to exhibit actuation [237]. Nanoscale torsional actuators consisting

of metal mirrors bonded to oriented MWNTs have been fabricated [238].

An ambipolar random telegraph signal has been observed in ambipolar SWNT-

FETs [239]. The ambipolar RTS can be used to extract the small band gap of the

SWNT. The possibility of using CNTs as potential devices to improve neural sig-

nal transfer while supporting dendrite elongation and cell adhesion has been

demonstrated [240]. These results strongly suggest that the growth of neuronal

circuits on a CNT grid is accompanied by a significant increase in the network

activity. The increase in the efficacy of the neural signal transmission may be re-

lated to the specific properties of CNTs. An individual CNT partially filled with

liquid gallium can act as a miniaturized thermometer or temperature sensor and

also as an electrical switch [241]. ZnO nanoparticle–MWNT nanohybrids exhibit

ultrafast nonlinear optical switching [242].

2.3

Inorganic Nanotubes

2.3.1

Synthesis

The synthesis and characterization of nanotubes of inorganic materials including

elements, oxides and chalcogenides have been reported extensively in the recent

literature [243]. Several inorganic nanotubes have been synthesized during the

last year by different strategies. Large-scale synthesis of Se nanotubes has been
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carried out in the presence of CTAB [244]. Thus, a low-temperature route for syn-

thesizing highly oriented ZnO nanotubes/nanorod arrays has been reported [245].

In this work, a radio frequency magnetron-sputtering technique was used to pre-

pare ZnO-film-coated substrates for subsequent growth of the oriented nano-

structures. Controllable syntheses of SiO2 nanotubes with dome-shaped interiors

have been prepared by pyrolysis of silanes over Au catalysts [246]. High aspect-

ratio, self-organized nanotubes of TiO2 are obtained by anodization of titanium

[247a]. These self-organized porous structures consist of pore arrays with a uni-

form pore diameter of @100 nm and an average spacing of 150 nm. The pore

mouths are open on the top of the layer while on the bottom of the structure the

tubes are closed by the presence of an about 50 nm thick barrier of TiO2. Electro-

chemical etching of titanium under potentiostatic conditions in fluorinated di-

methyl sulfoxide and ethanol (1:1) under a range of anodizing conditions gives

rise to ordered TiO2 nanotube arrays [247b]. TiO2-B nanotubes can be prepared

by a hydrothermal method [248]. Lithium is readily intercalated into the TiO2-B

nanotubes up to a composition of Li0:98TiO2, compared with Li0:91TiO2 for the

corresponding nanowires. Intercalation of alkali metals into titanate nanotubes

has also been investigated [249]. Highly crystalline TiO2 nanotubes have been

synthesized by hydrogen peroxide treatment of low crystalline TiO2 nanotubes

prepared by hydrothermal methods [250]. TiO2 nanotubes with rutile structure

have been prepared by using carbon nanotubes as templates [251]. Anatase nano-

tubes can be nitrogen doped by ion-beam implantation [252]. RuO2 nanotubes

have been synthesized by the thermal decomposition of Ru3(CO)12 inside anodic

alumina membranes [253].

Transition metal oxide nanotubes have been prepared in water using iced lipid

nanotubes as the template [254]. Self-assembled cholesterol derivatives act as a

template as well as a catalyst for the sol–gel polymerization of inorganic precur-

sors to give rise to double-walled tubular structures of transition metal oxides

[255]. Hydrothermal synthesis of single-crystalline a-Fe2O3 nanotubes has been

accomplished [256]. Nanotubes of single crystalline Fe3O4 have been prepared by

wet-etching of the MgO inner cores of MgO/Fe3O4 core–shell nanowires [257].

Cerium oxide nanotubes can be prepared by the controlled annealing of the as-

formed Ce(OH)3 nanotubes [258].

Boron nitride nanotubes can be grown directly on substrates at 873 K by a

plasma-enhanced laser-deposition technique [259]. Nanotubes and onions of

GaS and GaSe have been generated through laser and thermally induced exfolia-

tion of the bulk powders [260]. In Fig. 2.19, electron microscope images of nano-

scrolls and nanotubes of GaSe obtained by thermal exfoliation are shown. Single-

wall nanotubes of SbPS4�xSex ð0a xa 3Þ with tunable bandgap have been syn-

thesized [261]. GaP nanotubes with zinc blende structure have been obtained by

the VLS growth [262]. Open-ended gold nanotube arrays have been obtained by

the electrochemical deposition of Au onto an array of nickel nanorod templates,

followed by selective removal of the templates [263]. Free-standing, electrocon-

ductive nanotubular sheets of indium tin oxide with different In/Sn ratios have

been fabricated by using cellulose as the template [264].
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2.3.2

Solubilization and Functionalization

Boron nitride nanotubes can be dissolved in organic solvents by wrapping them

with a polymer [265]. BN nanotubes have been purified by polymer wrapping us-

ing a conjugated polymer [266]. Such a solution does not destroy the intrinsic

properties due to the noncovalent functionalization of the BN nanotubes. Func-

Fig. 2.19 (a) SEM image of GaSe scrolls. Inset shows nanoflowers. (b)

TEM image of GaSe nanotubes obtained by thermal treatment. (c), (d)

HREM images of GaSe nanotubes. (Reproduced from Ref. [260].)
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tionalization and solubilization of BN nanotubes have been carried out by making

use of the interaction of amino groups with the nanotube surface [267]. Solubili-

zation here is based on the interactions of the amino groups in oligomeric

diamine-terminated poly(ethyleneglycol) with the BN nanotube surface. Covalent

functionalizaion of BN nanotubes has been accomplished by a reaction between

the COCl group of stearoylchloride and the amino groups on the BN nanotubes

[268]. Chemical peeling and branching of BN nanotubes in dimethyl sulfoxide

(DMSO) under solvothermal conditions has been observed [269]. The cycloaddi-

tion of DMSO to BN nanotubes has been suggested to weaken the BaN covalent

bond and the subsequent peeling of the BN nanotubes. BN nanotubes have been

functionalized with SnO2 nanoparticles [270]. BN nanotubes have been fluori-

nated through the introduction of F atoms at the stage of the nanotube growth

for possible applications in nanoelectronics [271]. Inorganic nanotubes have been

integrated with microfluidic systems to create devices for single DNA molecule

sensing [272]. A schematic and an electron microscope image of the device is

shown in Fig. 2.20. Transient changes in ionic current are observed on DNA

Fig. 2.20 Inorganic nanotube nanofluidic

device: (A) Schematic of device structure

features a single nanotube bridging two

microfluidic channels to form a nanofluidic

system. (B) Scanning electron micrograph of

the nanofluidic device before cover bonding.

Scale bar represents 10 mm. Inset shows

cross-section view of the nanotube

embedded between two silicon dioxide layers.

Scale bar represents 100 nm. (C) A fully

packaged nanofluidic device. (D) Scanning

electron micrograph of the nanofluidic device

before cover bonding. Scale bar represents 10

mm. Inset shows cross-section view of the

nanotube embedded between two silicon

dioxide layers. Scale bar represents 100 nm.

(Reproduced from Ref. [272].)
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translocation events and a transition from current decrease to current enhance-

ment during translocation has been observed on changing the buffer concentra-

tion, suggesting interplay between electrostatic charge and geometric blockage ef-

fects. Hybrid nanotubes with concentric organic and inorganic layers are obtained

by the self-assembly of glycolipids on silica nanotubes [273].

2.3.3

Properties and Applications

Electronic transport properties of Bi nanotubes in Al2O3 membranes have been

investigated [274]. A metal to semiconductor transition occurs with decrease in

the wall thickness, probably due to quantum confinement. BN nanotubes have

been shown to chemisorb hydrogen [275]. Fluorescent silica nanotubes are sug-

gested to be useful in gene delivery [276]. Protein biosensors based on biofunc-

tionalized conical gold nanotubes have been fabricated [277]. Ferroelectric phase

transitions in template-synthesized BaTiO3 nanotubes and nanofibers have been

examined [278]. Ferroelectric and piezoelectric properties of biferroic BiFeO3

nanotube arrays have been studied [279].

TiO2 nanotubes show very high sensitivity to H2 gas [280]. Highly efficient

a-Fe2O3 nanotube chemical sensors based on chemiluminescence have been fab-

ricated to detect H2S gas, using carbon nanotubes as templates [281]. These

nanotubes have a high specific area and exhibit excellent sensitivity to reductive

vapors and gases such as alcohol and hydrogen and superior electrochemical

activity of 1415 mA h g�1 at 100 mA g�1 and 293 K [282]. LiCoO2, LiMn2O4 and

LiNi0:8Co0:2O2 nanotubes, synthesized by the thermal decomposition of sol–gel

precursors inside porous alumina templates have been examined as cathode ma-

terials for lithium ion batteries [283]. Inorganic nanotubes integrated into metal-

oxide-solution field-effect transistors exhibit rapid field effect modulation of ionic

conductance [284]. Halloysite nanotubes can be employed as hollow enzymatic

nanoreactors [285]. TiO2 nanotube arrays prepared by anodic oxidation of tita-

nium thin films have been employed as photoanodes in dye-sensitized solar cells

[286].

2.4

Inorganic Nanowires

2.4.1

Synthesis

Silicon nanowires (SiNWs) with diameters in the 5–20 nm range have been

prepared, along with nanoparticles of@4 nm diameter, by arc-discharge in water

[287]. SiNWs have also been synthesized in solution by using Au nanocrystals as

seeds and silanes as precursors [288a]. In Fig. 2.21, electron microscope images

of SiNWs obtained by the decomposition of diphenylsilane are shown. The HREM
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images reveal the presence of h111i oriented nanowires predominantly. A vapor–

liquid–solid (VLS) type nanowire growth has been accomplished by increasing

the pressure on the solvent and employing a reaction temperature above the Au/

Si eutectic temperature (640 K). Vertically aligned SiNWs have been obtained by

the chemical vapor deposition (CVD) of SiCl4 on a gold colloid deposited Si (111)

substrate [288b]. Gold colloids have been used for nanowire synthesis by the VLS

growth mechanism. By manipulating the colloidal deposition of Au on the sub-

strate, a controlled growth of aligned silicon nanowires was achieved. Solution–

liquid–solid synthesis of germanium nanowires (GeNWs) gives high yields [289].

In this work, Bi nanocrystals were used as seeds for promoting nanowire growth

in trioctylphosphine (TOP), by the decomposition of GeI2 at @623 K. A solid-

phase seeded growth with nickel nanocrystals has been employed to obtain

GeNWs by the thermal decomposition of diphenylgermane in supercritical tol-

uene [290]. A patterned growth of freestanding single-crystalline GeNWs with

uniform distribution and vertical projection has been accomplished recently

Fig. 2.21 (a) SEM image of Si nanowires produced from Au

nanocrystals and diphenylsilane at 450 �C. (b), (c) HREM images of Si

showing predominantly h111i orientation. (Reproduced from Ref.

[288(a)].)
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[291]. Low temperature CVD has been employed to obtain high yields of GeNWs

and nanowire arrays by using gold nanoseeds and patterned nanoseeds respec-

tively [292]. GeNWs have been synthesized starting from the alkoxide, by using a

solution procedure involving the injection of a germanium 2,6-dibutylphenoxide

solution in oleylamine into a 1-octadecene solution heated to 300 �C under an ar-

gon atmosphere [293]. Experience in this laboratory has shown that several met-

als such as Ni, Ru, and Ir can be prepared from the respective actetate precursor

by injecting them into a hydrocarbon such as decalin or, preferably, a long-chain

amine at higher temperatures.

A seed-mediated surfactant method using a cationic surfactant has been devel-

oped to obtain pentagonal silver nanorods [294]. Linear AuaAg nanoparticle

chains are obtained by templated galvanostatic electrodeposition in the pores of

anodic alumina membranes [295]. For particle-chain preparation, sacrificial Ni

segments are included between the segments of noble metals (Au, Ag). During

electrodeposition, the template pore diameter fixes the nanowire width, and

the length of each metal segment is independently controlled by the amount of

current passed before switching to the next plating solution for deposition of the

subsequent segments. Nanowires are released by dissolution of the template, and

subsequently coated with the SiO2. Au nanorods obtained by the seed-mediated

growth approach employ @4 nm Au nanospheres as seeds, which react with

the metal salt along with a weak reducing agent such as ascorbic acid in the pre-

sence of a directing surfactant [296]. The various reaction parameters can be used

to control the shape. Addition of nitric acid significantly enhances the production

of Au nanorods with high aspect ratios (@20) in seed-mediated synthesis [297]. A

layer-by-layer deposition approach has been employed to produce polyelectrolyte-

coated gold nanorods [298]. Au-nanoparticle-modified enzymes act as biocatalytic

inks for growing Au or Ag nanowires on Si surfaces by using a patterning tech-

nique such as dip-pen nanolithography [299].

Single-crystalline Au nanorods can be shortened selectively by mild oxida-

tion using 1 M HCl at 70 �C [300]. Aligned Au nanorods can be grown on a

silicon substrate by employing a simple chemical amidation reaction on NH2-

functionalized Si(100) substrates [301]. The transformation of Au nanorods to

Au nanochains by a,o-alkenedithiols and the resultant interplasmon coupling

have been investigated [302]. Above the critical concentration, a chain-up process

proceeds through the interlocking of nanorods, initially to dimers and subse-

quently to oligomers, resulting in longitudinal interplasmon coupling. Depend-

ing on the surface chemical functionality of the coated gold nanorods, they can

be selectively immobilized onto cationic or anionic surfaces. Micellar solutions

of nonionic surfactants are employed to obtain nanowires and nanobelts of t-Se,

which are single crystalline [303]. Se nanowires have been prepared at room

temperature by using ascorbic acid as a reducing agent in the presence of b-

cyclodextrin [304].

Single crystalline SiOx nanowires with blue light emission can be prepared by

a low temperature iron-assisted hydrothermal procedure [305]. A nanoribbon

multicomponent precursor has been used to produce nanoparticle nanoribbons
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of ZnO [306]. The 1D porous structured nanoribbons are self-assembled by tex-

tured ZnO nanoparticles. Nanobelts of ZnO can be converted into superlattice-

structured nanohelices by a rigid lattice rotation or twisting, as seen in Fig. 2.22

[307]. Well-aligned crystalline ZnO nanorods along with nanotubes can be grown

from aqueous solutions on Si wafers, poly(ethylene terephthlate) and sapphire

[308]. Atomic layer deposition was first used to grow a uniform ZnO film on the

substrate of choice and to serve as a templating seed layer for the subsequent

growth of nanorods and nanotubes. On this ZnO layer, highly oriented 2D ZnO

nanorod arrays were obtained by solution growth using zinc nitrate and hexame-

thylenetetramine in aqueous solution. A seed-assisted chemical reaction at 368 K

is found to yield uniform, straight, thin single-crystalline ZnO nanorods on a

hectogram scale [309]. Controlled growth of well-aligned ZnO nanorod arrays

has been accomplished by an aqueous ammonia solution method [310]. In this

method, an aqueous ammonia solution of Zn(NO3)2 is allowed to react with a

zinc-coated silicon substrate at a growth temperature 333–363 K. 3D intercon-

nected networks of ZnO nanowires and nanorods have been synthesized by a

high temperature solid–vapor deposition process [311]. Templated electrosynthe-

sis of ZnO nanorods has been carried out, the procedure involving the electrore-

duction of either hydrogen peroxide or nitrate ions to alter the local pH within the

pores of the membrane, and the subsequent precipitation of the metal oxide with-

in the pores [312]. 1D ZnO nanostructures have been synthesized by oxygen

assisted thermal evaporation of zinc on a quartz surface over a large area [313].

Ionic liquids such as 1-n-butyl-3-methylimidazolium tetrafluoroborate have been

used to synthesize nanoneedles and nanorods of manganese dioxide (MnO2)

[314]. Variable-aspect-ratio, single-crystalline, 1D ZnO nanostructures (nanowires

and nanotubes) can be prepared in alcohol/water solutions by reacting a Zn2þ

precursor with an organic weak base, tetramethylammonium hydroxide [315].

Pattern and feature designed growth of ZnO nanowire arrays for vertical

devices is accomplished by following a predesigned pattern and feature with con-

trolled site, shape, distribution and orientation [316]. This technique relies on an

integration of atomic force microscopy (AFM) nanomachining with catalytically

activated vapor–liquid–solid (VLS) growth. IrO2 nanorods can be grown by metal-

organic chemical vapour deposition on a sapphire substrate consisting of pat-

terned SiO2 as the nongrowth surface [317]. By employing a hydrothermal route,

uniform single-crystalline KNbO3 nanowires have been obtained [318].

MgO nanowires and related nanostructures have been produced by carbother-

mal synthesis, starting with polycrystalline MgO or Mg with or without the use

of metal catalysts [319]. This study has been carried out with different sources of

carbon, all of them yielding interesting nanostructures such as nanosheets, nano-

belts, nanotrees and aligned nanowires. Orthogonally branched single-crystalline

MgO nanostructures have been obtained through a simple chemical vapor trans-

port and condensation process in a flowing Ar/O2 atmosphere [320].

Catalyst-assisted VLS growth of single-crystal Ga2O3 nanobelts has been accom-

plished by graphite-assisted thermal reduction of a mixture of Ga2O3 and SnO2

powders under controlled conditions [321]. Zigzag and helical b-Ga2O3 1D nano-

structures have been produced by the thermal evaporation of Ga2O3 in the pre-
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Fig. 2.22 Crystal structure of the nanohelix.

(A) Typical low-magnification TEM image of a

ZnO nanohelix, showing its structural

uniformity. A straight nanobelt was enclosed

inside the helix during the growth. (B) Low-

magnification TEM image of a ZnO nanohelix

with a larger pitch to diameter ratio. The

selected area ED pattern (SAEDP, inset) is

from a full turn of the helix. (C) Dark-field

TEM image from a segment of a nanohelix,

showing that the nanobelt that coils into a

helix is composed of uniformly parallel,

longitudinal, and alternatively distributed

stripes at a periodicity of@3.5 nm across its

entire width. The edge at the right-hand side

is the edge of the nanobelt. (D and E) High-

magnification TEM image and the

corresponding SAEDP of a ZnO nanohelix

with the incident beam perpendicular to the

surface of the nanobelt, respectively, showing

the lattice structure of the two alternating

stripes. The selected area ED pattern is

composed of two sets of fundamental

patterns, labeled and indexed in red for stripe

I and yellow for stripe II. A careful

examination of the image indicates that the

true interface between the stripes is not

edge-on with reference to the incident

electron beam but at a relatively large angle.

(F) Enlarged high-resolution TEM image

showing the interface between the two

adjacent stripes. The area within the dotted

line is a simulated image using the dynamic

electron diffraction theory. The interface

proposed here is (-1-122) for stripe I, which

is inclined with respect to the incident

electron beam at an angle of 32�.
(Reproduced from Ref. [307].)
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sence of GaN [322]. TiO2 nanorods can be obtained on a large scale by the non-

hydrolytic sol–gel ester elimination reaction [323]. Here, the reaction is carried

out between titanium (iv) isopropoxide and oleic acid at 543 K to generate 3.4

nm diameter crystalline TiO2 nanorods. Single-crystalline and well facetted VO2

nanowires with rectangular cross sections have been prepared by the vapor trans-

port method, starting with bulk VO2 powder [324]. Copious quantities of single-

crystalline and optically transparent Sn-doped In2O3 (ITO) nanowires have been

grown on gold-sputtered Si substrates by carbon-assisted synthesis, starting with

a powdered mixture of the metal nitrates or with a citric acid gel formed by the

metal nitrates [325]. Vertically aligned and branched ITO nanowire arrays which

are single-crystalline have been grown on yttrium-stabilized zirconia substrates

containing thin gold films of 10 nm thickness [326].

Bicrystalline nanowires of hematite (a-Fe2O3) have been synthesized by the ox-

idation of pure Fe [327]. Single-crystalline hexagonal a-Fe2O3 nanorods and nano-

belts can be prepared by a simple iron–water reaction at 400 �C [328]. Networks

of WO3�x nanowires shown in Fig. 2.23 are produced by the thermal evaporation

of W powder in the presence of oxygen [329]. The growth mechanism involves

Fig. 2.23 (a) Low-magnification and (b) high-magnification SEM images

of tungsten oxide nanowires. (Reproduced from Ref. [329].)
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ordered oxygen vacancies (100) and (001) planes which are parallel to the (010)

growth direction. A general and highly effective one-pot synthetic protocol for

producing 1D nanostructures of transition metal oxides such as W18O49, TiO2,

Mn3O4 and V2O5 through a thermally induced crystal growth process starting

from mixtures of metal chlorides and surfactants, has been described [330]. A

polymer-assisted hydrothermal synthesis of single crystalline tetragonal perov-

skite PZT (PbZr0:52Ti0:48O3) nanowires has been carried out [331]. Nanowires of

the type II superconductor YBa2Cu4O8, have been synthesized by a biomimetic

procedure [332]. The nanowires, produced by the calcination of the gelled reac-

tion solutions containing the biopolymer chitosan and Y, Ba, Cu salt, have mean

diameters of 50G 5 nm and lengths up to 1 mm. Other methods produce only an

outgrowth of nanorods from the surface of large, irregularly shaped grains of the

type II superconductor. Multi-micrometer-sized grains remain in situ and appear

to comprise the bulk of the final material.

Oriented attachment of nanocrystals can be used to make one-dimensional as

well as complex nanostructures. Thus, nanotubes and nanowires of II–VI semi-

conductors have been synthesized using surfactants [333]. The nanorods or nano-

tubes of CdS and other materials produced in this manner actually consist of

nanocrystals. The synthesis of SnO2 nanowires from nanoparticles has been in-

vestigated [334]. A variety of 1D nanostructures of CdS formed on Si substrates

by a simple thermal evaporation route [335]. The shapes of the 1D CdS nano-

forms were controlled by varying the experimental parameters such as tempera-

ture and position of the substrates. In Fig. 2.24, we show CdSe nanorods formed

by redox-assisted asymmetric Ostwald ripening of CdSe dots to rods [336]. Nano-

rods of V2O5 prepared by a polyol process self-assemble into microspheres [337].

Cubic ZnS nanorods are obtained by the oriented attachment mechanism start-

ing with diethylzinc, sulfur and an amine [338]. ZnS nanowires and nanoribbons

with wurtzite structure can be prepared by the thermal evaporation of ZnS pow-

der onto silicon substrates, sputter-coated with a thin (@25 Å) layer of Au film

[339]. Thermal evaporation of a mixture of ZnSe and activated carbon powders

in the presence of a tin-oxide based catalyst yields tetrapod-branched ZnSe nano-

rod architectures [340]. Nanorods of luminescent cubic CdS are obtained by in-

jecting solutions of anhydrous cadmium acetate and sulfur in octylamine into

hexadecylamine [341]. CdSe nanowires have been produced by the cation-

exchange route [342]. By employing the cation-exchange reaction between Ag2þ

and Cd2þ, Ag2Se nanowires are transformed into single-crystal CdSe nanowires.

A single-source molecular precursor has been used to obtain blue-emitting, cubic

CdSe nanorods (@2.5 nm diameter and 12 nm length) at low temperatures [343].

Thin aligned nanorods and nanowires of ZnS, ZnSe, CdS and CdSe can be pro-

duced by using microwave-assisted methodology by starting from appropriate

precursors [344]. An organometallic preparation of CdTe nanowires with high as-

pect ratios in the wurtzite structure has been described [345]. Thermal decompo-

sition of copper-diethyldithiocarbamate (CuS2CNEt2) in a mixed binary surfactant

solvent of dodecanethiol and oleic acid at 433 K gives rise to single-crystal line

high aspect ratio ultrathin nanowires of hexagonal Cu2S [346].

2.4 Inorganic Nanowires 85



Atmospheric pressure CVD is employed to obtain arrays and networks of uni-

form PbS nanowires [347]. PbSe nanowires as well as complex 1D nanostructures

shown in Fig. 2.25 can be obtained in solution through oriented attachment of

PbSe nanocrystals [348]. Monodispersed PbTe nanorods of sub-10 nm diameter

are obtained by sonoelectrochemical means by starting with a lead salt and TeO2

along with nitrilotriacetic acid [349]. Using bismuth citrate and thiourea as the

precursor material in DMF, well-segregated, crystalline Bi2S3 nanorods have been

synthesized by a reflux process [350]. Single-crystalline Bi2S3 nanowires have also

been obtained by using lysozyme which controls the morphology and directs the

Fig. 2.24 Representative low- and high-magnification TEM images

of CdSe NCs before (a), (b) and after (c)–(f ) annealing at 135 �C in

3-amino-1-propanol/ H2O (v/v) (9/1) with 0.1 M CdCl2 for 48 h.

Representative HREM images of rods (e)–(h) depict their zinc blende

(ZB) tip(s) and stacking faults along the 002 axis. Scale bar ¼ 2 nm.

(Reproduced from Ref. [336].)
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formation of the 1D inorganic material [351]. In this method, Bi(NO3)3 5H2O,

thiourea and lysozyme are reacted together at 433 K under hydrothermal condi-

tions. A solvent-less synthesis of orthorhombic Bi2S3 nanorods and nanowires

with high aspect ratios (>100) has been accomplished by the thermal decomposi-

tion of bismuth alkylthiolate precursors in air around 500 K in the presence of a

capping ligand species, octanoate [352]. Single-crystalline Bi2Te3 nanorods have

been synthesized by a template free method at 100 �C by using a procedure in-

volving addition of thioglycolic acid or l-cysteine to a bismuth chloride solution

[353].

Single crystalline AlN, GaN and InN nanowires can be deposited on Si sub-

strates covered with Au islands by using urea complexes formed with the trichlor-

ides of Al, Ga and In as the precursors [354]. In Fig. 2.26, we show SEM and TEM

images of AlN, GaN and InN nanowires obtained by this single-precursor route.

Single crystalline GaN nanowires are also obtained by the thermal evaporation/

decomposition of Ga2O3 powders with ammonia at 1423 K directly onto a Si sub-

strate coated with an Au film [355]. Direction-dependent homoepitaxial growth

of GaN nanowires, as shown in Fig. 2.27, has been achieved by controlling the

Fig. 2.25 (a) Star-shape PbSe nanocrystals and (b)–(e) radially

branched nanowires. (d) TEM image of the (100) view of the branched

nanowire and the corresponding selected area electron diffraction

pattern. (e) TEM image of the (110) view of the branched nanowire and

the corresponding selected area electron diffraction pattern.

(Reproduced from Ref. [348].)
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Ga flux during direct nitridation in dissociated ammonia [356]. The nitridation

of Ga droplets at a high flux leads to GaN nanowire growth in the c-direction
(h1000i), while nitridation with a low Ga flux leads to growth in the a-direction
(h10–10i). InN nanowires with uniform diameters have been obtained in large

quantities by the reaction of In2O3 powders in ammonia [357]. A general method

for the synthesis of Mn-doped nanowires of CdS, ZnS and GaN based on metal

nanocluster-catalyzed chemical vapor deposition has been described [358]. Verti-

cally aligned, catalyst-free InP nanowires have been grown on InP(iii)B sub-

strates by CVD of trimethylindium and phosphine at 623–723 K [359]. Homoge-

neous InAs1�xPx nanowires as well as InAs1�xPx heterostructure segments in

Fig. 2.26 SEM images of (a) AlN, (b) GaN, (c) InN; (d)–(f ) HREM

images of AlN, GaN and InN nanowires (double headed arrow

indicates crystal long axis, and the spacing between two white lines

gives the lattice spacing). (Reproduced from Ref. [354].)
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InAs nanowires, with P concentration varying from 22% to 100%, have been

grown and studied in detail as a function of reactant ratio, temperature and diam-

eter of the nanowires [360].

Single-crystalline nanowires of LaB6, CeB6 and GdB6 have been prepared and

deposited on a Si substrate by the reaction of the rare-earth chlorides with BCl3
in the presence of hydrogen [361]. Starting from BiI3 and FeI2, Fe3B nanowires

Fig. 2.27 (a) SEM images showing GaN

nanowires with diameters less than 30 nm

obtained from the direct reaction of Ga

droplets and NH3. The inset shows the

spontaneous nucleation and growth of

multiple nanowires directly from a larger Ga

droplet. (b) High-resolution transmission

electron microscopy (HREM) image of a GaN

nanowire from the sample shown in (a)

indicating that the growth direction is

h0001i. The inset is a fast Fourier transform

of the HREM image, and the zone axis is

h11–20i. (c) SEM image showing GaN

nanowires with diameters less than 30 nm

resulting from the reactive-vapor transport of

a controlled Ga flux in a NH3 atmosphere.

(d) TEM image of a GaN nanowire from the

sample shown in (c) indicating that the

growth direction is h10–10i. (Reproduced
from Ref. [356].)
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were synthesized on Pt and Pd (Pt/Pd) coated sapphire substrates by CVD at

800 �C [362]. The morphology of the Fe3B nanowires can be controlled by manip-

ulating the Pt/Pd film thickness and growth time, typical diameters are in the 5–

50 nm range and lengths in the 2–30 mm range. Nanowires and nanoribbons of

NbSe3 have been obtained by the direct reaction of Nb and Se powders [363]. A

one-pot metal-organic synthesis of single-crystalline CoP nanowires with uniform

diameters has been reported [364]. The method involves the thermal decomposi-

tion of cobalt(ii)acetylacetonate and tetradecylphosphonic acid in a mixture of

TOPO and hexadecylamine. CoNi nanowires have been prepared by heteroge-

neous nucleation in liquid polyol [365].

2.4.2

Self Assembly and Functionalization

Surfactant-protected gold nanorods self-assemble into ordered structures in the

presence of adipic acid [366]. Gold nanorods can be linked to each other in an

end-to-end fashion by using cysteine as the molecular bridge [367]. End-to-end as-

sembly of gold nanorods and nanospheres is also accomplished by oligonucleo-

tide hybridization [368]. The rationale behind the selection of the mercaptoalkylo-

ligonucleotide molecule is based on the fact that the thiol group binds to the ends

of the nanorods, which assemble in an end-to-end fashion through hybridization

with the target oligonucleotide. MWNTs can be effectively used as templates for

aligning Au nanorods [369]. The longitudinal absorption band of the Au nano-

rods shifts to higher wavelengths, indicating a preference for preferential string-

like alignment on the surface of the MWNTs. Alignment of gold nanorods

in polymer composites and on polymer surfaces has been examined [370]. By

employing the stretch-film method, it was found that, as the polymer was

stretched in a direction, the nanorods became oriented with their long axis along

the direction.

Silica nanowires can be assembled on silica aerogel substrates by employing a

scanning tunneling microscope [371]. Ge nanowires prepared by CVD and func-

tionalized with alkanethiols are found to be soluble in organic solvents and to

readily assemble into close-packed Langmuir–Blodgett films as seen in Fig. 2.28

[372].

Crystalline WO3 nanowires formed by the decomposition of tungsten isoprop-

oxide in a solution of benzyl alcohol self-assemble into bundles with diameters in

the 20–100 nm range and lengths in the 300–1000 nm range [373]. WO3 nano-

structures grow and assemble in the presence of deferoxamine mesylate under

different reaction conditions [374]. Using a facile solution method, arrays of

SnO2 nanorods can be assembled on the surface of a-Fe2O3 nanotubes [375].

Silicon nanowires can be covalently modified with DNA oligonucleotides

and such nanowires show biomolecular recognition properties [376]. Gold

nanorods are stabilized and conjugated to antibodies for biological applications

[377]. In2O3 nanowires have been selectively functionalized for biosensing
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applications by a simple and mild self-assembling process, making use of 4-(1,4-

dihydroxybenzene)butyl phosphonic acid (HQ-PA) [378]. Cyclic voltammetry and

fluorescence have been used to study the binding of DNA binding functionalized

nanowire. For the formation of a linear oriented assembly of gold nanorods, use

of antigens specifically binding to antibodies appears to be a feasible approach

[379]. Anti-mouse IgG was immobilized on the {111} end faces of gold nanorods

through a thioctic acid containing a terminal carboxyl group. The biofunctional-

ized nanorods are assembled using mouse IgG for biorecognition and binding.

Nanowires and other nanostructures can be assembled utilizing highly engi-

neered M13 bacteriophage as templates [380]. The phage clones with gold-

binding motifs on the capsid and streptavidin-binding motifs at one end are

used to assemble Au and CdSe nanocrystals into ordered one-dimensional arrays

and more complex geometries.

Fig. 2.28 Langmuir–Blodgett film of GeNWs. (a) SEM image of a

GeNW film with dodecanethiol (C12) functionalization. Inset: photo of a

GeNW suspension in chloroform. (b) SEM image of a GeNW film with

octyl (C8) functionalization. (Reproduced from Ref. [372].)

2.4 Inorganic Nanowires 91



2.4.3

Coaxial Nanowires and Coatings on Nanowires

A general procedure has been proposed for producing chemically bonded ceramic

oxide coatings on carbon nanotubes and inorganic nanowires [78]. The ceramic

oxide-coated structures are obtained by the reaction of reactive metal chlorides

with acid-treated carbon nanotubes or metal oxide nanowires, followed by hydro-

lysis with water. On repeating the above process several times, followed by calci-

nation, ceramic coatings of the desired thickness are obtained. Core–sheath CdS

and polyaniline (PANI) coaxial nanocables with enhanced photoluminescence

have been fabricated by an electrochemical method using a porous anodic alu-

mina membrane as the template [381]. SiC nanowires can be coated with Ni and

Pt nanoparticles (@3 nm) by plasma-enhanced CVD [382]. Single and double-

shelled coaxial core–shell nanocables of GaP with SiOx and carbon (GaP/SiOx,

GaP/C, GaP/SiOx/C), with selective morphology and structure, have been synthe-

sized by thermal CVD [383]. Silica-sheathed 3C-Fe7S8 has been prepared on sili-

con substrates with FeCl2 and sulfur precursors at 873–1073 K [384].

Nanowires containing multiple GaP–GaAs junctions are grown by the use of

metal – organic vapor phase epitaxy (MOVPE) on SiO2 [385]. The VLS growth

kinetics of GaP and GaAs in heterostructured GaP–GaS nanowires has been

studied as a function of temperature and partial pressures of arsine and trime-

thylgallium. Silica-coated PbS nanowires have been deposited by CVD using

PbCl2 and S on silicon substrates at temperatures between 650 and 700 �C [386].

A novel silica-coating procedure has been devised for CTAB-stabilized gold nano-

rods and for the hydrophobation of the silica shell with octadecyltrimethoxysilane

(OTMS) [387]. A combination of the polyelectrolyte layer-by-layer (LBL) technique

and the hydrolysis and condensation of tetraethoxyl orthosilicate (TEOS) in a 2-

propanol–water mixture leads to homogeneous coatings with tight control on

shell thickness. On the other hand, the strong binding of CTAB molecules to the

gold surface makes surface hydrophobation difficult but the functionalization

with OTMS, which contains a long hydrophobic hydrocarbon chain, allows the

particles to be transferred into nonpolar organic solvents such as chloroform.

Fabrication of InP/InAs/InP core–multishell heterostructure nanowire arrays

has been achieved by selective area metal-organic vapor phase epitaxy [388]. These

core–multishell nanowires were designed to accommodate a strained InAs quan-

tum well layer in a higher band gap InP nanowire (Fig. 2.29). Precise control over

the nanowire growth direction and the heterojunction formation enabled the suc-

cessful fabrication of the nanostructure in which all the three layers were epitax-

ially grown without the assistance of a catalyst.

2.4.4

Optical Properties

The dependence of the fluorescence intensity of Au nanorods on the aspect ratio

has been examined in detail [389]. It appears that non-radiative processes domi-
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nate the relaxation mechanism of the excited state. Absorption and scattering

properties of gold nanoparticles of different size, shape, and composition have

been calculated using Mie theory and the discrete dipole approximation method

[390]. Absorption and scattering efficiencies and optical resonance wavelengths

have been calculated for three commonly used classes of nanoparticles: gold

nanospheres, silica–gold nanoshells, and gold nanorods. The calculated spectra

clearly reflect the well-known dependence of the optical properties (viz. the reso-

nance wavelength, the extinction cross section, and the ratio of scattering to ab-

sorption), on the nanoparticle dimensions. Gold nanorods show optical cross sec-

tions comparable to nanospheres and nanoshells, however, at much smaller

effective size. To compare the effectiveness of nanoparticles of different sizes for

real biomedical applications, size-normalized optical cross sections or per micron

coefficients are calculated. Gold nanorods show per micron absorption and scat-

tering coefficients that are an order of magnitude higher than those for nano-

shells and nanospheres. Multiple higher-order plasmon resonances in colloidal

cylindrical gold nanorods electrochemically deposited in anodic aluminum oxide

templates (AAO) has been studied [391]. Homogeneous suspensions of nanorods

Fig. 2.29 (a) Schematic cross-sectional image of InP/InAs/InP core–

multishell nanowire. (b) SEM image of periodically aligned InP/InAs/

InP core–multishell nanowire array. (c) Low-angle inclined SEM image

showing high dense ordered arrays of core–multishell nanowires.

Schematic illustration and high resolution SEM cross-sectional image of

a typical core–multishell nanowire observed after anisotropic dry

etching and stain etching. (Reproduced from Ref. [388].)
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with an average diameter of 85 nm and with varying lengths have been used. The

AAO template provided a synthetic route that resulted in a homogeneous suspen-

sion of rods with the proper dimensions to observe these modes. The experimen-

tal optical spectra agree with discrete dipole approximation calculations (DDA)

that have been modeled from the dimensions of the gold nanorods. As in the

lithographically generated patterns, both the even and odd modes were detected

up to the seventh order and were in good agreement with DDA.

ZnO nanowires prepared by a low-temperature aqueous pathway with low de-

fect density can be used for room-temperature nanowire ultraviolet lasers [392].

The optimal synthesis conditions led to the low-temperature growth of ZnO

nanowires that showed room-temperature ultraviolet lasing at a low threshold of

pump fluence. Based on experimental results and optical waveguide theory, the

control of the density of defects generated in aqueous solutions and the optimal

microstructure of the grown nanowires to produce strong optical confinement are

found to be necessary for realizing room-temperature ultraviolet lasing in ZnO

nanowires.

Electroluminescence from ZnO nanowires in n-ZnO film/ZnO nanowire

array/p-GaN film heterojunction light-emitting diodes has been observed [393].

ZnO nanowire-array-embedded n-ZnO/p-GaN heterojunction light-emitting

diodes were fabricated by growing Mg-doped p-GaN films, ZnO nanowire arrays,

and polycrystalline n-ZnO films consecutively. Electroluminescence emission

having a wavelength of 386 nm was observed under forward bias in the hetero-

junction diodes and UV-violet light emerged from the ZnO nanowires. The hetero-

junction diode was thermally treated in hydrogen ambient to increase the elec-

tron injection rate from the n-ZnO films into the ZnO nanowires. A high

concentration of electrons supplied from the n-ZnO films activated the radiative

recombination in the ZnO nanowires, i.e., increased the light-emitting efficiency

of the heterojunction diode.

A simple and effective approach for growing large-scale, high-density, and

well-patterned conical boron nitride (BN) nanorods has been reported together

with their cathodoluminescence (CL) properties [394]. CL spectra of these BN

nanorods show two broad emission bands centered at 3.75 and 1.85 eV. Panchro-

matic CL images reveal clear patterned structures. Fabrication of a self-organized

photosensitive gold nanoparticle chain encapsulated in a dielectric nanowire has

been achieved by using a microreactor approach [395]. Such a hybrid nanowire

shows pronounced surface plasmon resonance (SPR) absorption. More remark-

ably, a strong wavelength-dependent and reversible photoresponse has been dem-

onstrated in a two-terminal device using an ensemble of gold nanopeapod silica

nanowires under illumination, whereas no photoresponse was observed for the

plain silica nanowires. These results show the potential of using gold nanopea-

podded silica nanowires as wavelength-controlled optical nanoswitches. The mi-

croreactor approach can be applied to the preparation of a range of hybrid metal-

dielectric 1D nanostructures that can be used as functional building blocks for

nanoscale waveguiding devices, sensors and optoelectronics. These noble-metal

nanoparticles embedded in dielectric matrices are considered to have practical ap-
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plications in ultrafast all-optical switching devices owing to their enhanced third-

order nonlinear susceptibility, especially near the SPR frequency.

Quantum efficiency and other aspects of ZnO nanowire nanolasers have been

investigated [396]. The nanowires were prepared on sapphire and Si using pulsed

laser ablation and the differential external quantum efficiency was as high as

60%. Aligned CdS nanowires are shown to exhibit optical waveguide behavior on

continuous-wave laser excitation [397]. The mechanism of lasing action in single

Fig. 2.30 (A) Schematic of single NW optical

experiments. (B) PL image showing

luminescence from the excitation area (lower

left) and one end (upper right) of a CdS NW.

The NW was excited with a focused beam

(@5 mm in diameter) with a power of 10

nJ cm�2; scale bar, 5 mm. (C) PL spectra of

CdS NW end emission recorded at 4.2 K with

excitation powers of 0.6, 1.5, 30, and 240

nJ cm�2 for the black, blue, red, and green

curves, respectively. Inset shows peak

intensity of I1 (black squares) and P (red

circles) bands vs. incident laser power. Solid

lines are fits to experimental data with power

exponents of 0.95 for I1 and 1.8 for P.

(Reproduced from Ref. [398].)
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CdS nanowire cavities has been elucidated by temperature-dependent and

time-resolved photoluminescence measurements (Fig. 2.30) [398]. Temperature-

dependent photoluminescence studies show rich spectral features and reveal

that an exciton–exciton interaction is critical to lasing up to 75 K, while an

exciton–phonon process dominates at higher temperatures. Electric-field modula-

tion of the visible and ultraviolet nanoscale lasers composed of single CdS and

GaN nanowires has been achieved using integrated, microfabricated electrodes

[399]. Optically pumped room-temperature lasing in GaN nanowires with low las-

ing thresholds has been reported [400]. Nanoscale light-emitting diodes with col-

ors ranging from ultraviolet to near-infrared have been prepared using a solution-

based approach in which electron-doped semiconductors are assembled with

hole-doped silicon nanowires in a crossed nanowire architecture [401].

GaN nanowires have been shown to act as ring resonator lasers [402]. Recent

advances in nanomanipulation have made it possible to modify the shape of GaN

structures from a linear to a pseudo-ring conformation. Changes to the optical

boundary conditions of the lasing cavity affect the structure’s photoluminescence,

photon confinement, and lasing as a function of ring diameter. For a given cavity,

ring-mode redshifting is observed to increase with decreasing ring diameter. Sig-

nificant shifts are observed during optical pumping of a ring resonator nanolaser

compared to its linear counterpart. The shift appears to result from conforma-

tional changes of the cavity rather than effects such as band-gap renormalization,

allowing the mode spacing and position to be tuned with the same nanowire gain

medium. Photoluminescence of CdSxSe1�x nanobelts can be tuned, affording

emission varying from 500 to 700 nm [403]. In these nanowires, the band-gap is

engineered by controlling the composition [404]. Single-crystal ZnO nanowires

can be used as ultraviolet photodetectors [405].

It has been demonstrated that light force, irrespective of the polarization of the

light, can be used to run a simple nanorotor, as revealed in Fig. 2.31 [406]. While

the gradient force of a single beam optical trap is used to hold an asymmetric

nanorod, the utilization of the scattering force generates a torque on the nanorod,

making it rotate about the optic axis. The inherent textural irregularities or mor-

phological asymmetries of the nanorods give rise to the torque under the radia-

tion pressure. Even a small surface irregularity with non-zero chirality is suffi-

cient to produce enough torque for moderate rotational speed. Different sized

rotors can be used to set the speed of rotation over a wide range with fine tuning

possible through the variation of the laser power. Optical trapping and integration

of semiconductor nanowire assemblies in water has been achieved [407]. It is

shown that an infrared single-beam optical trap can be used to individually trap,

transfer and assemble high-aspect-ratio semiconductor nanowires into arbitrary

structures in a fluid environment. Nanowires with diameters as small as 20 nm

and aspect ratios of more than 100 can be trapped and transported in three di-

mensions, enabling the construction of nanowire architectures that may function

as active photonic devices. Nanowire structures can be assembled in physiological

environments, offering new forms of chemical, mechanical and optical stimula-

tion of living cells.
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2.4.5

Electrical and Magnetic Properties

Size-dependent transport and thermoelectric properties of individual polycrystal-

line Bi nanowires have been reported [408]. The combination of nanofabrication

methods and device architecture has allowed four-point electric, thermoelectric,

magnetic-field and electric-field-effect measurements on individual Bi nanowires.

No clear semimetal-to-semiconductor transition or enhancement in thermoelec-

tric power has been observed, probably due to the polycrystalline nature of Bi

nanowires. Individual SiNWs exhibit coulomb blockade features, with coherent

charge transport through discrete single particle quantum levels extending across

the whole device [409]. The application of the superlattice nanowire pattern trans-

fer (SNAP) technique to the fabrication of arrays of aligned silicon nanowires

has been reported [410]. By the selection of appropriate silicon-on-insulator sub-

strates, careful reactive-ion etching, and spin-on glass doping so fabricated Si

nanowire arrays (10–20 nm width and 40–50 nm pitch) have resistivity values

comparable to the bulk.

Reproducible interconnects of dielectrophoretic nanowires assembled from

gold nanorods that vary in their conductance byG10% have been fabricated by

using cleanroom-based lithographic procedures [411]. The current–voltage pro-

files of these interconnect exhibited barriers to charge transport at temperatures

Fig. 2.31 Time sequences of different sized

and shaped rotors are shown here. In each

time frame the orientation of the rotor is

indicated by an arrow. Panels (A), (B) and (C)

represent rotations of three Al2O3 rotors. The

rotor in panel (A) is a typical nanorod

whereas the rotor in panel (B) is a bigger

asymmetric nanorod, and in panel (C), the

rotor is a nanorod bundle. The predicted

structures of the rotors in panels (B) and (C)

are depicted in the rightmost column. A size

bar is shown at the bottom right-hand corner.

Magnification factors of all the images are

the same. The images shown in panel (A) are

diffraction-limited images and hence they do

not convey the real size of the rotor.

(Reproduced from Ref. [406].)
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less than @225 K. Furthermore, their conductance increased exponentially with

temperature with activation energy comparable to the nanorod charging energy.

These results indicate that the Coulomb blockade associated with individual

nanorods in interconnects are the primary conductance-limiting feature.

Preparation and electrical properties of uniform and well-crystallized n-type

semiconductor b-Ga2O3 nanowires have been reported [412]. The ultrafine nano-

wires are prepared by reacting metal Ga with water vapor based on the VLS

mechanism. The contact properties of individual Ga2O3 nanowires with Pt or

Au/Ti electrodes have been studied and show that Pt can form Schottky barrier

junctions while Au/Ti is advantageous for fabricating ohmic contacts with

individual Ga2O3 nanowires. In ambient air, the conductivity of the Ga2O3

nanowires is about 1 (W m)�1, while with adsorption of NH3 (or NO2) molecules,

the conductivity can increase (or decrease) dramatically at room temperature.

Electrical properties of single GaN nanowires have been characterized [413].

Gate-dependent one-dimensional transport in a single-crystal In2O3 nanowire

field-effect transistor has been studied at low temperatures [414]. Field-effect tran-

sistors of ZnO nanowires have been fabricated (Fig. 2.32) and studied in vacuum

and in a variety of ambient gases [415]. Field-effect transistors based on the self-

assembly of colloidal ZnO nanorods have also been examined [416]. ZnO nano-

wire field-effect transistors composed of individual ZnO nanowires can be made

using a self-assembled superlattice as the gate insulator, a device of possible use

in flexible display and logic technologies [417]. Top-gated field-effect transistors of

core–shell structured GaP nanowires have been fabricated [418]. Storage of elec-

trons occurs in semiconductor nanowires (InAs/InP) epitaxially grown from Au

nanoparticles [419]. Electrical properties of inorganic nanowire–polymer compo-

sites such as ZnO, RuO2 and Ag with polyaniline as well as with polypyrrole

(PPY) have been measured [420]. Thermoelectric properties of electrodeposited

bismuth telluride nanowires have been reported [421].

Field-emission properties of P-doped GaN nanowires synthesized via a simple

thermal evaporation process have been examined [422]. Large-area nanowires

of organic charge-transfer complexes such as Ag-TCNQ and Cu-TCNQ show

field-emission properties [423]. Field-emission and cathodoluminescence proper-

ties of well-aligned AlN nanorods with multi-tipped (hairy) surfaces grown by a

vapor–solid (VS) process have been studied [424]. Field-emission (FE) of electrons

from h001i oriented single-crystalline LaB6 grown by chemical vapor deposition

(CVD) have shown excellent FE characteristics [425]. The enhancement of sec-

ondary electron emission (SEE) yields from Group III nitride/ZnO coaxial nano-

rod heterostructures (ultrafine coaxial GaN/ZnO and AlN/ZnO) has been re-

ported [426]. The significant enhancement in SEE yields is due to the inherited

nanostructure obtained from the ZnO nanoneedle template.

Superconductivity is suppressed in Zn nanowires [427]. Photovoltaic applica-

tions of aligned silicon nanowire arrays have been explored [428]. Dye-sensitized

solar cells incorporating ZnO nanowires have been assembled [429, 430]. Dye-

sensitized solar cells using TiO2 single-crystalline nanorod electrodes provide effi-

cient photocurrent generation in a quasi-solid-state, with a conversion efficiency
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of 6.2% under 100 mW cm�2 [431]. Self-powered synthetic nanorotors have been

prepared from bar-coded gold–nickel nanorods having the gold end anchored to

the surface of a silicon wafer. Constant velocity circular movements are observed

when hydrogen peroxide is catalytically decomposed to oxygen at the unattached

nickel end of the nanorod [432]. A high-throughput procedure is reported for

lithographically processing 1D nanowires [433]. This procedure has been called

on-wire lithography.

Mn-doped GaP nanowires appear to exhibit ferromagnetism with a Curie

temperature higher than room temperature [434]. The magnetic tuning of the

electrochemical reactivity through controlled surface orientation of catalytic Ni

nanowires has been reported [435]. It is demonstrated how one can modulate

the electrocatalytic activity by orienting catalytic nanowires at different angles.

The dynamics of field-driven domain-wall propagation in ferromagnetic nano-

wires (Ni80Fe20) have been investigated [436]. Magnetoresistive properties of

La0:67Sr0:33MnO3 nanowires have been reported [437].

Fig. 2.32 (a) SEM micrograph of a 101 nm

diameter ZnO nanowire device (b) Current

ðIsdÞ vs. voltage ðVsdÞ curves recorded at

different gate voltages for the device shown

in (a). Curves 1–5 correspond to gate

voltages of �10, �5, 0, þ5, and þ10 V,

respectively. (c) Current ðIsdÞ vs. gate voltage

ðVGÞ of the same device measured at bias

voltages from 0.1 to 1.0 V. Curves 1–10

correspond to bias voltages of 0.1, 0.2, 0.3,

0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0 V,

respectively. The inset plots the current ðIsdÞ
vs. gate voltage ðVGÞ measured at a bias

voltage of 0.5 Vsd on a logarithmic scale. (d)

Carrier concentration ðneÞ vs. mobility ðmÞ for
all transistor devices fabricated. (Reproduced

from Ref. [415].)
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2.4.6

Some Chemical Aspects and Sensor Applications

Intercalation of lithium ions in TiO2aB nanowires has been carried out without

any structural degradation or loss of nanowire morphology [438]. Arrayed gold

nanowires provide a useful platform for the electrochemical detection of DNA

[439]. Remote-controlled autonomous movement of stripped metallic nanorods

(catalytic nanomotors) has been reported [440]. ZnO nanorods integrated with a

microchannel show a sensitivity (change in conductance) to the pH of the me-

dium, suggesting that they can be used in sensor applications [441]. ZnO nano-

rods, nanowires and nanotubes prepared by different procedures, including elec-

trochemical deposition in alumina membranes, have been investigated for

hydrogen and ethanol sensing characteristics [442]. The sensing characteristics

of these nanostructures were also investigated after impregnating them with 1%

Pt. The nanowires exhibit excellent hydrogen sensing characteristics at relatively

low temperatures (@150 �C), especially when impregnated with Pt, as seen in Fig.

2.33(a). One type of nanorod shows a dependence of the sensitivity on the hydro-

Fig. 2.33 Sensing characteristics of Pt-impregnated ZnO nanowires for

(a) 1000 ppm of H2 and (b) 1000 ppm of ethanol. (Reproduced from

Ref. [442].)
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gen concentration, along with short recovery and response times. The nanorods

and nanowires impregnated with Pt show high sensitivity for 1000 ppm of etha-

nol at or below 150 �C (Fig. 2.33(b)), with short recovery and response times. Both

nanorods and nanowires exhibit good sensing characteristics for 1000 ppm of

ethanol at or below 423 K, whereas Pt impregnated nanorods and nanowires

show better sensitivity for both hydrogen and ethanol. Field-effect transistors fab-

ricated with ZnO nanowires have been used for sensing NO2 and ammonia at

room temperature [443]. LiMo3Se3 nanowire films show variation of conductivity

in the presence of various chemical vapors, suggesting possible use as chemical

sensors [444].

In2O3 nanowires along with carbon nanotubes can be usefully employed for the

complementary detection of prostate-specific antigen biomolecules [445]. SnO2

nanobelts have been integrated with microsystems for nerve agent detection

[446]. Using silicon nanowire field-effect devices, multiplexed electrical detection

of cancer markers has been achieved [447]. Single Pd nanowires, fabricated by

electrodeposition in electrolyte channels patterned with electron-beam lithogra-

phy, have been investigated for hydrogen sensing [448]. The fabrication technique

can produce nanowires with controlled dimensions, positions, alignment and

chemical compositions, and enables the use of a wide range of materials for cre-

ating arrays of single nanowire sensors.

Linear ethanol sensing properties of SnO2 nanorods synthesized through a hy-

drothermal route have been reported [449]. The SnO2 nanorod sensor with a di-

ameter down to 3 nm, when exposed to 300 ppm ethanol vapor in air shows high

sensitivity up to 83.8. Ultrasensitive and highly selective gas sensors using 3D

tungsten oxide nanowire networks have been reported [450]. Utilizing the 3D hi-

erarchical structure of the networks as well as the high-surface area of the mate-

rial, high sensitivity has been obtained towards NO2, revealing the capability of

the material to detect concentration as low as 50 ppb. Distinctive selectivity at dif-

ferent working temperatures is observed for various gases. By using Au nanorod

solutions in sodium borohydride, a quick and direct method for determining

mercury in tap water samples at the parts per trillion level has been reported

[451]. The outstanding selectivity and sensitivity results from the amalgamation

process which occurs between mercury and gold nanorods.

2.4.7

Mechanical Properties

Gold nanowires show a Young’s modulus which is independent of diameter

whereas the yield strength is largest for the smallest diameter nanowires [452].

The elastic modulus of (0001) ZnO nanowires grown on a sapphire surface has

been measured (29G 8 GPa) using atomic force microscopy [453]. ZnS nanobelts

exhibit 79% increase in hardness and 52% decrease in elastic modulus compared

to bulk ZnS [454]. A large increase in the elastic strength (@90%) and tensile

strength (@70%) has been observed on incorporation of inorganic nanowires of

SiC and Al2O3 in poly(vinyl alcohol) [455]. In Fig. 2.34(a), we show the variation
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of elastic modulus as a function of nanowire loading. A linear increase in the

elastic modulus has been observed in the case of SiC nanowires. A significant

increase in the strength of the composite with the addition of nanowires is also

observed. This is due to the significant pull-out of the nanowires and the corre-

sponding stretching of the matrix due to the complete wetting of the NW surface

by the polymer as seen in Fig. 2.34(b). The increase in tensile strength is found to

saturate at higher vol% of NW addition due to the reduced propensity for shear-

band induced plastic deformation.

2.4.8

Transistors and Devices

The operation of single-electron tunneling (SET) transistors with gate-induced

tunable electrostatic barriers using silicon nanowire metal-oxide-semiconductor

field-effect transistor (MOSFET) structures has been achieved [456]. By using the

flexible control of the tunable barriers, the systematic evolution from a single

charge island to double islands was observed with gate capacitance values of the

order of 10 aF with a variation smaller than 1 aF. The direct vertical integration of

Si nanowire arrays into surrounding gate field effect transistors without the need

for postgrowth nanowire assembly processes has been reported [457]. The device

fabrication allows Si nanowire channel diameters to be readily reduced to the 5

nm regime. These first-generation vertically integrated nanowire field effect tran-

sistors exhibit electronic properties that are comparable to other horizontal nano-

Fig. 2.34 (a) Variation of elastic modulus, E (measured with the DMA

technique), as a function of the nanowires volume fraction, Vf . The

upper- and lower-bound predictions (made using iso-strain and iso-

stress models, respectively) are also plotted. (b) Field emission SEM

images obtained from the fractured PVA–SiC nanowires (0.8 vol%)

composite showing pull-out of the nanowires as well as stretching of

the matrix along with the nanowire. (Reproduced from Ref. [455].)
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wire field effect transistors. A generic process for fabricating a vertical surround-

gate field-effect transistor based on epitaxially grown silicon nanowires is reported

[458]. Piezoelectric nanogenerators based on ZnO nanowire arrays have been

shown to convert nanoscale mechanical energy into electrical energy with effi-

ciency of the power generation of 17 to 30% [459]. The coupling of piezoelectric

and semiconducting properties of zinc oxide creates a strain field and charge sep-

aration across the nanowire as a result of its bending. The rectifying characteristic

of the Schottky barrier formed between the metal tip and the nanowire leads to

electrical current generation.

A ZnO nanowire photodetector with a fast photoresponse time was fabricated

by a simple method of growing ZnO nanowires by bridging the gap of two pat-

terned zinc electrodes [460]. The nanowire growth is self-catalytic, involving the

direct heating of patterned Zn electrodes at 700 �C in an O2/Ar gas flow for 3 h.

The fabricated photodetector demonstrated fast response of less than 0.4 ms to

UV illumination in air, which could be attributed to the adsorption, desorption,

and diffusion of water molecules in the air onto the nanowire significantly influ-

encing the photoresponse. Individual b-Ga2O3 nanowires as solar-blind photo-

detectors have been investigated [461]. The conductance of the nanowire in-

creases by about three orders of magnitude with less than 254 nm ultraviolet

illumination, the upper limits of the response and recovery time being 0.22 and

0.09 s, respectively.

A method based on template synthesis has been used for the construction of

an array of coplanar fuel cells wherein each cell is 200 nm in diameter [462]. An

array of nano fuel cells is produced by utilizing two arrays of porous Pt electrodes

in between a polymer electrolyte membrane or an electrolyte support matrix

sandwich. Electrodeposition of PtaCu nanowires inside a porous AAO membrane

and the subsequent treatment with fuming HNO3 acid gives rise to an array of

porous platinum electrodes. This method of producing an array of coplanar fuel

cells allows the series connection of fuel cells outside the array and eliminates the

need for fuel and air manifolds, thereby reducing the overall system complexity.

Initial prototypes utilizing an aqueous solution of NaBH4 as a fuel have produced

power densities of around 1 mW cm�2.

2.4.9

Biological Aspects

Cancer cell imaging and photothermal therapy in the near-infrared region using

Au nanorods have been reported [463]. Due to strong electric fields at the surface,

the absorption and scattering of electromagnetic radiation by noble metal nano-

particles are strongly enhanced. These unique properties provide the potential for

designing novel optically active reagents for simultaneous molecular imaging and

photothermal cancer therapy. It is desirable to use agents that are active in the

near-infrared region of the spectrum to minimize light extinction by intrinsic

chromophores in the native tissue. Gold nanorods with suitable aspect ratios can

absorb and scatter strongly in the 650–900 nm region. Nanorods are synthesized
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and conjugated to the anti-epidermal growth factor receptor (anti-EGFR) mono-

clonal antibodies and incubated in cell cultures with a nonmalignant epithelial

cell line (HaCat) and two malignant oral epithelial cell lines (HOC 313 clone 8

and HSC 3). The anti-EGFR antibody-conjugated nanorods bind specifically

to the surface of the malignant-type cells with a much higher affinity due to the

over-expressed EGFR on the cytoplasmic membrane of the malignant cells. As a

result of the strongly scattered red light from the gold nanorods in a dark field,

the malignant cells are clearly visualized (with an ordinary laboratory microscope)

and distinguished from the nonmalignant cells. It is found that, after exposure to

continuous red laser at 800 nm, malignant cells require about half the laser en-

ergy to be photothermally destroyed than the nonmalignant cells. Thus, both effi-

cient cancer cell diagnostics and selective photothermal therapy are realized at the

same time.

DNA–Au nanorod conjugates for use in the remote control of localized gene

expression by near-infrared irradiation have been reported [464]. Gold nanorods

are attached to the gene of enhanced green fluorescence protein (EGFP) for the

remote control of gene expression in living cells. UV–visible spectroscopy, electro-

phoresis, and transmission electron microscopy are used to study the optical and

structural properties of the EGFP DNA and gold nanorod (EGFP–GNR) conju-

gates before and after femtosecond NIR laser irradiation. Upon NIR irradiation,

the gold nanorods of EGFP–GNR conjugates underwent shape transformation

that resulted in the release of EGFP DNA. When EGFP–GNR conjugates are de-

livered to cultured HeLa cells, induced GFP expression is specifically observed in

cells that are locally exposed to NIR irradiation. These results demonstrate the

feasibility of using gold nanorods and NIR irradiation as a means of remote con-

trol of gene expression in specific cells. This approach has potential applications

in biological and medical studies.
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3

Nonaqueous Sol–Gel Routes to Nanocrystalline

Metal Oxides

M. Niederberger and M. Antonietti

3.1

Overview

Although metal oxides constitute one of the most important classes of functional

materials, their synthesis on the nanoscale under mild reaction conditions and

with control over particle size, shape, and crystallinity remains a major task of

nanochemistry. In the last few years, a valuable alternative to the well-known

aqueous sol–gel processes has been developed in the form of nonaqueous solu-

tion routes, which offer several advantages such as high crystallinity at low tem-

peratures, robust synthesis parameters and the ability to control the crystal

growth as well as the crystal morphology to a striking extent.

Nonaqueous processes can roughly be divided into two methodologies, namely

surfactant- and solvent-controlled preparation routes. In the first case, the synthe-

sis is typically performed in molten surfactants or in surfactants dissolved in high

boiling solvents. In the second approach, the synthesis temperatures are lower

and the major role is played by a common organic solvent, which often provides

the oxygen for the metal oxide, controls the crystal growth, influences the particle

shape and, in some cases, also determines the assembly behavior. Both synthesis

strategies offer some peculiar features with advantages and limitations. In this

chapter we will review and compare these two procedures, however with some fo-

cus on solvent-controlled processes, highlighting the versatility and the power of

these protocols by means of selected examples from recent literature.

3.2

Introduction

Among all the functional materials, metal oxides play an outstanding role in

many fields of technology including catalysis [1], sensing [2], energy storage [3]

and conversion [4], or electroceramics [5], to name but a few. In order to obtain

metal oxides in the form of nanoparticles with well-defined shape, size, crystallin-
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ity and also surface functionality, the traditional solid state routes are hardly

suited, and novel innovative strategies have to be developed. Soft-chemistry routes

presumably represent the most attractive alternatives, because they allow good

control from the molecular precursor to the final product at low processing tem-

peratures, result in the formation of nanomaterials with high purity and composi-

tional homogeneity, and give access to kinetically controlled materials [6]. In this

regard it is obvious, that the concept of sol–gel chemistry, which was particularly

successful in the preparation of bulk metal oxides [7], has been adapted for metal

oxide synthesis on the nanoscale. However, in spite of great efforts, the number

of oxidic nanoparticles obtained by aqueous sol–gel chemistry is still marginal

compared to the variety of compounds obtained by solid state routes, mainly due

to the fact that the as-synthesized products often lack crystallinity. Nonaqueous

solution routes are able to overcome this problem. Switching from aqueous

sol–gel chemistry and its high reactivity of water to nonhydrolytic processes dras-

tically decreases the reaction rates and leads to controlled crystallization. In con-

trast to aqueous systems, where the smallest changes in the experimental condi-

tions result in alteration of the products, nonaqueous procedures are very robust

within the same system. As a consequence, most of these processes are highly re-

producible, easy to scale up to gram quantities and applicable to a broad family of

metal oxides. On the other hand, the morphology of the final product depends

strongly on the precursor and solvent used, i.e., metal oxides with the same com-

position and crystal structure but obtained from different precursors and/or

solvents, are often characterized by different particle sizes and shapes. This obser-

vation highlights the crucial role of the organic side of the process, but also pro-

vides a precious tool to tailor the particle morphology. Furthermore, and most im-

portantly, the chemistry of the oxygen–carbon bond is well-known from organic

chemistry and therefore, nonaqueous routes open the possibility to adapt reaction

principles from organic chemistry to the synthesis of inorganic nanomaterials. In

comparison to the complex aqueous chemistry, the synthesis of metal oxide nano-

particles in organic solvents offers the possibility to better understand and to con-

trol the reaction pathways on a molecular level – crucial steps towards a rational

synthesis design for inorganic nanoparticles.

3.3

Short Introduction to Aqueous and Nonaqueous Sol–Gel Chemistry

The sol–gel process can shortly be defined as the conversion of a precursor solu-

tion into an inorganic solid by chemical reactions. In most cases, the precursor or

starting compound is either an inorganic metal salt (acetate, chloride, nitrate, sul-

fate, . . .) or a metal organic species such as a metal alkoxide. In aqueous sol–gel

chemistry metal alkoxides constitute the most widely used class of precursors and

their chemistry is well established [8, 9]. Upon hydrolysis, the metal alkoxide is

transformed into a sol (dispersion of colloidal particles in a liquid), which reacts

further via condensation to a gel, an interconnected, rigid and porous inorganic
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network enclosing a continuous liquid phase. Further information about aqueous

sol–gel processes is outside the scope of this chapter and can be found elsewhere

[7, 10–13].

Although aqueous sol–gel processes have been investigated for decades, the si-

multaneous occurrence of hydrolysis and condensation reactions leads to a wide

variety of different species [14], which cannot be identified and consequently,

aqueous sol–gel chemistry is not yet fully controllable. For most transition metal

oxide precursors, the fast hydrolysis and condensation rates result in loss of mor-

phological and also structural control over the final oxide material, often resulting

in the formation of amorphous products. Furthermore, the different reactivities

of metal alkoxides make it difficult to control the composition and the homogene-

ity of complex multicomponent oxides by the aqueous sol–gel process.

One possibility to decrease the reaction rates is to perform the synthesis proce-

dures in organic solvents without the presence of water, which is usually referred

to as nonhydrolytic or nonaqueous sol–gel chemistry. The oxygen is provided

by donors such as ethers, alcohols or alkoxides rather than water, which leads to

a completely different chemistry based on the reactivity of the oxygen–carbon

bond [12]. Although nonaqueous processes have become an integral part of mod-

ern nanoparticle synthesis in the last few years, their investigation started as early

as 1928, when Dearing and Reid presented their work on alkyl orthosilicates

involving the reaction of silicon tetrachloride with alcohols [15]. However, it was

only at the beginning of the 1990s, that these concepts attracted broader atten-

tion, mainly in the fields of metal oxide gels [16, 17] and nanoparticulate powders

for catalytic applications [18]. The syntheses of zincite [19], zirconia [20], and tita-

nia nanocrystals [21–24] were further steps on the way to making nonaqueous re-

action pathways an integral and rapidly growing part of nanochemistry.

This chapter is entitled ‘‘Nonaqueous sol–gel routes to nanocrystalline metal

oxides’’, although some of the processes presented are, strictly speaking, not

based on sol–gel chemistry but rather on precipitation. Nevertheless, we denote

all these processes as ‘‘sol–gel’’, because on the one hand they involve the chem-

ical transformation of a molecular precursor into the final oxidic compound by

chemical reactions, and on the other hand we want to highlight the analogy to

aqueous sol–gel procedures.

3.4

Nonaqueous Sol–Gel Routes to Metal Oxide Nanoparticles

3.4.1

Surfactant-controlled Synthesis of Metal Oxide Nanoparticles

Surfactant-controlled synthesis routes involve the transformation of the precursor

species into the oxidic compound in the presence of stabilizing ligands in a typi-

cal temperature range of 250–350 �C. In the most cases, the process is based on

the hot injection method, where the reagents are injected into a hot surfactant so-
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lution, which was particularly successfully applied in the synthesis of semicon-

ductor nanocrystals [25]. The surfactants, generally consisting of a coordinating

head group and a long alkyl chain, have to fulfill several tasks. The coating of the

nanoparticles prevents agglomeration due to steric repulsion during synthesis

and offers good colloidal stability of the final products in organic solvents. Dy-

namic adsorption and desorption of surfactant molecules onto particle surfaces

during particle growth, sometimes combined with selectivity towards specific

crystal faces, enables control over particle size, size distribution and morphology

[26, 27]. Furthermore, the surface capping agents in the final material can be ex-

changed for other ones, offering control over the surface properties. On the other

hand, the surface functionalization with surfactants bears the problem that it in-

fluences the toxicity of the nanoparticles [28].

The major parameters determining the characteristics of the final oxidic prod-

ucts are reaction time, temperature, concentration of reagents, nature and con-

centration of surfactants or surfactant mixtures. By a careful adjustment of these

conditions, surfactant-controlled synthesis approaches result in the formation of

metal oxide nanoparticles with outstanding monodispersity and astonishing par-

ticle morphologies.

The family of metal oxide nanoparticles synthesized via surfactant-controlled

processes is growing rapidly [26, 29–31] and only selected examples, mainly from

recent literature, are presented here to give an impression of what can be achieved

by the method. There is no doubt that one of the main advantages lies in the

monodispersity of the final products, nicely illustrated in the case of magnetic

nanocrystals. The synthesis of monodisperse magnetic nanoparticles has always

been of particular interest, because these materials possess a wide variety of tech-

nological applications [29]. In the last few years, several papers have reported the

nonhydrolytic preparation of maghemite, magnetite and ferrite nanoparticles

with highly uniform particle sizes and shapes. The decomposition of an iron ole-

ate complex, prepared by reacting Fe(CO)5 and oleic acid, led to the formation of

metallic iron nanoparticles, which are subsequently transformed into g-Fe2O3 by

the mild oxidant trimethylamine oxide [32]. Figure 3.1(a) displays a TEM over-

view image of the highly monodisperse 11 nm nanocrystallites, arranged in a

two-dimensional hexagonal assembly. In an analogous approach, the decomposi-

tion of an iron-oleate complex, prepared from iron chloride and sodium oleate, at

320 �C in a high boiling solvent gave access to large quantities of magnetite

(Fe3O4) nanocrystals [33]. Spinel cobalt ferrite nanocrystals were obtained by a

seed-mediated growth process [34]. In a first step, spherical CoFe2O4 nanocrystals

with a diameter of 5 nm were prepared starting from cobalt and iron acetylaceto-

nate in phenyl ether, 1,2-hexadecanediol, oleic acid and oleylamine (Fig. 3.1(b)).

These primary nanocrystals were used as seeds in additional precursor solutions

to grow larger particles, either spherical nanoparticles of 8 nm (Fig. 3.1(c)) or cu-

bic ones of 9 nm (Fig. 3.1(d)) and 11 nm (Fig. 3.1(e)).

The nanoparticles closely packed on the TEM grid in Fig. 3.1 already point to

the possibility to self-organize highly monodisperse nanoparticles into two-

dimensional supercrystals by simply placing a drop of a colloidal solution on a
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suitable support and slowly evaporating the solvent. If nanoparticle dispersions

with bimodal size distributions are used, the composition of the obtained super-

structures follows that of intermetallic alloys [35]. However, not only have nano-

particle assemblies consisting of particles with different sizes been reported, but

also assemblies comprising particles with distinctly different properties. The de-

position of 5 nm gold nanoparticles and 13.4 nm g-Fe2O3 nanocrystals yielded

precisely ordered, large single domains of AB superlattices, isostructural with

NaCl (Fig. 3.2(a)) [36]. The NaCl superlattices are usually represented by (111)

projections (Fig. 3.2(a) and (e)), however smaller domains of (100) projections

were also observed (Fig. 3.2(a) upper inset) and (c). Figure 3.2(g) shows the (001)

projections of an AlB2-type superlattice assembled from 13.4 nm g-Fe2O3 and 6.2

nm CoPt3 nanocrystals, together with a 3D sketch of the AlB2 unit cell (Fig.

3.2(h)) and its (001) plane (Fig. 3.2(i)). The combination of semiconducting, me-

tallic and magnetic nanoparticles as building blocks provided great structural di-

versity in binary nanoparticle superlattices with precisely controlled chemical

composition and tight placement of the components [37].

In addition to uniform particle sizes, the use of surfactants or surfactant

mixtures also enables the preparation of metal oxide nanoparticles with complex

and extraordinary crystal morphologies. Figure 3.3 presents selected examples in

the systems ZnO, MnO, W18O49, TiO2, CeO2 and Co3O4. The thermal treatment

of zinc acetate in dioctyl ether, trioctylphosphine oxide and oleic acid at 200 �C,
followed by the addition of 1,12-dodecanediol resulted in the formation of

Fig. 3.1 (a) TEM overview image of 11 nm g-Fe2O3 nanocrystals. The

highly uniform particle size leads to the formation of a 2D supercrystal

on the TEM grid. Image taken from Ref. [32] with permission of the

American Chemical Society. TEM overview images of CoFe2O4

nanocrystals with spherical morphology of (b) 5 nm and (c) 8 nm, and

of cubic shape, (d) 9 nm and (e) 11 nm in size. Images taken from Ref.

[34] with permission of the American Chemical Society.
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ZnO nanocrystals [38]. The TEM image in Fig. 3.3(a) shows that the nanocrystals

exhibit cone-like particle morphology with an average size of about 70 nm

(base)� 170 nm (height). The dissolution of WCl4 in oleic acid and oleylamine

yielded, after heat treatment at 350 �C, tungsten oxide (W18O49) nanorods, 4.5

nm in width and 28 nm in length (Fig. 3.3(b)) [39]. MnO multipods were synthe-

sized from a manganese oleate complex in oleic acid and oleylamine at 320 �C
(Fig. 3.3(c)) [40]. The authors proposed a growth model based on the oriented at-

Fig. 3.2 (a) TEM micrographs of AB

superlattices of 13.4 nm g-Fe2O3 and 5 nm

Au nanocrystals, isostructural with NaCl,

(111) projection. Upper inset: (100)

projection. Lower inset: Electron diffraction

pattern. (b) 3D sketch of NaCl unit cell, (c)

and (e) depictions of the (100) and (111)

planes, (d) and (f ) depictions of minimum

number of layers in the (100) and (111)

projections necessary for the formation of the

experimentally observed patterns. (g) TEM

image of the (001) plane of 13.4 nm g-Fe2O3

and 6.2 nm CoPt3 nanocrystals, isostructural

with AlB2. Inset: Higher magnification. (h) 3D

sketch of AlB2 unit cell, (i) (001) plane, (j)

minimum number of layers in the (001)

plane, leading to the observed patterns. All

images taken from Ref. [35] with permission

of the American Chemical Society.
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tachment process, involving the spontaneous self-organization of preformed

nanoparticles in a crystallographically controlled way, so that the final structure

behaves like a single crystal [41]. In the case of titania nanorods, the synthesis

was based on the solvothermal reaction of a mixture of titanium butoxide, linoleic

acid, triethylamine, and cyclohexane [42]. A TEM image shows titania nanorods

with uniform diameters of 3.3 nm, length up to 25 nm and often with a spherical

nanoparticle attached to one side of the rod (Fig. 3.3(d)). The reaction of cerium

nitrate in oleic acid, oleylamine and diphenyl ether at 320 �C resulted in the for-

mation of ceria nanowires with diameter of 1.2 nm and 71 nm in length (Fig.

3.3(e)) [43]. The diameter of these nanowires is comparable to that of single-

walled carbon nanotubes and is among the thinnest ever reported for nanowires.

The TEM image in Fig. 3.3(e) also shows the presence of some spherical nano-

particles, which are often connected to the nanowires. The last example includes

the preparation of cobalt oxide nanoparticles with a bullet-like morphology

Fig. 3.3 (a) TEM image of cone-like ZnO

nanocrystals (inset: dark field TEM image of

one crystal). Image taken from Ref. [38] with

permission of Wiley-VCH. (b) TEM image of

tungsten oxide nanorods. Image taken from

Ref. [39] with permission of the American

Chemical Society. (c) TEM image of MnO

multipods (inset: hexapod). Images taken

from Ref. [40] with permission of the

American Chemical Society. (d) TEM image

of TiO2 nanorods. Image taken from Ref. [42]

with permission of Wiley-VCH. (e) TEM

image of ceria nanowires (inset: HRTEM

image of one nanowire). Image taken from

Ref. [43] with permission of Wiley-VCH. (f )

TEM image of Co3O4 nanocrystals. Image

taken from Ref. [44] with permission of the

American Chemical Society.

3.4 Nonaqueous Sol–Gel Routes to Metal Oxide Nanoparticles 125



Table 3.1 Selected examples of metal oxide nanoparticles synthesized

via nonaqueous and surfactant-controlled processes.

Metal Oxide Precursors Solvents and

surfactants

Temperature Product

morphology

Reference

Cu2O copper acetate OLA, TOA 270 �C spherical 47

g-Fe2O3 M(Cup)3 OA 300 �C spherical 48

g-Fe2O3 Fe(CO)5 octyl ether,

OLA or LA

300 �C spherical 32

Fe3O4 Fe(acac)3 2-pyrrolidone reflux spherical 49

Fe3O4, MFe2O4

(M ¼ Fe, Co, Mn)

Fe(acac)3
M(acac)2

polyalcohols,

OLA, OA

305 �C spherical 50

HfO2 Hf (OiPr)4
and HfCl4

TOPO 360 �C spherical and

nanorods

51

In2O3 In(acac)3 OA 250 �C spherical 52

MnO, Mn3O4 Mn(acac)2 OA 180 �C spherical 53

SnO2, ZnO tin or zinc 2-

ethylhexanoate

diphenyl ether and

various amines

230–250 �C spherical 54

TiO2 TiCl4 and

Ti(OiPr)4

dioctyl ether

TOPO, LA

300 �C bullet-shaped

to nanorods

55

TiO2 Ti(COT)2 DMSO, TBP or

TBPO or TOPO

120 �C spherical 56

TiO2 Ti(OiPr)4 1-octadecene,

OLA and OA

260 �C nanorods 57

W18O49 W(CO)6 OA 270 �C nanorods 58

ZnO diethyl zinc decane, octylamine,

TOPO

200 �C spherical 59

ZnO zinc acetate various alkylamines,

tert-butylphosphonic
acid

220–300 �C spherical 60

ZrO2 Zr(OiPr)4
and ZrCl4

TOPO 340 �C spherical 61

Abbreviations: TOPO: Trioctylphosphine oxide; LA: lauric acid; COT:

cyclooctatetraene; DMSO: dimethyl sulfoxide; TBP: tributylphosphine;

TBPO: tributylphosphine oxide; OLA: oleic acid; OA: oleylamine;

acac: acetylacetonate; Cup: N-nitrosophenylhydroxylamine; TOA:

trioctylamine.
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(Fig. 3.3(f )), obtained from the decomposition of cobalt stearate in octadecene at

320 �C [44].

The use of surface-capping agents makes it possible to modify the nanoparticle

surface by ligand exchange reactions. The feasibility of this idea was proven for

iron oxide nanoparticles and titania nanorods. In the case of iron oxide, the sur-

face monolayer consisting of alkyl amines could be exchanged by harder Lewis

base ligands like alcohols [45], whereas the oleic acid coating of the titania nano-

rods was exchanged by capping with an alkylphosphonic acid [46]. This proce-

dure increased the concentration as well as the stability of the obtained titania dis-

persions. Generally surfactant exchange reactions allow the introduction of a wide

range of chemical functionalities on the surface of the nanoparticles.

The family of metal oxide nanoparticles synthesized via nonaqueous and

surfactant-controlled processes has increased rapidly in the last few years, so that

it is impossible to give a complete overview in this short chapter. However, some

additional and representative examples, which have not been discussed here, are

summarized in Table 3.1, together with precursors, reaction conditions and prod-

uct characteristics. However, we have to point out that even this rather exhaustive

table is far from being complete.

3.5

Solvent-controlled Synthesis of Metal Oxide Nanoparticles

3.5.1

Introduction

An elegant alternative to surfactants is the use of common organic solvents,

which act as reactant as well as control agent for particle growth, enabling the

synthesis of high-purity nanomaterials in a surfactant-free medium. We will dis-

cuss the following reaction systems in more detail: (i) metal halides with alcohols,

(ii) metal alkoxides with alcohols, (iii) metal alkoxides with ketones and alde-

hydes, (iv) metal acetylacetonates with various organic solvents such as alcohols,

amines and nitriles.

3.5.2

Reaction of Metal Halides with Alcohols

Probably the most widely explored approach to the synthesis of metal oxide nano-

particles in a nonaqueous medium in the absence of any surfactants is based on

the use of metal halides and alcohols. In particular, the reaction between TiCl4
with various alcohols is well documented [62–64], however other metal chlorides

like FeCl3 [65], VOCl3 [66], CoCl2 [67], SnCl4 [68], HfCl4 [69], NbCl5 [69], TaCl5
[69], and WCl6 [66, 70], also readily react with alcohols to give the corresponding

metal oxides. Among the various alcohols, benzyl alcohol plays an outstanding

role, because it enables the synthesis of several metal oxide nanoparticles with
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good control not only over particle size [66, 71], but also over surface properties

[72] and assembly behavior [73, 74]. Figure 3.4 displays several examples of metal

oxide nanoparticles obtained from the corresponding metal chlorides in benzyl al-

cohol. In the case of hafnium (Fig. 3.4(a)) and tantalum oxide (Fig. 3.4(b)), the

reaction was performed under solvothermal conditions at 220 �C, yielding spher-

ical and highly crystalline products with uniform size and shape in the range of

a few nanometers [69]. The reaction of WCl6 with benzyl alcohol at 100 �C re-

sulted in the formation of tungstite platelets with side lengths between 30 and

100 nm (Fig. 3.4(c)) [66, 75], whereas SnCl4 reacted to give crystalline, cassiterite

Fig. 3.4 TEM images of various metal oxide nanoparticles prepared

from the corresponding metal chlorides in benzyl alcohol. (a) HfO2,

inset: HRTEM image; (b) Ta2O5, inset: HRTEM image; (c) WO3�H2O;

(d) SnO2, inset: SnO2 nanoparticles assembled into mesoporous

materials after calcination.
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SnO2 nanoparticles of 2–5 nm diameter (Fig. 3.4(d)) [68]. The tin oxide nanopar-

ticles are well dispersible in organic solvents like tetrahydrofuran without any ad-

ditional stabilizer and can be assembled in the presence of block copolymers

as templates into ordered mesoporous materials via evaporation-induced self-

assembly (Fig. 3.4(d), inset) [68].

The low reaction temperature of the metal halide–benzyl alcohol system offers

several possibilities either to functionalize the surface of the nanoparticles or

to influence the particle morphology by the addition of organic molecules. The

addition of enediol ligands such as dopamine or 4-tert-butylcatechol to the reac-

tion mixture provides a simple route to surface-functionalized nanoparticles (Fig.

3.5(a)), which are redispersible either in water (Fig. 3.5(b)) or in organic solvents

(Fig. 3.5(c)) [72]. If the same reaction is performed in the presence of 2-amino-2-

(hydroxymethyl)-1,3-propanediol (HOCH2)3CNH2 (Trizma), the as-synthesized

Fig. 3.5 Photograph of enediol-functionalized

titania nanoparticles: (a) dopamine-

functionalized TiO2 in the form of the

isolated powder, (b) dopamine-functionalized

TiO2 dispersed in water, (c) 4-tert-

butylcatechol-functionalized TiO2 dispersed

in tetrahydrofuran. Image taken from Ref. [72]

with permission of the American Chemical

Society. (d) TEM image of titania

nanoparticle assemblies in water, composed

of Trizma-functionalized TiO2, (e) HRTEM

image of a part of such a nanostructure.

Images taken from Ref. [73] with permission

of Wiley-VCH. TEM images of tungsten oxide

nanostructures synthesized at 175 �C in the

presence of deferoxamine mesylate,

(f ) overview, (g) higher magnification and

(h) HRTEM image. Images taken from

Ref. [75] with permission of the American

Chemical Society.
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titania nanocrystals assemble into pearl-necklace structures upon redispersion in

water (Fig. 3.5(d)) [73, 74]. Interestingly, these nanowire-like arrangements are

composed of a continuous string of precisely ordered nanoparticles. HRTEM

investigations give evidence that the nanoparticles assemble along the [001] direc-

tion via oriented attachment exhibiting monocrystal-like lattice fringes (Fig.

3.5(e)). The addition of the siderophore deferoxamine mesylate to the WCl6–

benzyl alcohol mixture changes the particle shape completely from the quasi-2D

to a highly anisotropic 1D morphology (Fig. 3.5(f )–(h)) [75]. The fibers displayed

in Fig. 3.5(f ) consist of assembled nanowires (Fig. 3.5(g)), which are single-

crystalline and have a uniform diameter of 1.3 nm (Fig. 3.5(h)).

3.5.3

Reaction of Metal Alkoxides with Alcohols

Metal halides as metal oxide precursors have the disadvantage that halide resi-

dues lead to impurities in the final oxidic materials, which is detrimental for ap-

plications in catalysis and gas sensing. The problem can be avoided by the use of

halide-free routes involving the solvothermal reaction of metal alkoxides with al-

cohols, including various glycols. This approach is quite successful in the case of

binary metal oxides such as ZrO2 [20, 76], TiO2 [77, 78], V2O3 [79], Nb2O5 [79],

Ta2O5 [80], HfO2 [80], SnO2 [81], In2O3 (Fig. 3.6(a)) [81], CeO2 (Fig. 3.6(b)) [76],

however, it can be extended to more complex oxides like perovskites and ilmen-

ites [82]. The synthesis of BaTiO3, one of the technologically most important per-

ovskites, involves the dissolution of metallic barium in benzyl alcohol, addition of

titanium isopropoxide and subsequent solvothermal treatment at 200 �C for 48 h

[83, 84]. This procedure leads to barium titanate nanoparticles with rather uni-

form shapes and diameters of 5–8 nm (Fig. 3.6(c)).

Fig. 3.6 TEM overview images of (a) In2O3, (b) CeO2, and (c) BaTiO3

nanocrystals obtained from the reaction of the metal alkoxides with

benzyl alcohol.

130 3 Nonaqueous Sol–Gel Routes to Nanocrystalline Metal Oxides



In the most cases, the reaction between metal alkoxides and benzyl alcohol

leads to the formation of spherical nanoparticulate products. However, some-

times more complex morphologies are formed. The reaction between yttrium iso-

propoxide and benzyl alcohol yields a lamellar nanohybrid consisting of crystal-

line, 0.6 nm thick yttrium oxide layers with intercalated benzoate molecules [85].

Obviously, the yttrium oxide species is able to catalyze the oxidation of benzyl al-

cohol to benzoic acid, thus limiting the growth in thickness of the yttrium oxide

lamellae (Fig. 3.7(a)). Doping with europium leads to strong red luminescence

[85]. Tungsten isopropoxide dissolved in benzyl alcohol forms nanowire bundles

without any additional structure-directing template (Fig. 3.7(b)) [86]. Infrared

spectroscopy investigations point to the presence of benzaldehyde in between

the nanowires, stemming from the oxidation of benzyl alcohol by tungsten oxide.

Formamide is able to split up the bundles into individual nanowires. Due to the

small diameter of about 1 nm the crystalline nanowires are highly flexible with-

out breaking upon bending (Fig. 3.7(c)).

3.5.4

Reaction of Metal Alkoxides with Ketones and Aldehydes

The major limitation of the ‘‘benzyl alcohol route’’ lies in the reducing properties

of alcohols. Metal oxide precursors comprising reduction-sensitive metals like

copper or lead transform into the respective metals rather than into the oxides.

The answer to this problem is the use of non-reductive solvents like ketones or

aldehydes. The applicability of this approach has been proven for ZnO, TiO2,

In2O3, BaTiO3, PbTiO3, Pb(Zr,Ti)O3, PbZrO3 and BaSnO3.

The addition of acetone to benzene solutions of zinc dialkoxides resulted in the

formation of transparent gels, which transformed into 4 nm zincite nanocrystals

[19]. The use of common ketones and aldehydes as oxygen-supplying agents made

Fig. 3.7 (a) TEM image of lamellar yttrium oxide–benzoate nanohybrid.

Image taken from Ref. [85] with permission of Wiley-VCH. (b) SEM

image of tungsten oxide nanowire bundles. (c) TEM image of separated

individual tungsten oxide nanowires. Image taken from Ref. [86] with

permission of Wiley-VCH.
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it possible to tailor the particle size of anatase nanocrystals in the range 7–20 nm,

as sterically unfavorable alicyclic and aromatic ketones and aldehydes resulted in

smaller particles than did aliphatic compounds [87]. Nanocrystalline BaTiO3 was

obtained by transformation of the bimetallic alkoxide complex [(BaTiO)4(iPrO)16]
3iPrOH in acetone under stirring at room temperature for 21 days [88]. PbTiO3,

Pb(Zr,Ti)O3 and PbZrO3 were obtained from lead acetylacetonate and titanium

isopropoxide in 2-butanone as amorphous powders with the correct metal ratios,

which could be transformed into the nanocrystalline components by annealing at

relatively moderate temperatures between 400 and 600 �C [89]. Another interest-

ing example is the preparation of BaSnO3 in ketones [82]. Although in this case

none of the components is sensitive towards reduction, the synthesis was not suc-

cessful in benzyl alcohol.

3.5.5

Reaction of Metal Acetylacetonates with Various Organic Solvents

Metal acetylacetonates perfectly complement the family of metal oxide precursors

discussed before, because they are easy to handle due to their air- and moisture-

stability and they are often commercially available at low cost. Furthermore, they

react with various organic solvents to give the oxidic compounds, as will be shown

in the following examples.

Iron acetylacetonate forms magnetite nanocrystals after solvothermal treatment

in benzyl alcohol [90]. If benzyl amine is used as solvent, various metal acetylacet-

onates can be transformed into the respective metal oxides, for example g-Ga2O3,

zincite ZnO and cubic In2O3 [91]. Indium oxide is a particularly illustrative case

to highlight the role of precursors and solvents in determining the morphological

characteristics of the final oxidic compounds. Figure 3.8(a) shows a TEM overview

of In2O3 nanoparticles obtained from indium acetylacetonate in benzylamine

Fig. 3.8 TEM overview images of (a) In2O3 nanoparticles obtained from

indium acetylacetonate and benzylamine, (b) In2O3 synthesized from

indium acetylacetonate and acetonitrile, inset: HRTEM of one particle,

(c) SnO2-doped In2O3 (10 wt% SnO2), inset: HRTEM of one particle.
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[76]. The size of the particles is in the range 5–10 nm with pronounced crystal

facets. The reaction of indium acetylacetonate with acetonitrile results in much

smaller particles of about 3–5 nm and with nearly spherical morphology (Fig.

3.8(b)). To increase the electrical conductivity of indium oxide, the nanoparticles

can be doped with SnO2. This can be achieved by mixing indium acetylacetonate

and tin tert-butoxide in benzyl alcohol [92]. After solvothermal treatment, indium

tin oxide nanocrystals are obtained in the size range 5–10 nm (Fig. 3.8(c)). The

solution route allows the variation of the tin oxide content in the range 2–30

wt%, with a maximum electrical conductivity obtained at a doping level of 15

wt% [92].

3.6

Selected Reaction Mechanisms

Keeping in mind that the majority of these reaction systems do not make use of

water, the question arises where the oxygen for the oxide formation comes from.

The most frequently found reaction pathways are displayed in Scheme 3.1.

Eq. (1) summarizes the condensation between metal halides and metal alkox-

ides, resulting from the reaction of metal halides with alcohols, with release of

an alkyl halide. One of the first examples was the preparation of anatase nano-

crystals from titanium isopropoxide and titanium chloride [23].

Ether elimination (Eq. (2)) leads to the formation of a MaOaM bond upon con-

densation of two metal alkoxides with elimination of an organic ether. This mech-

anism was reported for the formation of hafnium oxide nanoparticles [80].

Scheme 3.1 Selected reaction pathways to metal oxide formation in

nonaqueous systems. Eq. (1): Alkyl halide elimination, Eq. (2): ether

elimination, Eq. (3): ester elimination, Eq. (4): CaC bond formation

between benzylic alcohols and alkoxides, Eq. (5): aldol-like condensa-

tion reactions.
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The ester elimination process involves the reaction between metal carboxylates

and metal alkoxides (Eq. (3)), as reported for zinc oxide [38]. Analogous to ester

eliminations are amide eliminations. By reacting metal oleates with amines one

can induce the controlled growth of titania nanorods [57].

In addition to these three main routes, more complex pathways have recently

been reported for metal oxide nanoparticles. BaTiO3 formation occurs via a much

more elaborate mechanism involving a CaC bond formation between the isopro-

poxy ligand of titanium isopropoxide and the solvent benzyl alcohol (Eq. (4)), fol-

lowed by the release of a hydroxy species from benzyl alcohol, which induces fur-

ther condensation to the metal oxide [84]. Similar CaC coupling mechanisms

were also found in the case of CeO2 and Nb2O5 [31].

Ketones are scarcely used as solvents for the nonaqueous synthesis of metal ox-

ides, probably due to their generally low boiling points. This problem can be cir-

cumvented by performing the reactions in autoclaves and also the condensation

processes often take place at moderate temperatures. The release of oxygen usu-

ally involves aldol condensation, where two carbonyl compounds react with each

other with elimination of water, which acts as an oxygen supplying agent for the

metal oxide formation (Eq. (5)). Literature examples include the formation of

ZnO [19] and TiO2 [87] in acetone.

Detailed discussions of these and other reaction pathways along with an ex-

haustive overview of literature examples can be found elsewhere [31].

3.7

Summary and Outlook

Aqueous sol–gel procedures have been applied for the synthesis of bulk metal ox-

ides with great success. However, on the nanoscale, the high complexity of aque-

ous systems constitutes a major problem, which makes it rather difficult to obtain

full control over the structural and morphological features of nanoparticles. Syn-

thesis procedures performed in organic solvents with exclusion of water drasti-

cally decrease the reaction rates, allowing better control over particle size, shape,

size distribution, crystallinity and surface properties. The replacement of water by

the more controllable reactivity of the oxygen–carbon bond in organic solvents

leads to the situation where basic organic reaction principles supply the water

or, more formally, the oxygen necessary for oxide formation. Many observations

point to the fact that the organic side of the process plays a crucial role in influ-

encing the final inorganic product. An illustrative example was reported by Li et

al. for the synthesis of Fe3O4 nanoparticles using iron(iii) chloride as precursor

in 2-pyrrolidone [93]. These authors found that the solvent is unstable under re-

action conditions and forms carbon monoxide, which is responsible for the par-

tial reduction of Fe(iii) to Fe(ii). Accordingly, the organic solvent is not only cru-

cial with respect to particle stabilization, but also with respect to the intrinsic

composition.
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In the last few years, intense research efforts on nonaqueous sol–gel proce-

dures have produced a wide variety of nanocrystalline metal oxides, sometimes

with fantastic particle morphologies and outstandingly small size distributions.

Although investigations with respect to a tailoring of particle size and shape as

well as the elucidation of potential reaction mechanisms represent important

progress in nanoparticle synthesis, the ultimate goal of rational synthesis design

is still far away. The big question of finding a relationship between a particular

synthesis system and the final particle morphology still awaits an answer.
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4

Growth of Nanocrystals in Solution

R. Viswanatha and D.D. Sarma

4.1

Introduction

Tunability of various physical and chemical properties of materials by varying the

size in the region of nanometers has opened up many new directions in several

fields of current research and modern technologies [1, 2]. In particular, the study

of systematic changes in the electronic structure of solids as a function of size in

this nanometric regime has been intensively investigated in recent times (see for

example Refs. [3–6]). Sustained efforts in this field have established interesting

applications such as UV protection films [7], fluorescent sensors in biological

applications [8], photocurrent generation in various devices [9], optical switches

[10], catalytic reactions [11], nanotweezers [12] and other optoelectronic devices

[13]. One of the major aspects necessary for the actual realization of these appli-

cations is the ability to synthesize nanocrystals of the required size with a con-

trolled size distribution. The growing demand to obtain such nanocrystals is met

largely by the solution route synthesis of nanocrystals [14, 15], due to its ease

of implementation and high degree of flexibility. The main difficulty with this

method is that the dependences of the average size and the size distribution of

the generated particles on parameters of the reaction are not understood in detail

and, therefore, the optimal reaction conditions are arrived at essentially in an em-

pirical and intuitive manner [16]. The understanding of coarsening processes that

lead to growth of the minority phase within a majority phase by combining

smaller particles is important both scientifically and for technological considera-

tions [17–21]. In recent times, there has been a renewed interest in understand-

ing the growth process of a solid phase within another solid in the nanometric

regime. Interestingly, the kinetics of the growth of a solid from a solution, which

is the most popular chemical method to produce a wide variety of systems with

dimensions in the nanometer region, has been relatively less investigated [22–

26]. However, there is a popular belief that the growth in solution occurs via a

diffusion limited Ostwald ripening process [14, 15].
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In this chapter, we briefly discuss the theory of nucleation. We then review the

various theoretical aspects of the different processes that influence the growth

rate. Following the discussion of the theoretical framework, we review experimen-

tal progress made in investigating the growth of various nanocrystals.

4.2

Theoretical Aspects

The growth of nanocrystals in solution involves two important processes, the

nucleation followed by the growth of the nanocrystals. We discuss these two pro-

cesses in the following two subsections.

4.2.1

Theory of Nucleation

La Mer and coworkers [27] studied extensively nucleation and growth in sulfur

sols, from which they developed an understanding of the mechanism for the for-

mation of colloids or nanocrystals from a homogeneous, supersaturated medium.

Their mechanism suggested that a synthesis of the colloid should be designed in

such a way that the concentration increases rapidly, rising above the saturation

concentration for a brief period, when a short burst of nucleation occurs with

the formation of a large number of nuclei in a short space of time. These particles

grow rapidly and lower the concentration below the nucleation level whilst allow-

ing the particles to grow further at a rate determined by the slowest step in the

growth process, thus separating the nucleation and growth in time. La Mer’s

mechanism is depicted schematically by means of the simple diagram shown in

Fig. 4.1. The requirements for monodispersity, as evident from La Mer’s diagram,

are a high rate of nucleation leading to the burst of nuclei formation in a short

period, an initial fast rate of growth of these nuclei to reduce the concentration

below the nucleation concentration rapidly and an eventual slow rate of growth

leading to a long growth period compared to the nucleation period. They also de-

rived the rates of growth of sols prepared by the above-mentioned dilution

method. The growth rates obtained were reproduced from previous theoretical

considerations which allowed the estimation of the value of the diffusion coeffi-

cient of sulfur. It was also claimed that the application of this method to the

estimation of diffusion coefficients was valid for any colloidal system that was

characterized by a small particle size distribution at all stages of its growth. Fur-

ther, a qualitative explanation was offered for the necessary conditions under

which mono-dispersed colloids might be prepared by both the dilution and acid

decomposition of sodium thiosulfate methods. This mechanism of La Mer was

later widely applied in attempts to prepare various nearly-monodisperse particles

in homogeneous solutions [28], yet success was achieved only after tedious trial-

and-error attempts to tune the major parameters such as the concentration of

reactants. So far it has not been possible to have a generalized approach to the
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synthesis of different systems by following the necessary conditions of La Mer

[29]. Generalizations between preparations have been few and it is now believed

that La Mer’s mechanism is rigorously appropriate only for the system for which

it was developed, that is sulfur sols, and it may not have significance as a general

approach to a wide variety of systems. It was later observed that La Mer’s condi-

tion for nucleation is neither a necessary nor sufficient condition for monodis-

persity but that the specific growth mechanism also plays an important role in

deciding the size and the size distribution.

Regardless of the rigorous validity of La Mer’s prediction in the context of di-

verse systems, the key idea of separating the nucleation stage and growth process

in time is often used to obtain nearly monodisperse particles. In most of the cases

in recent times, synthesis has been carried out by mixing the reactants together,

often by injecting one of the components into the remaining ones, in a very short

time. This is to ensure that the entire nucleation takes place in that short time,

followed by a much slower growth process, thereby attempting to separate the

two stages temporally. In the next subsection, we discuss the various aspects of

the mechanism of the growth of nanocrystals from solution.

4.2.2

Mechanism of Growth

Nucleation occurs over some time with constant monomer concentration. Eventu-

ally surface growth of clusters begins to occur which depletes the monomer sup-

ply. When the monomer concentration falls below the critical level for nucleation

(critical supersaturation level), nucleation ends. A general analysis of the growth

Fig. 4.1 Schematic diagram illustrating La Mer’s condition for nucleation.
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process is then important to understand nanocrystal synthesis. In general, the

surface to volume ratio in smaller particles is quite high. As a result of the large

surface area present, it is observed that surface excess energy becomes more

important in very small particles, constituting a non-negligible percentage of the

total energy. Hence, for a solution that is initially not in thermodynamic equilib-

rium, a mechanism that allows the formation of larger particles at the cost of

smaller particles reduces the surface energy and hence plays a key role in the

growth of nanocrystals. A colloidal particle grows by a sequence of monomer dif-

fusion towards the surface followed by reaction of the monomers at the surface of

the nanocrystal. Coarsening effects, controlled either by mass transport or diffu-

sion, are often termed the Ostwald ripening process. This diffusion limited Ost-

wald ripening process is the most predominant growth mechanism and was first

quantified by Lifshitz and Slyozov [30], followed by a related work by Wagner

[31], known as the LSW theory.

The diffusion process is dominated by the surface energy of the nanoparticle.

The interfacial energy is the energy associated with an interface due to differ-

ences between the chemical potential of atoms in an interfacial region and atoms

in neighboring bulk phases. For a solid species present at a solid/liquid interface,

the chemical potential of a particle increases with decreasing particle size, the

equilibrium solute concentration for a small particle is much higher than for a

large particle, as described by the Gibbs–Thompson equation. The resulting con-

centration gradients lead to transport of the solute from the small particles to the

larger particles. The equilibrium concentration of the nanocrystal in the liquid

phase is dependent on the local curvature of the solid phase. Differences in the

local equilibrium concentrations, due to variations in curvature, set up concentra-

tion gradients and provide the driving force for the growth of larger particles at

the expense of smaller particles [32].

Now, assume that the average radius of the particles is r. The bulk liquid phase

is considered to have a uniform supersaturated monomer concentration, cb, while
the monomer concentration at the particle interface, ci and the solubility of the

particle with a radius r is given by cr. The flux of monomers, J, passing through

a spherical surface with radius x within the diffusion layer, is given by Fick’s first

law as

J ¼ 4px2D dC=dx ð4:1Þ

At steady state, where J is constant over the diffusion layer x, the above equation

can be integrated approximately to obtain

J ¼ 4pDrðr þ dÞ
d

ðcb � ciÞ ð4:2Þ

where, d is the thickness of the diffusion layer.

This flux can be equated to the consumption rate of the monomer species at

the surface of the particle. That is,
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J ¼ 4pr 2kdðci � crÞ ð4:3Þ

where kd is the rate constant of a simple first order deposition reaction. In solu-

tion, it is difficult to measure ci and hence it is necessary to eliminate that vari-

able from the two equations. Assuming that dr=dt ¼ JVm=4pr2, we get

dr

dt
¼

D

r
1þ r

d

� �
Vmðcb � crÞ

1þ D

kdr 1þ r

d

� � ð4:4Þ

The terms cb and cr are related to the particle radius, r, by the Gibbs–

Thompson equation given by the expression

cr ¼ cy exp
2sVm

rRT

� �
A cy 1þ 2sVm

rRT

� �
ð4:5Þ

where cy is the concentration of a flat particle, s is the interfacial energy, Vm is

the molar volume and R is the universal gas constant. The approximate expres-

sion on the right is derived by retaining only the first two terms in the expansion

of the exponential function under the assumption of a small value of the argu-

ment, 2sVm=rRT .
Similarly, cb can be written as

cb ¼ cy exp
2sVm

rbRT

� �
A cy 1þ 2sVm

rbRT

� �
ð4:6Þ

Since diffusion layer thicknesses are typically of the order of microns, in the

case of nanocrystals we assume that rf d. Substituting Eqs. (4.5) and (4.6) into

Eq. (4.4) we obtain the equation

dr

dt
¼ 2sV 2

mcy
RTð1=Dþ 1=kdrÞ

ð1=rb � 1=rÞ
r

ð4:7Þ

We shall now explore the different behaviors of growth arising from this differ-

ential equation in various limits.

4.2.2.1 Diffusion Limited Growth: Lifshitz–Slyozov–Wagner (LSW) Theory and

Post-LSW Theory

Diffusion limited growth: When the diffusion is the slowest step in the growth

process, characterized by Df kdr in Eq. (4.7), the particle growth is essentially

controlled by the diffusion of the monomers to the surface. In this limit, Eq.

(4.7) reduces to the form,
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dr

dt
¼ 2sDV 2

mcy
RT

ðr=rb � 1Þ
r2

¼ KDðr=rb � 1Þ=r 2 ð4:8Þ

where KD, given by 2sDV 2
mcy=RT, is a constant. If the total mass of the system is

explicitly kept conserved, the LSW theory showed that the ratio r=rb is a constant.
Making this assumption in Eq. (4.8), we see that Eq. (4.8) reduces to the form

dr

dt
¼ KD

�const=r 2 ð4:9Þ

that can be easily solved to obtain the dependence of the particle size on time. It

is given by

r 3 � r 30 ¼ Kt ð4:10Þ

where r0 is the average radius of the particle at time t ¼ 0. K is given by the

expression

K ¼ 8sDV 2
mcy

9RT
ð4:11Þ

where D, the diffusion constant of the system at any given temperature, is given

by the equation, D ¼ D0 expð�Ea=kbTÞ.
LSW theory: The original idea of a growth mechanism driven by the reduction

of the surface energy was proposed by Ostwald in 1901 [33]. It is interesting to

note that a quantitative theory based on these ideas was derived [30, 31] nearly

50 years after Ostwald’s discovery of the phenomenon. The discovery of the LSW

theory marked one of the major advances in the theory of Ostwald ripening. The

LSW theory, considering a diffusion limited growth, but following a different and

more rigorous method than that described earlier, was able to make quantitative

predictions on the long-time behavior of the coarsening process.

The LSW approach is based on the following basic assumptions.
� This theory examines the growth of spherical particles in a

supersaturated medium.
� Particles are assumed to grow or shrink only in relation to

the mean field concentration set at infinity.
� The total mass of the solute is conserved.
� The size distribution of the growing phase under the

assumption of being spherical is characterized only by a

radius distribution in terms of a continuous function, valid in

the limit of a sufficiently large number of particles in the

system to justify such a continuum description.
� Processes such as nucleation and aggregation that introduce

new particles are negligible.
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Using these assumptions, they arrived at a universal asymptotic solution. First,

the concept of a critical radius, rb, was introduced, which separated the smaller

sized particles ðr < rbÞ, shrinking in size, from the larger particles ðr > rbÞ that
became larger with time. When the radius r is found to be equal to rb, the growth
is found to be zero. In the asymptotic limit, it was shown that the ratio of the

mean radius, r, of the system of particles to the critical radius, rb, is a constant.

It is interesting to note that the asymptotic state of the system is predicted to be

independent of the initial conditions. This was obtained as a direct consequence

of the mass conservation of the solute on the asymptotic solution of the continu-

ity equation and the kinetic equation. These authors further showed that the time

evolution of distribution of radii of the particles at any given time has the follow-

ing functional form,

DðxÞ ¼ kx2
3

3þ x

� �7=3 1:5

1:5� x

� �11=3
exp

�x

1:5� x

� �
ð4:12Þ

where, x ¼ x=r, x is the radius of various particles and r the average mean radius

and k depends only on time t by the relation k ¼ kc=ð1þ t=tDÞ4=3. tD is the time

constant given by the expression

tD ¼ 9r 30RT

64sDCyV 2
m

ð4:13Þ

We have illustrated a typical form of the distribution function, DðxÞ, in Fig. 4.2.

This functional form shows a typical characteristic asymmetry at the higher parti-

cle diameter side cutting off sharply when the radius is 1.5 times the average ra-

dius. Further, integrating Eq. (4.12), they obtained an expression for the average

radius, r, of the particle at time t, given by r 3 � r 30 ¼ Kt, similar to Eq. (4.10).

Post-LSW theories: The coarsening phenomenon has been experimentally in-

vestigated in diverse systems, including detailed studies involving precipitate for-

Fig. 4.2 Typical line shape of the size distribution of a purely diffusion-

controlled reaction as predicted by the LSW theory.
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mation in alloys, like Co in CuaCo alloy [34] and Ni in NiaFe alloys [35]. It was

observed that while the temporal power law for r, (i.e., r 3 z t) was confirmed by

these experiments [36], the temporal evolution of the size distribution did not

agree with that of the experimental results. The experiments, in general, showed

a broader and more symmetric distribution. Further experiments also showed

that there exists a dependence of the rate constant K on the volume fraction [37],

where the volume fraction is defined as the ratio of the volume of the particular

phase to that of the total volume of the system. While the LSW theory is a pio-

neering work in this field, it does not consider the effects of the finite volume

fraction of the coarsening phase. We now take a look at the post-LSW theories,

taking into account the finite volume fraction of the growing phase. Moreover,

the LSW theory assumes that their rate equation is valid at a very low volume

fraction, f, of the coarsening phase, such that the coarsening rate is independent

of the surroundings. This unspecified low volume fraction, being much lower

than realistic values of f encountered in typical experiments, led to disagree-

ments between experimental results and theoretical predictions. These disagree-

ments were found to be due the high strength of the diffusional interactions

between neighboring particles that arose from the long-range coulomb interac-

tion surrounding the particles. This can be taken into account by statistically aver-

aging the diffusional interactions of the particle with its surroundings.

In order to improve the theoretical description beyond the LSW description,

several groups addressed theoretically some of the above-mentioned shortcom-

ings of the original theory. The prominent ones among them include the works

by Brailsford and Wynblatt [38], Voorhees and Glickman [39], Marqusee and

Ross [40] and Tokuyama and Kawasaki [41]. It is surprising to note that each of

the groups have used identical microscopic equations to perform the statistical

averaging of the growth rate and arrive at qualitatively different results; this ap-

parently intriguing situation arises from using different methods of averaging,

such as chemical rate theory, computer simulation techniques, a multiple scatter-

ing method or a scaling expansion technique. However, all these theories agree

on some of the points. For example, the temporal power law reported in the

LSW theory is not dependent on the volume fraction, f, validating this aspect of

LSW theory. On the other hand, the particle size distribution function becomes

broader and more symmetric than the LSW distribution with an increase in the

volume fraction. The rate constant, K, rises rapidly at low volume fractions and

is followed by a slower increase at higher volume fractions. The predictions of

the different theoretical works mentioned above are almost identical till a volume

fraction of 0.1, unlike the predictions of LSW theory that did not show any depen-

dence of the rate constant K on the volume fraction. However, these theories do

not agree with each other on several other important aspects. For example, the

dependence of the rate constant K on the volume fraction f was predicted to fol-

low KðfÞ � Kð0Þ@ fð1=2Þ in Ref. [40] but KðfÞ � Kð0Þ@ fð1=3Þ in Ref. [39].

The above discussion shows that while the LSW theory represented a consider-

able advance in describing the diffusion-controlled Ostwald ripening quantita-

tively, it is an oversimplified approach in many respects in comparison to the
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complex and diverse situations encountered in actual practice. Though later

works made significant progress by accounting for some of the concerns arising

from the drastic assumptions in the LSW theory, these still left unanswered a

large number of questions about the size distribution in the diffusion-controlled

growth. For example, it is not known what particle size distribution results from

nucleation followed by the growth process and if this influences the system’s

approach to the asymptotic state. Moreover, at f0 0, diffusional interactions be-

tween particles are present and thus the spatial distribution of the particles be-

comes important. However, all the theories described earlier assume random spa-

tial distribution of particles and the role of spatial correlations between particles

is largely ignored; it is not yet fully understood how these assumptions may affect

the description of the growth kinetics.

4.2.2.2 Reaction-limited Growth

So far, we have only considered the diffusion-limited regime, characterized by

Df kdr in Eq. (4.7). Besides the diffusion process, that is accounted for in the

LSW theory, another important process in the growth of any particle is the reac-

tion at the surface where the units of diffusing particles are assimilated into the

growing nanocrystal. We now turn to this opposite limit of reaction-limited

growth.

If kdrfD in Eq. (4.7), then the growth rate is limited by the surface reaction of

the monomers. Then the rate law for the average radius of growing nanocrystals

can be reduced from Eq. (4.7) to the form given by

dr

dt
¼ 2skdV 2

mcy
RT

ðr=rb � 1Þ
r

¼ KRðr=rb � 1Þ=r ð4:14Þ

If the conservation of mass is valid, similar to the diffusion limited case, the

ratio of the average radius to the critical radius ðr=rbÞ is observed to be constant

[32, 66]. Hence the above differential equation in the case of simple first order

reaction can be integrated under this assumption to give rise to the equation of

the form

r 2AKRt ð4:15Þ

Thus, it can be seen that the mean particle size grows as a function of the

square root of time. The size distribution in the case of the reaction controlled

Ostwald ripening was established long back by Wagner [31] and is expected to fol-

low the equation of the form

DðxÞ ¼ kRx
2

2� x

� �5
exp

�3x

2� x

� �
ð4:16Þ

where, x ¼ x=r and kR depends on time t by the relation kR ¼ k 0=ð1þ t=tRÞ2. tR
is the time constant given by the expression
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tR ¼ r 2b0RT

skdCyV 2
m

ð4:17Þ

The typical form of the distribution function in the case of reaction controlled

kinetics is shown in Fig. 4.3. The above expression is valid for radii less than two

times the critical radius rb after which the distribution goes to zero. In contrast,

in the diffusion limited case, the distribution function was found to go to zero at

1.5 times the critical radius. It is observed that the size distribution in the reac-

tion limited growth is broader and more symmetrical than that obtained from

the diffusion-controlled growth (Fig. 4.2 and Eq. (4.12)).

4.2.2.3 Mixed Diffusion–Reaction Control

While in the preceding two sections, we have discussed the two limiting cases, in

practice it is to be expected that both diffusion and surface reaction will con-

tribute to the growth process in real experimental conditions, rendering the ap-

plicability of the limiting cases uncertain and of doubtful relevance in general.

Specifically, several recent reports [42, 44, 66] have stressed that the growth in

a variety of realistic systems does not belong to either of the two limits, namely

the diffusion- or the reaction-limited regimes, but is controlled by a combination

of diffusion and reaction at the surface.

It has been shown by LSW theory that, when the mass is conserved, the ratio

r=rb is a constant and equal to one in the diffusion-limited case [30]. Later, it was

observed that, in the reaction-limited case, when the mass is kept conserved, r=rb
is a constant and equal to 8/9 [45]. Recently it was shown [42, 66] that if the con-

ditions in limiting cases can be extended to the intermediate case, in other words

if r=rb is assumed to be a constant, K 0, Eq. (4.7) takes the form

dr

dt
¼ 2K 0sV 2

mcy
RTr2ð1=Dþ 1=kdrÞ ð4:18Þ

Fig. 4.3 Typical line shape of the size distribution of a purely reaction-

controlled reaction as predicted by Wagner.
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This equation can be simplified and written in the following form

r 2 dr

D�const
þ r dr

kd
�const

¼ dt ð4:19Þ

which can be easily integrated to obtain

t ¼ Ar 3 þ Br2 þ C ð4:20Þ

where A ¼ RT=2DK 0sV 2
mcy and B ¼ RT=2kdK 0V 2

mcy and C is a constant. Thus,

this expression, while separating the diffusion and the reaction terms, provides

us with an analytical solution for the transient growth regime under the assump-

tions mentioned above. These expressions were found to explain satisfactorily

some of the experimental observations [66] discussed in a later section.

Talapin et al. [44] have further suggested that the growth of nanocrystals could

not be satisfactorily explained by approximating the Gibbs–Thompson equation

(Eqs. (4.5) and (4.6)) to just the first two terms of the exponential expansion. We

note that the size of the growing crystal, r, appears in the denominator of the ar-

gument for the exponential function in Eq. (4.5). This implies that the argument

becomes increasingly larger for decreasing r, thereby making the finite polyno-

mial expansion of the exponential function increasingly inaccurate. Thus, it is

necessary to go beyond such an approximate expression, as used earlier (see Eq.

(4.5)), particularly in the case of nanocrystal growth. Hence retaining the expo-

nential term in the Gibbs–Thompson equation and assuming rf d in Eq. (4.4)

they obtain the equation

dr �

dt
¼ S� expð1=r �Þ

r � þ K exp½a=r �� ð4:21Þ

where r � is the dimensionless average radius given by

r � ¼ RT

2sVm
r ð4:22Þ

The other parameters include the rate constant, K, monomer oversaturation pa-

rameter, S, and the dimensionless time t. They are given by the equations,

t ¼ R2T 2Dcy
4s2Vm

t ð4:23Þ

K ¼ RT

2sVm

D

kd
ð4:24Þ

S ¼ cb=cy ð4:25Þ

In arriving at the above equations, the volume fractions were kept lower than

10�3, so that the corrections due to the diffusional interactions between neighbor-
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ing particles were not necessary. Monte-Carlo simulations were performed by cal-

culating the remaining monomer concentration and the monomer oversaturation

S in each cycle and substituting in Eq. (4.21) to calculate the growth of the next

step. Different statistical parameters like oversaturation of monomers, nanocrys-

tal concentration, average particle size, standard deviation in the size distribution

were monitored at each step. These calculations included the nucleation step in

the growth dynamics and assumed that the nucleation and growth processes

were completely separated in time. Though detailed kinetics of nucleation is not

known experimentally in real systems, these calculations suggested that the influ-

ence of initial conditions on the growth of nanocrystals was negligibly small as

long as the rate of nucleation was much higher than the growth rate. This part

of the result is in agreement with that of the LSW theory predicting a unique

shape of the particle size distribution independent of the initial conditions of nu-

cleation. In the case of the growth of a single nanocrystal, some amount of the

monomer is consumed in the reaction. For growths with a finite volume of solu-

tion, the bulk concentration of monomer and the value of the oversaturation S
decrease gradually. This gives rise to a shift in the critical radius towards larger

sizes and the growth rate decreases.

In the case of nanocrystal ensembles with a diffusion-controlled growth, this

approach predicts that an initially symmetric normal radius distribution, as well

as the standard deviation, evolves in time toward the asymmetric negatively

signed one. Initial conditions have significant influence on the size distribution

only in a short transient period and only minor changes were observable at later

stages of growth. When the reaction at the surface is much slower than the

diffusion process, thereby becoming the rate determining step, the particle size

distribution is found to be systematically broader than observed for diffusion-

controlled growth. In the diffusion-controlled growth, in the early period, it is ob-

served that the growth rate is much higher than predicted by the LSW theory. The

narrowest size distribution is achieved when the particle growth is influenced

more by the diffusion process than the reaction at the surface. They also estab-

lished conditions for the evolution of ensembles leading to either ‘‘focusing’’ or

‘‘defocusing’’ of the particle size distribution. It was observed that the size distri-

bution of the nanocrystal in the early stages of growth underwent a strong focus-

sing effect if the particles had high initial oversaturation parameters, in other

words, a large excess of the monomers. The excess of monomer affects strongly

the evolution of the size distribution during the initial stages of nanocrystal

growth. A fast increase in r accompanied by a strong narrowing in the size distri-

bution is observed, followed by subsequent broadening without almost any

change in r. However, the value of r and the standard deviation depend on the ini-

tial monomer concentration. The nanocrystals have initially positive growth rates

and smaller nanocrystals grow faster than the larger ones. The number of par-

ticles remains nearly constant during the stage of ‘‘focusing’’ of the size distribu-

tion. During the focusing stage the size distribution remains nearly symmetric,

and it is well described by a normal distribution. The defocusing is accompanied

by a transition from symmetric to asymmetric stationary size distribution. During
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the focusing stage the oversaturation drops to some equilibrium value, and the

number of nanocrystals starts to decrease due to the dissolution of the smallest

particles.

4.3

Experimental Investigations

Having discussed the theoretical framework, we now review in this section the

experimental situation in investigating the growth kinetics of various nanocrys-

tals. Though the potential of solution phase synthesis of metals and metal oxide

nanocrystals has long been realized, there were few mechanistic studies on these

systems till about a decade ago. However, in this past decade, there has been a

surge of interest [14, 15, 46–55, 66] in understanding the growth mechanism in

nanocrystals. As already mentioned, the growth of nanocrystals is believed to take

place predominantly via diffusion-limited coarsening, known as ‘‘Ostwald ripen-

ing’’. This has been reported so far for the cases of TiO2 [46], InAs and CdSe [14]

and ZnO [47] nanocrystal growth. Typically in any such experiment, the average

size of the growing nanocrystal is monitored by measuring for example, the aver-

age diameter, d, of spherical particles as a function of the time, t and then analyz-

ing whether d3 is proportional to t in accordance with the prediction of the LSW

theory (see Eq. (4.10)). The average size of nanocrystals can be measured either

directly employing microscopic techniques or indirectly by monitoring a size-

dependent physical property, for example absorption or emission energies and

then deducing the size from the measured quantity with the use of a suitable cal-

ibration curve that relates the physical property to the size of the nanocrystals. For

example, Oskam et al. [46] studied the growth kinetics of TiO2 by transmission

electron micrograph (TEM) recorded at various stages of growth, arriving at the

conclusion that the growth can be described by the d3 z t prediction of the LSW

theory.

Though TEM is the most direct tool to analyze the size and the size distribution

in nanocrystals, it is a very time consuming process and it would be impossible

to follow the size and size distribution of a fast growing particle during the syn-

thesis by this technique. Moreover, in situ monitoring of the growth of nanocrys-

tals in a solution is obviously beyond the scope of TEM. Therefore alternative

methods have been devised and employed in recent times to probe in situ growth

of nanocrystals in real time. Since the scattering of electromagnetic waves is a

pronounced function of the particle size, this phenomenon is being used increas-

ingly to study in situ growth of various nanocrystal systems. Considering the

nanometer size of these particles in the region of interest, small angle X-ray scat-

tering (SAXS), particularly using synchrotron radiation, becomes a powerful tool

to probe the growth of nanocrystals in the size regime of typically 0.5–10 nm with

a sub-second time resolution [54, 56].

Viswanatha et al. [54] used time-resolved SAXS at a third-generation synchro-

tron source to study the growth of CdS nanocrystals in the absence of any cap-
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ping agents. They studied the dependence of the average diameter of growing

nanocrystals and found it to follow the cube-root of time dependence, indicative

of an Ostwald ripening mechanism. Further, it was established that the growth

kinetics rigorously follows the LSW theory, not only in terms of the growth of

the average diameter of the nanocrystals, but also in terms of the time depen-

dence of the size distribution and the temperature dependence of the rate con-

stant, establishing a remarkable adherence to the diffusion-limited growth or

Ostwald ripening in the quantum confinement (<5 nm) regime.

Another alternate approach, based on the optical properties of nanocrystals, has

also gained recent popularity as an effective tool to investigate the growth mecha-

nism. It is well-known that the bandgap of nanocrystals in the small sized (<10

nm) regime is generally a strongly varying function of the size; this phenomenon

is often termed the quantum size effect. It has been extensively probed both

experimentally and theoretically. Based on a range of theoretical approaches to

calculate the electronic structure of nanocrystals, such as ab initio methods [57],

semi-empirical pseudo-potential methods [58, 59], and parametrized tight bind-

ing methods [60–67], it is now possible to quantitatively estimate the size of the

semiconducting nanocrystal from the shift in bandgap obtained from UV absorp-

tion data. This has led to an extensive increase in the study of growth kinetics in

recent times by monitoring the time-dependent UV absorption of in situ reaction

mixtures. Recently, it has been shown that it is also possible to estimate the size

distribution from UV absorption data [53] and also photoluminescence data [14].

This has led to a considerable advance in the study of growth kinetics in semicon-

ductor nanocrystals.

Peng et al. [14] used UV absorption to determine the size of the nanocrystals

and the width of the photoluminescence data to determine the size distribution

to study the growth of CdSe and InAs nanocrystals. They observed a focusing

and defocusing effect similar to that expected of Ostwald ripening behavior.

More recently, Qu et al. [68] developed an in situ method of measuring the UV

absorption of solutions at high temperatures and carried out real time measure-

ments with a time resolution of a few milliseconds. They showed that in the case

of CdSe the growth consists of a prolonged formation of relatively small particles

(nucleation) followed by a focusing of the size distribution when the distribution

changed from an asymmetric line shape to a symmetric one. This stage was fol-

lowed by a stable phase which is most likely due to the monomer concentration

in the solution being close to the solubility of the particles in the solution. The

fourth stage showed the relatively large particles in the distribution growing

even bigger while the relatively small ones in the solution disappeared. Hence

the authors suggested this stage as the main course of the Ostwald ripening

process.

Metal nanocrystals, like Au and Ag are known to show intense plasmon bands

in the visible region, which can be easily monitored by optical absorption spec-

troscopy. Recently, it has been shown by Scaffardi et al. [69] that the size of the

nanocrystal can be obtained from Mie theory [70] by analyzing the width of the

plasmon band in the case of smaller particles (<10 nm) and by analyzing the po-
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sition of the band for larger particles. This observation suggests the possibility of

studying the growth of the metal nanocrystals by monitoring the time evolution

of the spectral features of the plasmon band during the chemical reaction leading

to the growth of metal nanocrystals.

In the following sections, we critically review typical growth kinetics with illus-

trative examples from the literature. Recently it was shown that an apparently lin-

ear dependence of d3 on t, especially only in the asymptotic limit, does not rigor-

ously establish the validity of the LSW theory, although this criterion has been

used [46, 47] extensively in earlier studies of growth of such particles. In general,

dx as a function of t may appear linear within the experimental error limit for a

wide range of x-values. Therefore, it becomes necessary to verify explicitly the ex-

pected dependences of the rate constant on temperature and the concentrations

of the reactants, which provide more sensitive and critical testing grounds for

the growth mechanism. More detailed studies on these systems suggest that, in

most cases, the growth kinetics cannot be explained within the framework of dif-

fusion-limited Ostwald ripening. We discuss in detail one example of the growth

of metal nanocrystals, using Au as a test case [72], and one example of semicon-

ducting nanocrystals, using ZnO [48, 53, 55, 66] as an illustration; these studies

show that the growth kinetics often violates the over-simplified predictions of a

simple diffusion-limited growth model, in contrast to the popularly held belief of

the validity of diffusion-limited Ostwald ripening of nanocrystals in such cases.

4.3.1

Au Nanocrystals

Interest in the colloidal metal particles dates back to the time of Michael Faraday

who recognized that the different colors of gold sols could be indicative of the dif-

ferent sizes or states of aggregation of the particles. An aspect of importance in

the context of metal particles is the phenomenon of nucleation and growth in

the nanometer regime. As early as 1951, a similar study was carried out by Turke-

vich et al. [71] on colloidal gold kinetics of gold sols in the micron length scales.

In recent times Seshadri et al. [72] have studied the growth kinetics of gold in the

nanometric regime quite extensively using transmission electron microscopy; we

discuss this work in detail here to illustrate the complex growth mechanism of

metallic nanocrystals. They studied the growth kinetics by investigating the parti-

cle size distribution at various times. It was observed that the growth was initially

quick, slowing down at longer times. A plot of the mean diameter as a function of

t1=3 was found to be nearly a straight line, as expected in the case of Ostwald rip-

ening. However, in contrast to the prediction of LSW theory in the context of the

diffusion-limited Ostwald ripening process, the size distribution was nearly sym-

metric and it was found that it could be described well by a Gaussian profile, as

shown in Fig. 4.4. While LSW and other theories of growth predict an asymmetric

size distribution function (see Eqs. (4.12) and (4.16) and Figs. 4.2 and 4.3), at-

tempts to use asymmetric profiles were not successful in describing the experi-

mental results. It is possible to arrive at a more symmetric size distribution
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within the LSW theory, but this happens only at high enough volume fractions.

Considering that the volume fractions in these specific studies were below 10�4,

an exceptionally high volume fraction cannot be invoked to explain the experi-

mentally observed symmetric size distribution. This report suggests that the

growth process should be essentially stochastic and implies that the nucleation

and growth is well separated. Further, it is observed that the average diameter

and the standard deviation show the same time dependence. Normalized inten-

sity as a function of x=r collapses into a single curve, thereby suggesting that it

is a stochastic process. It was concluded that the growth was activated, since the

growth kinetics showed a temperature dependence. This report provides a new

growth law to fit the observed particle size distribution and its time dependence.

However, further investigation is required to understand the growth mechanism

completely in such cases.

4.3.2

ZnO Nanocrystals

Growth kinetics in the case of ZnO nanocrystals is one of the earliest [47] as well

as the most extensively investigated systems [48–50, 52, 53, 55, 66, 73]. However,

the study of the growth kinetics of ZnO nanocrystals from solutions has been

fraught with contradictory claims till recently. It has been known for a long time

that ZnO can be synthesized using zinc acetate (Zn(OAc)2) and a base such as

NaOH. However, the intriguing aspect in the preparation of the samples has

been the observation that the presence of a small or even trace amount of water

in the synthesis of ZnO nanocrystals influences strongly the size of the nanocrys-

tals [74, 75]. In order to understand the extraordinary sensitivity of ZnO nano-

crystal size to the presence of any trace amount of water, we first review the

growth kinetics of ZnO in the absence of any base and only in the presence of

Fig. 4.4 Typical variation of the particle size distribution at various time

intervals. The solid lines show the Gaussian fits to the experimental

data. (Adapted from Ref. [72].)
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precisely defined quantities of water. One of the first reports of the growth kinet-

ics of ZnO using water as a reactant was put forth recently by Hu et al. [55]. They

studied the growth kinetics of ZnO by measuring the time-resolved UV absorp-

tion spectra and by analyzing the shift in the band edge using the effective mass

approximation (EMA) [76]. However, it has long been shown that EMA overesti-

mates the size of the nanocrystal and hence is not a very reliable tool to obtain the

size of nanocrystals. Here we discuss the work carried out more recently in our

own group, circumventing the earlier shortcomings [66].

A typical set of optical absorption spectra for a given concentration of reactants

and at a fixed temperature (Fig. 4.5) shows a clear increase in the absorption in-

tensity with increasing time. This suggests an increase in ZnO concentration

with time. More significantly, there is a systematic shift in the absorption edge

to lower energies with increasing time, indicating a steady growth of larger par-

ticles. The average diameter, d, of the nanocrystals was estimated from the depen-

dence of the bandgap on particle size, based on a realistic tight binding modeling

of first principle electronic structure calculations for ZnO [66], which is known to

provide a realistic variation in the bandgap energy with size, unlike the earlier

proposed EMA. We show typical variations of the cube of the diameter, d, vs. the
time, t for several temperatures in Fig. 4.6(a). Since the size information from the

shift in the absorption edge is derived indirectly via the dependence of the elec-

tronic structure on the size of the nanocrystals, the sizes obtained from the anal-

ysis of the absorption spectra were verified at a few specific points in time by

monitoring the TEM intermittently.

Though the d3 vs. t behavior deviates from the expected linearity based on the

LSW theory (see Eq. (4.10)) in the small time regime, it indeed follows a linear

relation at higher time-scales remarkably well, shown by thick solid lines, as if

suggesting a dominantly diffusion-limited growth in the long time limit. How-

ever, it has also been noted that these results show acceptable linear behavior

within experimental uncertainties for x-values ranging from 2.3 to 4, as illus-

Fig. 4.5 UV absorption curves obtained at equal intervals of time for a

typical reaction carried out at 318 K with 100 mM of water. (Adapted

from Ref. [66].)
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trated by a plot of d4 vs. t for the same set of dðtÞ used for Fig. 4.7, indicating the

difficulty in establishing the mechanism of growth kinetics only on the basis of

the value of the exponent in dx z t plots. In order to probe the growth mecha-

nism more rigorously, it is necessary to go beyond the simple verification of the

d3 vs. t plot being linear or not. It should be noted here that the slope ðKÞ of

the linear plot of d3 vs. t has a well-defined dependence on the temperature, T,
via the dependence of the diffusion constant, D, on T (see Eq. (4.11)). One can

easily obtain the slopes, K, from the linear plots in Fig. 4.6(a) at different temper-

atures for various concentrations of the reactants, namely water in this case.

Least-squared error fits of the K value to the form described in Eq. (4.11) show

that though the observed dependence of K on T is reasonably well described by

this functional form at higher concentration of water, the fit is far from satisfac-

tory for lower water concentration, as shown in Fig. 4.6(b). Even more signifi-

cantly, the activation energy, Ea, obtained from the best-fit curves and plotted

Fig. 4.6 (a) Variation of the cube of diameter of ZnO nanocrystals

shown as a function of time for different temperatures at a fixed water

concentration (233 mM). (b) The variation of the slopes of the linear

part as a function of temperature for different water concentrations. The

solid lines show the fits obtained from the function of the form given in

Eq. (4.11). The inset shows the variation of the activation energies as a

function of concentration of water. (Adapted from Ref. [66].)
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(open circles) in the inset of Fig. 4.6(b) clearly shows a pronounced dependence

on the concentration of water. This is clearly an unphysical situation, since the

activation energy associated with the diffusion is clearly a function of the solvent

and cannot depend on the solute concentration in the dilute limit (typically < 10

mmol of the reactant). This clearly suggests that a purely diffusion-controlled

mechanism cannot explain the observed growth laws, in spite of the apparently

linear behavior of the d3 vs. t plots.
In the case of the present reaction of zinc acetate with water to form ZnO nano-

crystals, the Zn2þ ions are obtained by the complete dissociation of zinc acetate

into Zn2þ and OAc� ions. The hydroxyl ions for the reaction are obtained from

the dissociation of water. Ideally the nanocrystals of ZnO are assumed to com-

prise tetrahedrally coordinated Zn and O atoms and only the surface Zn atoms

are terminated with a hydroxyl ion instead of the O ion. Small ZnO clusters are

nucleated at time t ¼ 0. The growth of the clusters occurs by the dehydration of

terminating OH� ion using the freely available dissociated OH� ion in the so-

lution. It is followed by the capturing of the Zn2þ ions available in the solu-

tion and brought near the surface of the cluster by the process of diffusion.

The growth of the nanocrystal is thus further continued by the Zn2þ ion cap-

turing the OH� ion and so on. Hence the Zn2þ ions and the OH� ions in

solution may be considered as the pseudo-monomers of the growth process.

In this present model the availability of the OH� ions is governed by the dis-

sociation of water. This is, however, controlled by the dissociation constant of

water and hence the reaction cannot be assumed to be instantaneous. The pres-

ence of a prolonged reaction suggests that there should be an increase in the

concentration of ZnO nanocrystals, at least for the lower concentrations of water.

Further, it should be noted that the dissociation constant of water increases by a

couple of orders of magnitude with increasing temperature providing a large

number of OH� ions at higher temperatures and thus increasing the rate of the

Fig. 4.7 Variation of the fourth power of the diameter of ZnO nano-

crystals shown as a function of time for different temperatures at a

fixed water concentration (233 mM).
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reaction drastically. Thus the reaction mechanism to form ZnO can be written as

H2O $ Hþ þOH�, Zn2þ þ 2OH� $ ZnðOHÞ2 $ ZnOþH2O.

A colloidal particle grows by a sequence of monomer diffusion towards the sur-

face due to the concentration gradients set up by the differences in local curva-

tures and then the reaction of the monomers on the surface. Since the absorb-

ance in the UV absorption spectrum increases with time (Fig. 4.5), it is clear that

the reaction forming ZnO take place over time scales comparable to that of the

growth of the nanocrystals, especially at lower temperatures and lower concentra-

tions of water, suggesting that the nucleation is not separated from the growth.

The reaction mechanism suggests that both the diffusion of Zn2þ ions and the

rate at which the reactions take place at the surface have to be taken into consid-

eration in the modeling of the growth process. Clearly then the growth in these

nanocrystals belong to the transient regime of growth, discussed in the earlier

section. Analyzing the reaction mechanism, using Eq. (4.7), it can be seen that

the reaction term is relatively more important for small d, which is consistent

with our observation (Fig. 4.6(a)) of more marked deviations from a purely

diffusion-controlled growth at early times or the initial stages of the growth,

when the nanocrystals are evidently the smallest in size. Replacing average radius

r by the average diameter d in Eq. (4.20), we obtain the relation, t ¼ Bd3 þ Cd2 þ
const, with B ¼ KT expðEa=kBTÞ and Kz 1=ðD0gV 2

mcyÞ. The coefficient C is of

the form CzT=kdgV 2
mcy. Using this expression relating d and t in the transient

regime of growth, the experimentally observed variation dðtÞ can be fitted for dif-

ferent temperatures, as shown in Fig. 4.8 by thick solid lines through experimen-

tal data obtained at different temperatures. The remarkable goodness of fits over

Fig. 4.8 Variation of the diameter of ZnO nanocrystals shown as a

function of time for different temperatures at a fixed water concentra-

tion (100 mM). (Adapted from Ref. [66].)
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the entire time regime, in contrast to those in Fig. 4.6(a), provides a conclusive

validation of this description for the growth of ZnO nanocrystals. Further, the

values of B for different temperatures and different concentrations of water can

be extracted from the fits. The expected temperature dependence of the coeffi-

cient B was carried out and the activation energy, Ea, obtained from the least

square fits to BðTÞ, can be plotted as a function of water concentration. While

the results for the activation energy obtained earlier assuming only a diffusion-

controlled growth (shown in the inset of Fig. 4.6(b)) exhibited a pronounced

dependence on the water concentration, the new estimates of Ea using the tran-

sient growth model recovers a physically acceptable scenario of concentration-

independent activation energy, 0:74G 0:01 eV. This firmly establishes the pro-

posed growth mechanism.

We note here that the linear dependence of d3 on t has often been used in the

past literature to conclude about the growth model in a wide variety of systems,

such as TiO2 [46], CdSe [14], and ZnO [55]. However, in view of the results dis-

cussed here, it is clear that the cubic dependence of diameter on time alone is not

enough to determine the mechanism of growth for nanocrystals and it is neces-

sary to study the other dependences. One such example of growth studies was

performed in the group of Searson to study the growth of ZnO in the presence

of a base such as NaOH. The distinguishing feature of this case compared to the

previous example is that a strong base (NaOH) providing a very large number

of OH� ions is used to carry out the reaction in contrast to the presence of only

water, providing OH� concentration of the order of 10�7. We note here that most

of the syntheses of ZnO nanocrystals, independent of the growth studies, indeed

use such a base to carry out the reaction to form ZnO [47, 80].

The growth kinetics in the presence of a base, such as NaOH, as the reactant

has been extensively studied by Searson et al. [47, 49, 51, 55]. They have mea-

sured the in situ UV absorption spectra for the reaction carried out at different

temperatures. The bandgap thus obtained is converted to the size of the particle

using EMA. They have shown that the cube of the diameter of the particles is lin-

early dependent on the time, as expected by the LSW theory. Further, they have

obtained the values of s and Vm from literature and determine cy experimentally.

Using these values, they have calculated the value of the diffusion coefficient D
from the slopes of the linear curves. For the case of ionic diffusion, it is known

that the diffusion constant can be obtained by the Stokes–Einstein relation given

by

D ¼ kBT=6pha ð4:26Þ

where h is the viscosity of the solvent and a is the hydrodynamic radius of the

solute. The values obtained for the diffusion coefficient from the value of the

slope K were compared with that of the Stokes–Einstein diffusion model and

found to be consistent with the typical values for ions in solution at room temper-

ature and in good agreement with that obtained from the Stokes–Einstein model.
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These authors have also studied the effects of various anions like Zn(OAc)2,

ZnBr2 and Zn(ClO4)2 on the growth kinetics. They found that that the particle

growth at longer time is determined solely by diffusion in the case of Zn(OAc)2
and ZnBr2. However, in the case of Zn(ClO4)2, the radius increases more rapidly

than for coarsening. The authors suggested that aggregation could be a compet-

ing mechanism of growth to the coarsening process and is dependent on surface

chemistry resulting in either oriented or random attachment of particles. Ran-

dom aggregation usually leads to the formation of porous clusters of particles

whereas epitaxial attachment of particles leads to the formation of secondary par-

ticles with complex shapes and unique morphologies. They believe that the faster

increase in the radius in the case of Zn(ClO4)2 arises due to epitaxial aggrega-

tions, resulting in much larger particles. The rate constants were obtained for all

three different anions and plotted in the Arrhenius plot. From this plot, the acti-

vation energies were calculated to be 0.21 eV for ZnBr2, 0.35 eV for Zn(OAc)2 and

0.46 eV for Zn(ClO4)2. They also studied the effect of solvents on the kinetics by

using ethanol, propanol, butanol, pentanol and hexanol as solvents in separate

reactions. It is found that the coarsening rate constant increases not only with

increasing temperature, but also with longer solvent chain length. The effect of

solvent chain length on the rate constant is believed to arise from solvent viscos-

ity, surface energy, and the bulk solubility of ZnO in these different solvents.

These results illustrate that the solvent is an important parameter in controlling

details of the growth kinetics.

A very recent work [53] has suggested a non-monotonic dependence of growth

on the NaOH concentration, thus indicating a qualitative departure from the

Ostwald ripening behavior. This suggests that the growth mechanism in ZnO is

quite complex; while it has been extensively studied, more experiments are needed

to understand completely the growth mechanism in these nanocrystals.

4.3.3

Effect of Capping Agents on Growth Kinetics

So far, we have discussed the growth of nanocrystals in the absence of any cap-

ping agent, which, when present, inhibits the growth of nanocrystals by effec-

tively passivating their surfaces. However, the synthesis of almost all nanocrystals

is in reality carried out in the presence of a capping agent to stabilize the desired

size for a given application, thereby making the growth process complex and be-

yond the scope of LSW theory. The effect of the capping agent on the modifica-

tion of the growth kinetics is very specific to the choice of capping agent, thereby

defying any general theoretical approach; additionally very little is known about

the growth process in such a complex reaction. In particular, there is hardly any

theoretical approach to understanding such non-ideal reaction conditions. On the

other hand, it is obvious that a detailed understanding of such growth processes

is essential, if we are to employ rational syntheses rather than empirical ones.

Thus, there have been a few attempts to probe experimentally different growth

processes in the presence of a variety of passivating agents in order to understand
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the influence that each reaction parameter has on the average size and the size

distribution. We present here a few selected examples of technologically impor-

tant systems, like CdSe and ZnO, to illustrate some of the important points.

4.3.3.1 Effect of Oleic Acid on the Growth of CdSe Nanocrystals

CdSe nanocrystals have attracted the attention of many groups because of the

possibility of tuning their emission wavelength through the entire visible spec-

trum by changing their size and the high quantum efficiency of such emission.

Peng et al. [14] discovered a very facile reaction for the synthesis of high quality

CdSe nanocrystals. However, a capping agent is inherently present in the synthe-

sis, making it necessary to study the role of capping agents in such a reaction.

This was recently discussed in detail by Bullen et al. [78] for the case of oleic

acid and TOP as capping agents. As the nuclei grow, van der Waals interactions

can cause rapid coalescence of nuclei and an unrestrained particle growth. How-

ever, capping agents may be added during the synthesis to adsorb and limit

particle–particle aggregation, though such molecules may, in principle, also-

hinder monomer deposition. For example, ligands such as oleate and TOP are

chemically bonded to both the precursor and the particles that form and hence

hinder particle growth.

Bullen et al. carried out time-resolved UV absorption and fluorescence mea-

surements. From the shift in the absorption edge due to quantum confinement

effects, they obtained the sizes of the nanocrystals using the bandgap shift vs.

size calibration data presented by Yu et al. [79]. The nucleation of CdSe in hot

octadecene can provide an ideal environment for instantaneous nucleation, using

up all the monomers; therefore, a subsequent reduction in the temperature al-

lows only the growth of the particle, thus providing an ideal system to separate

out nucleation and particle growth in solution. The number of nuclei formed dur-

ing the nanocrystal synthesis and an estimation of the initial size of these nuclei

prior to growth have been studied [78]. It was found that the nuclei concentra-

tions were constant throughout the reaction, within experimental error, and that

it is a very fast process that ceases almost immediately after monomer injection.

It was observed that the rate is controlled by the reaction at the surface and a rate

equation was obtained. It was found that the rate of growth of the nanocrystal is

influenced by two effects. The surface area of each nanocrystal increases over

time tending to make the reaction rate accelerate; on the other hand, decreasing

concentrations of Cd and Se monomers cause the growth rate to slow down. As a

consequence of these two opposite trends, the radius is observed to grow almost

linearly at very early times. However, the growth rate proceeds toward saturation

in the long time regime. These results can be understood in the following way

using the chemical rate equation. The rate must obey an equation of the form

d½Cd�t
dt

¼ �kAðtÞ½Cd�tNðtÞ ð4:27Þ

where ½Cd�t is the concentration of available Cd at time t, AðtÞ is the surface area
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of each particle at time t, NðtÞ is the number of particles at time t, and k is an

interfacial rate constant that reflects the rate determining steps during deposition.

Under steady-state growth conditions both Se and Cd should deposit at equal

rates, so the particle growth can be described in terms of either species. From

the experiments it is observed that the number of particles remains constant fol-

lowing nucleation, i.e., NðtÞ ¼ N0; furthermore, assuming spherical symmetry

we get AðtÞ ¼ 4pr 2ðtÞ. Then the rate of increase in the volume of precipitated

CdSe in the entire solution is given by

dV

dt
¼ �Vm

d½Cd�t
dt

ð4:28Þ

where Vm is the molar volume of CdSe. From Eqs. (4.27) and (4.28), it is seen that

dr

dt
¼ kVmN0½Cd�t ¼ k½Vmð½Cd�0 � ½Cd�eqÞ � 4N0pr

3=3� ð4:29Þ

since the effective concentration of free Cd, ½Cd�t, is equal to the initial concentra-

tion injected ½Cd�0, less the amount already deposited, ½Cd�dep ¼ 4N0pr 3=3Vm,

less the amount remaining at equilibrium, ½Cd�eq.
At the maximum value of r, given by rmax ¼ ðY=ZÞ1=3 where Y ¼

Vmð½Cd�0 � ½Cd�eqÞ and Z ¼ 4N0p=3, all the excess Cd in solution would have

been consumed and hence, the radius was found to saturate after some time.

On fitting the data, it was found that the best fits for the rate constant were at

least 8 orders of magnitude below the diffusion-limited rate constant. This sug-

gests that the growth occurs at a far slower rate and hence smaller particles are

formed. The rate constant for growth did not change significantly with different

amounts of capping agents. These results indicated that the oleic acid is not only

an efficacious capping agent for CdSe nanocrystals in octadecene, but it markedly

influences the primary nucleation steps in two distinct ways. First, the number of

nuclei is reduced drastically as oleic acid is added since the nucleation is more

difficult in the presence of oleic acid due to its complexation with Cd; the results

also show that the initial nuclei in the presence of oleic acid are smaller than in

its absence. Secondly, the complexing agent not only reduces the rate of nuclea-

tion by reducing the active monomer concentration, but it also rapidly caps the

nuclei as they form. These two effects compete with each other. If there is too

much capping agent, nucleation can be completely hindered, ultimately leading

to indiscriminate growth of a small population of nuclei. However, because there

are fewer nuclei formed in the presence of the ligand, larger clusters were unex-

pectedly found to form with increasing concentration of oleic acid. It is also noted

that since the two processes, nucleation and particle growth, are decoupled in this

system, there are two, well-defined activation energies. This shows clearly that the

capping agents not only determine the rate of growth, but also play a major role

in determining the number and size of the nuclei formed during injection; this,

in turn, has a very pronounced influence on the subsequent growth rate.
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4.3.3.2 PVP as a Capping Agent in the Growth of ZnO Nanocrystals

Various reports in the literature [66, 80] have now established that polyvinyl pyrol-

lidone (PVP) is an effective capping agent to restrict the growth of ZnO nanocrys-

tals. The temporal evolution of the average diameter, d, as a function of time, t,
for the different ratios of Zn2þ to PVP is shown for a fixed NaOH concentrations

in Fig. 4.9 [53]. The figure shows that there is a rapid and sustained growth of

nanocrystals with time in every case, in spite of the presence of the capping

agent. It was found that it was not possible to fit any of the curves to the form

dx � dx
0 ¼ Kt, for any given value of x, even for the case without any PVP. This

suggests that the growth process observed here is qualitatively different from the

Ostwald ripening mechanism, even in the absence of any capping agent, as dis-

cussed in a previous section. The present example, involving the presence of a

capping agent [53] is even less understood and is certainly beyond the scope of

the LSW theory. In the absence of any guidelines provided by a theoretical under-

standing, it was noted that an empirical fit in terms of ðd� d0Þx ¼ Kt describes
well the experimental results in every case, as shown by the best fit results with

the solid lines overlapping the experimental data points in Fig. 4.9.

Fig. 4.9 Variation in the size of ZnO nanocrystals shown as a function

of time for different ratios of Zn2þ to PVP at a fixed concentration (0.5

mmol) of NaOH. The inset shows the UV absorption curves for a

typical system as a function of time ranging from 0 to 60 min. (Adapted

from Ref. [53].)
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Further, it was observed that the absorption edge of the products after a fixed

time of reaction appears at different energies for different concentrations of

NaOH, as shown in Fig. 4.10. It is observed to vary non-monotonically, thereby

indicating the complex dependence of the average nanocrystal size on NaOH con-

centration. Additionally, the sharpness of the absorption edge is found to vary sig-

nificantly and non-monotonically as a function of NaOH concentration. These

intriguing non-monotonic dependences of the size and size distribution on

NaOH concentration after a fixed reaction time are shown in Fig. 4.11. Fig.

4.11(a) shows the expected result that the average particle size is largest in the ab-

sence of PVP (Zn2þ to PVP ratio ¼ 5:0). A low Zn2þ to PVP ratio of 5:1 is also

found to be inefficient in passivating the nanocrystals (Fig. 4.11(b)), minimal

changes were observed compared to the uncapped system (Fig. 4.11(a)) in terms

of both size and size distribution. However, the average size of the nanocrystal

was found to decrease systematically as the PVP concentration was increased, as

shown in Fig. 4.11(c) and (d). The results shown in Fig. 4.11 reveal that the de-

pendences of d on the concentration of NaOH for all concentrations of PVP

were essentially similar.

The insets to Fig. 4.11(a) and (b) revealed a slight monotonic increase in the

relative distribution at low PVP concentration as the NaOH concentration in-

creases. Interestingly, at higher concentrations of PVP (insets to Fig. 4.11(c) and

(d)), we observed a striking decrease in the size distribution or a ‘‘narrowing’’ ef-

fect. This narrowing effect was understood in the following way. In the presence

of high concentrations of PVP and the absence or low concentration of NaOH,

the ZnO-like clusters are formed using the oxide ions from the PVP and isopro-

panol in the medium catalyzed by the slight basicity of the medium. In this case

the rate determining step of the reaction is found to be the formation of the ZnO-

like clusters and these clusters are immediately capped efficiently with PVP.

Therefore, further ripening that leads to more uniform sized clusters is strongly

suppressed at higher PVP concentration due to the effective passivation. This is

also suggested by the fact that there is hardly any growth of the nanocrystal size

Fig. 4.10 The UV absorption curves recorded for ZnO

nanocrystals with Zn2þ to PVP ratio of 5:3 as a

function of NaOH concentration varying from 0.04 to

1 mmol at fixed time of 160 min after the addition of

NaOH. (Adapted from Ref. [53].)
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with time, indicated by the overlap of the three time (0, 100 and 160 min) plots,

for the large PVP concentrations (Fig. 4.11(c) and (d)) in the low NaOH concen-

tration regime. Hence, a broad size distribution was observed in such cases. Be-

yond a certain critical concentration of NaOH, namely about 0.1 to 0.2 mmol in

Fig. 4.11(c) and (d) respectively, an evident growth of the nanocrystal size with

time was observed, suggesting that, at these higher concentrations, NaOH is ef-

fective in reacting with the small pre-formed ZnO clusters in spite of the pres-

ence of PVP, thereby leading to the growth, though at a much slower rate than

in the uncapped case. This removal of the capping agent at higher concentration

of NaOH also allows a ripening process in competition with the passivating pro-

cess by PVP, that gives rise to a higher degree of uniformity in size. Interestingly

it was also noted that the minimum in the relative deviation corresponds to the

same NaOH concentration that is required to just reach the low size regime in

the range of the higher NaOH concentration regime. If the NaOH concentration

Fig. 4.11 Variation in the size of ZnO nanocrystals plotted as a function

of NaOH concentration at times 0 min (closed circles), 100 min (half-

open circles), and 160 min (open circles) for Zn2þ to PVP ratios of (a)

5:0, (b) 5:1, (c) 5:3, and (d) 5:5. The corresponding insets show the

variation in size distribution at 160 min. (Adapted from Ref. [53].)
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is higher than this optimal value, the relative deviation becomes larger, leading to

a poorer quality of the product, though the average particle size remains approxi-

mately the same. Thus, the present study establishes the necessity to use the

optimal NaOH concentration to obtain small nanocrystals with a minimum size

distribution.

4.3.3.3 Effect of Adsorption of Thiols on ZnO Growth Kinetics

Though the effect of thiols in capping the sulfides is well-known [81], it has been

recently observed that the growth of ZnO nanocrystals can be altered by the addi-

tion of thiols. Pesika et al. [50] carried out reactions to form ZnO using zinc ace-

tate and a base such as NaOH and studied the effect of the addition of thiol on

the growth of ZnO. This was done by adding different amounts of octanethiol to

a reaction of ZnO and carrying out an in situ UV absorption study. From the ob-

served shifts in the band edge, they obtained the sizes of the nanocrystals using

EMA and found that the growth of the nanocrystals is retarded by the addition of

octanethiol. Further, it was observed that the retardation is more efficient on in-

creasing the concentration of octanethiol.

We have studied the effect of adding a large amount of thiol on the growth of

ZnO nanocrystals, when the capping agent was added after different intervals of

time; the results are shown in Fig. 4.12 as plots of d vs. t. The vertical error bars

on each data point represent the size distribution, while the average size is de-

noted by the data point itself. The data with filled circles show that the uncapped

ZnO continues to grow with time, with the average diameter of the nanocrystals

reaching up to ca. 5.5 nm after nearly 2 h. The size distribution also exhibits a

Fig. 4.12 Temporal evolution of the diameter of ZnO nanocrystals with

thiol added at different intervals of time. The size distribution is shown

as error bars in the graph.
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monotonic increase in the uncapped case. The arrows on the other two sets of

data mark the time when the thiol was added to the solution. It is interesting

to note that with the addition of thiol, the growth continues for a short period of

approximately 5 min and then the growth effectively stops. Additionally, the size

distribution also does not change with time after a short time of adding the cap-

ping agent, as shown by the error bars in Fig. 4.12. Thus, it can be observed that

thiol is a very efficient capping agent for ZnO.

The above examples make it clear that though the capping agents are expected

to reduce the size and the size distribution, it is necessary to maintain the synthe-

sis condition at the optimal level in order to prevent reversal of roles in the reac-

tion. The study of the growth kinetics in the more realistic and complex cases of

capped nanocrystals provide us with a handle to understand the details of growth

under actual synthetic conditions and thereby help us to achieve the optimal

conditions.

4.4

Concluding Remarks

Solution chemistry is the most versatile and highly flexible technique to tune the

size and size distribution of nanocrystals. From a fundamental point of view, the

growth kinetics of a solid in solution constitutes a very important field of study;

however, there are relatively few such investigations reported in the literature. We

have presented in this chapter the growth of nanocrystals from solutions in terms

of some of the available theoretical models, followed by specific experimental

results as illustrative examples of different growth models. We also indicate how

such studies may open up new routes to the rational synthesis of nanocrystals.

It is observed that the growth of nanocrystals can be controlled either by diffu-

sion or by the reaction at the surface. In the diffusion-controlled regime, we have

discussed the assumptions as well as the results obtained from the LSW theory.

We have also discussed models with specific improvements over the LSW theory

in the diffusion-limited regime. We have presented the dependence of diameter

and the form of the size distribution in the reaction-limited regime. Then these

two limiting behaviors were integrated into a single model which accounts for

the regime where both diffusion and reaction at the surface are important. We

discussed the essential results obtained within this transient regime at the end

of the section dealing with various theoretical models.

While there are several studies in the literature reporting diffusion-limited Ost-

wald ripening as the mechanism of growth, we present the cases of Au nanocrys-

tals and ZnO nanocrystals, exhibiting remarkable departure from the expected

Ostwald ripening process. In the case of Au nanocrystals, it is observed that

though the diameter is found to increase as the cube-root of time, the size distri-

butions are found to be very symmetric, unlike that expected for Ostwald ripen-

ing behavior. In the case of ZnO nanocrystals synthesized even in the absence of

a base, it was found that though d3 z t is satisfied in the asymptotic limit, the

4.4 Concluding Remarks 167



activation energy is found to depend on the concentration of the reactant, if the

experimental data are analyzed in the usual manner within the diffusion-limited

ripening process. A better analysis suggests that ZnO growth kinetics belong to

the transient Ostwald ripening regime.

We have then explored the effects of capping agents on the growth kinetics in

three typical cases, namely the effect of oleic acid on the growth of CdSe nano-

crystals, PVP on the growth of ZnO and thiol on the growth of ZnO. In all the

cases, the capping agent is found to have multiple roles and affects the kinetics

in a complicated and unique manner that is beyond the scope of the existing

theories.
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5

Peptide Nanomaterials: Self-assembling

Peptides as Building Blocks for Novel Materials

M. Reches and E. Gazit

5.1

Overview

Molecular self-assembly represents a central theme in modern nanotechnology.

The molecular recognition and assembly of simple building blocks may lead to

the formation of complex and ordered structures on the nano-scale. Specific bio-

chemical recognition and biocompatibility are among some of the attractive fea-

tures of biological building blocks. Specifically, peptides are among some of the

most studied building blocks for biological and bio-inspired self-assembly. Pepti-

des combine the usefulness of facile chemical synthesis and chemical flexibility,

together with biocompatibility and relative stability. Various peptide building

blocks have been used for the formation of nanometric assemblies. These build-

ing blocks include cyclic and linear peptides that have various functional groups

that can mediate self-assembly processes. Peptide-based materials also include

peptide conjugates such as aliphatic linkers as well as block copolymers com-

posed of poly-amino acids. The self-assembly may be facilitated by hydrophobic,

aromatic, and electrostatic interactions. The resulting nanostructures include

nanotubes, nanospheres, nanotapes, nanoribbons, and hydrogels with nano-scale

order. Some of these nanostructures have already been used in nanotechnological

applications, for example as, novel antibacterial agents, templates for the fabrica-

tion of inorganic materials, elements in biosensors, and molecular scaffolds for

tissue engineering and regeneration.

5.2

Introduction

Molecular self-assembly is a spontaneous process by which molecules interact

with each other to form well-ordered supramolecular structures. The self-

association between molecular building blocks is mediated through specific mo-

lecular recognition processes. In this way, extraordinarily complex assemblies are
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formed in various natural systems by simple biological molecules such as oligo-

nucleotides, phospholipids, and peptides. This process has motivated many

studies in the field of nanotechnology and material science to exploit biological

elements and to design nanometric structures that will self-assemble using a

bottom-up approach.

Numerous naturally occurring structures self-assemble by the interactions be-

tween protein building blocks. These include the main constituent of microtu-

bules [1], the tubulin protein, which self-assembles into nanometric fibers [2, 3],

the viral capsid of many viruses [4], amyloid fibrils, which are associated with

numerous human disorders [5], and many other complex structures. These as-

semblies are studied for their application in nanotechnology as a scaffold for the

fabrication of organic and inorganic nano-objects and as a physical support for

macromolecular organization.

S-layers, the crystalline cell surface that exists in all archeial and many bacterial

species, are one of the earliest self-assembled structures to be exploited for bio-

technological and nanotechnological applications [6]. Their recrystallization onto

silicon and other surfaces with oblique, square or hexagonal lattice symmetry has

been exploited for nanofabrication [7]. This was followed by efforts to utilize other

proteins and peptides as building blocks for the formation of well-ordered struc-

tures on the nano-scale. The major advantage that proteins and peptides have as

building blocks for the fabrication of novel nanomaterials stems from their

amino acid sequence, since each of the amino acids represents different physico-

chemical properties that have structural and functional properties. In this way,

very short peptides can possess catalytic activity and can bind metal and other in-

organic materials. While attempting to mimic self-assembly processes that occur

in nature with large proteins, short peptides were suggested as simpler building

blocks.

In this chapter we will discuss the various approaches suggested for the design

of self-assembled peptides into nanostructures. We will describe the basis for the

design of various building blocks and their molecular self-association properties.

In addition, we will present the applications proposed for these nano-assemblies.

5.3

Cyclic Peptide-based Nanostructures

Numerous approaches for fabricating peptide-based self-assembled structures

have been introduced during the last decade. The first demonstration of designed

nanostructures with well-ordered morphology was reported more than a decade

ago by Ghadiri and coworkers. Here, cyclic peptides were designed with an alter-

nating even number of d- and l-amino acids that interact through hydrogen

bonding into an array of self-assembled nanotubes (Fig. 5.1, [8]). The alternating

chirality of the amino acid elements, a motif that was bio-inspired by a naturally

occurring non-ribosomal bacterial peptide, resulted in a flat b-sheet conformation

that allowed the stacking of the circular building blocks one on top of the other to
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form hollow supramolecular cylindrical assemblies. The internal diameter of the

nanotubes ranges from 7 to 8 Å and can be controlled by changing the number of

amino acids in the cyclic peptide sequence [8]. In addition, the nanotubes’ inter-

nal and external interfaces can be modified by changing the composition of their

amino acids. Several applications have been proposed for these peptide nano-

structures. One of them involves their use as antibacterial agents, since they

have the ability to destabilize both Gram-positive and -negative bacterial mem-

branes [9]. Their use as nanocontainers for drug delivery applications was also

suggested. Non-biological applications for these tubular structures involve their

decoration with chemical groups, which enables their electrical activity and their

further use as conductive wires in molecular electronics [10].

Another cyclic peptide that was later reported to self-assemble into tubular

structures is the Lanreotide, a synthetic octapeptide that is synthesized as a

Fig. 5.1 Formation of tubular assemblies by cyclic d,l-peptides. (a)

Schematic diagram of the nanotubes’ formation. The cyclic rings of the

peptides are stacked together to form hollow nanotubes, which then

interact with each other to form microcrystals. (b) Phase-contrast

microscopy images of cyclic d,l-peptide nanotube microcrystals. With

permission from Wiley-VCH, courtesy of M. Reza Ghadiri.
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growth hormone inhibitor [11]. This octapeptide self-assembles through segrega-

tion of aliphatic/aromatic residues into monodispersed nanotubes with a diame-

ter of 244 Å and a wall thickness of 18 Å. It was suggested that these nanotubes

could serve in nanofiltration of biological molecules and as a template for the fab-

rication of ordered mesoporous materials. At high concentrations this peptide

forms hydrogel (Autogel), which is already being utilized in acromegaly treatment

[11].

5.4

Linear Peptide-based Nanostructures

Linear peptides can also self-assemble into tubular structures, as was demon-

strated by Matsui and coworkers. This class of peptides, termed bolaamphiphiles

peptides, is composed of two hydrophilic peptides that are conjugated through a

hydrophobic peptide linker. The driving force for the formation of these struc-

tures is most likely the intermolecular association of the hydrophobic moieties

in aqueous solution to form ordered structures, similar to a micellization process.

Both X-ray scattering and Raman spectroscopy studies revealed that the bo-

laamphiphile peptide-based nanotubes contain carboxylic acid groups as well as

free amide groups that intercalated metal ions such as copper and nickel. The

peptide nanotubes were shown to serve as a template for metal nanowires fabri-

cation by using an electroless deposition procedure [12].

The ability to control their position on gold electrodes was further studied in

order to combine these metallic nanowires in nano-electronic applications [13].

Methods that were used involve molecular recognition between the free groups

on the external surface of the nanotubes and chemical groups of self-assembled

monolayers (SAMs) that were deposited onto a gold substrate, thus enabling the

positioning of the tubes on a surface [13].

The free amide groups on the bolaamphiphiles’ peptide nanotubes were also

exploited to immobilize a histidine-rich peptide sequence that enables the forma-

tion of copper nanocrystals on the tubular structures [14].

A parallel molecular direction for the assembly of nano-scale peptide structures,

which was developed independently by Stupp and coworkers, is based on the con-

jugation of a single hydrophilic peptide motif with a hydrophobic alkyl tail to

form amphiphilic peptides. These peptide conjugates can self-assemble into well-

ordered nanofibers. Their morphology, surface chemistry, and bioactivity can be

modified by the sequence selection of hydrophilic components as well as by mod-

ifying the alkyl tail [15, 16]. The design of the peptide sequence enables the fabri-

cation of composite materials by direct mineralization of the nanofibers with hy-

droxyapatite [15]. In addition, these peptide-amphipiles can be used as artificial

three-dimensional scaffolds because the self-assembled nanofibers form a fibrilar

network that can incorporate cell adhesion motifs such as the laminin epitope

IKVAV [17].
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Fig. 5.2 Formation of nanotubes and

nanovesicles by surfactant-like peptides. (a)

Space-filling molecular models of surfactant-

like peptides; each peptide is composed of a

negatively charged amino acid and hydro-

phobic tails with increasing hydrophobicity.

(b) Quick-freeze deep-etch TEM image of

the self-assembled structures formed by a

surfactant-like peptide. (c) Quick-freeze deep-

etch TEM image of the vesicles and nano-

tubes; the open ends of the nanotubes are

clearly observed using this techniques.

Copyright 2002, National Academy of

Sciences, U.S.A. Courtesy of Shugunag

Zhang.

Fig. 5.3 Ionic self-complementary peptides for the fabrication of novel

nanomaterials. (a) Amino acid sequence and molecular model of the

ionic self-complementary RADA16-I. (b) Photograph of the RADA16-I

hydrogel. (c) Atomic force microscope analysis of the RADA16-I

nanofiber scaffold. Copyright 2005, National Academy of Sciences,

U.S.A. Courtesy of Shugunag Zhang.
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The use of non-conjugated peptides as building blocks to form ordered nano-

scale structures was demonstrated later by Zhang and coworkers. The first class

of linear peptides that was shown to self-assemble into nanometric structures was

the self-complementary ionic peptides (Fig. 5.2). The first member of this class of

peptides was discovered from a DNA binding protein in yeast called Zuotin.

These peptides are highly (>50%) charged with opposing charges using alter-

nately basic and acidic amino acids. Upon their transfer into aqueous solution

they form two distinct surfaces, one hydrophilic and the other hydrophobic and

spontaneously self-assemble as a ‘molecular Lego’ to form well-ordered nanomet-

ric structures [18]. The well-ordered nanofibers self-assembled by this class of pep-

tides can form a macroscopic hydrogel scaffold that supports three-dimensional

cell growth and therefore can be used for tissue engineering and regeneration

(Fig. 5.2, [19]).

Another class of linear self-assembled peptides discovered later by Zhang and

coworkers are surfactant-like peptides characterized by well-defined hydrophilic

and hydrophobic residues (Fig. 5.3, [20]). The design of the peptides mimics the

physical properties of biological phospholipids. The peptides are composed of one

or two negatively charged amino acids at the C-termini of the peptide, six hydro-

phobic amino acids such as valine, alanine or leucine, and acetylated N-termini to

eliminate the positive charge. These peptides self-assemble in water into nano-

tubes and nanovesicles that can be utilized as drug delivery agents and for solubi-

lizing and stabilizing membrane proteins.

Linear oligopeptides were also shown to self-assemble into b-sheet tapes [21].

These peptides are related to a transmembrane domain of the IsK protein that

forms b-sheet structures in lipid bilayers. Based on the suggestion that peptide

fragments of this protein will form ordered structures in amphiphilic solvents,

their self-assembly in methanol and chloroform was explored. Indeed, peptide

fragments of 24 residues were able to assemble into transparent viscoelastic gels

in these solvents. These gels are composed of b-sheet tapes with a diameter of

about 8 nm and a length of about 1 mm. The nano-tapes are similar in their mor-

phology to amyloid fibrils and facilitate the formation of biocompatible gels that

possess the adequate mechanical strength needed for tissue engineering applica-

tions. Upon increasing the peptide concentration, these peptides can form a hier-

archy of structures such as tapes, twisted ribbons, and fibrils, which comprise a

class of soft-solid-like nanostructure materials [22]. In addition, the peptides’

self-assembly can be reversibly controlled by introducing amine or carboxyl

groups into the peptide sequence upon changing the pH of the solution [23].

The charge introduced into these peptides also facilitates a coulombic attraction

between oppositely charged peptides and leads to spontaneous self-assembly of

fibrillar structures [24].
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5.5

Amyloid Fibrils as Bio-inspired Material: The Use of Natural Amyloid and Peptide

Fragments

Amyloid fibrils are naturally occurring fibrilar structures that are formed by the

self-assembly of various proteins associated with numerous diseases. These fibrils

also appear in several non-pathological microbial systems such as biofilms and

aerial hyphea, and it was suggested that they represent a generic structural form

of aggregating proteins [25–27]. These fibrilar structures attract much attention

from both the biomedical and the nanotechnological point of view. In dealing

with the biomedical aspects of these fibrils, great effort is being invested to better

understand the underlying molecular mechanism that leads to amyloid fibril for-

mation [28–34]. From the technological point of view, these nano-objects were

proposed as a scaffold for the fabrication of conducting metal wires (Fig. 5.4,

[35]).

Peptides can also self-assemble into amyloid fibrils, and they are being widely

used as a model for amyloid fibril formation since they are easy to design and

synthesize. These peptide-based fibrils can also be utilized as an alternative to

protein-based fibrils for the nucleation of metals and for the fabrication of con-

ductive nanowires. One example is the formation of amyloid-like structures by

peptide fragments from the fiber protein of adenovirus with a specific relation to

the folds of the native structure of the protein. This viral natural b-fibrous protein,

as well as other elongated proteins such as phage P22, folds into the b-helical con-

formation that was suggested as a model for amyloid fibril formation [36–38].

Another polypeptide that forms amyloid in non-pathological conditions is

Medin, the main constituent of aortic medial amyloid, which is deposited as amy-

Fig. 5.4 Amyloid fibrils as bio-inspired

material. (a) Atomic force microscope

analysis of amyloid fibrils formed by the N-

terminal and middle region (NM) of yeast

Saccharomyce scerevisiae Sup35p. (b) These

amyloid fibrils were used as a template for

the fabrication of conductive nanowires, as

illustrated in the schematic diagram. NM

amyloid fibrils were genetically engineered to

introduce cysteine amino acids that contain a

thiol group. These thiols were then interacted

with gold particles that were enhanced with

silver or gold solution. (c) AFM analysis of

the resulting gold-toned fibers. Copyright

2003, National Academy of Sciences, U.S.A.

Courtesy of Susan L. Lindquist.
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loid fibrils in the aorta of virtually all individuals older than 60 years. Short frag-

ments of Medin, NH2-NFGSVQFV-COOH, and its truncated analog, the NH2-

NFGSVQ-COOH peptide, can self-assemble into well-ordered amyloid fibrils and

can be used for studying amyloid fibril formation [39, 40].

Short peptides corresponding to pathologically associated proteins are being

widely used as a model for amyloid fibril formation. This includes the NFGAIL

hexapeptide fragment of the islet amyloid polypeptide (IAPP), which is involved

in type II diabetes disease [41]. This short peptide can form well-ordered amyloid

fibrils in vitro with the same morphology and biophysical properties as the fibrils

formed by the full-length protein [41].

The high occurrence of aromatic amino acids in these amyloidogenic peptides

led us to suggest that aromatic interactions play a central role in the formation of

amyloid fibrils [42]. Based on this hypothesis, we identified another minimal

active amyloidogenic peptide of the hIAPP, the NH2-NFLVH-COOH hexapeptide

fragment [43]. Additionally, we were the first to report on an amyloidogenic pen-

tapeptide, the NH2-DFNKF-COOH fragment from the human hormone calcito-

nin, which self-assembled into amyloid fibrils with the same ultrastructural prop-

erties as much longer polypeptides. We also reported on a shorter truncated

tetrapeptide, NH2-DFNK-COOH, which can form amyloid fibrils with a slightly

different morphology [44]. These findings are consistent with a recent research

study on the ability of tripeptides to form amyloid fibrils. In this study it was re-

vealed that three tripeptides: Boc-Ala-Aib-Val-OMe, Boc-Ala-Aib-Ile-Ome, and

Boc-Ala-Gly-Val-OMe can self-associate to form supermolecular b-sheet structures

and further aggregate into amyloid-like fibrils [45].

Another class of self-assembled peptides that are derived from amyloidogenic

proteins are linear bis-conjugated peptides from the prion octapeptide [46, 47].

The first reported peptide of this class, a bis-scaffold containing the pentapeptide

PHGGG from the prion octapeptide, can self-assemble into well-ordered fibrils

on the nano-scale [46]. In addition, a dipeptide-conjugate derived from this octa-

repeat sequence can form fibrils that can nucleate copper in the same manner as

the octapeptide repeat [47].

5.6

From Amyloid Structures to Peptide Nanostructures

As part of our attempts to get an insight at the molecular level into the interac-

tions that lead to the formation of amyloid fibrils, we used a reductionist

approach to identify the minimal determinate that would mediate amyloid fibril

formation. Taking this approach, we identified several short amyloidogenic pep-

tides. Based on the aromatic nature of these peptides, we proposed a novel mecha-

nistic model for amyloid fibril formation and suggested that stacking interactions

between the aromatic rings contribute order and directionality in this self-

assembly process.
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Based on the suggested model and our motivation to reveal the minimal

amyloid-forming fragment, we explored the diphenylalanine core recognition mo-

tif of the b-amyloid polypeptide, which is associated with Alzheimer’s disease.

Importantly, we revealed that this dipeptide can self-assemble into a novel type

of peptide nanotubes [48]. These aromatic structures, also termed ADNT (aro-

matic dipeptide nanotubes), are formed as individual entities with a long persis-

tence length (Fig. 5.5(a)). Their physical and chemical stability is remarkable as

they are stable at high temperatures and when exposed to numerous organic sol-

vents. In addition, their Young’s modulus, indicating the mechanical stability, is

the highest known for biological assemblies [49, 50].

These nanostructures were shown to serve as a casting mold for silver nano-

wires and as a scaffold for platinum nanoparticles [48, 51]. Their applica-

tion in electrochemical biosensing devices was also shown and resulted in a

more sensitive electrochemical signal when compared to standard electrodes [52,

53].

The discovery of highly ordered tubular structures formed by an aromatic di-

peptide led to the development of the concept of using aromatic homo-dipeptides

for designing nanometic structures (Fig. 5.5). It was further demonstrated that

aromatic homo-dipeptides can self-assemble into closed-caged nanospheres,

amyloid-like structures and plate-like structures (Fig 5.5) [54–56]. In addition, it

was shown that one of these modified aromatic homo-dipeptides, Fmoc-Phe-

Phe-COOH, can form a highly rigid and biocompatible hydrogel. It was sug-

gested that this hydrogel be used in tissue engineering and drug delivery applica-

tions [57].

Fig. 5.5 Electron microscopy analysis of

nano-assemblies formed by aromatic homo-

dipeptides. (a) Scanning electron microscopy

micrograph of the tubular structures self-

assembled by the diphenylalanine peptide.

(b) High-resolution scanning electron

microscopy analysis of the closed-caged

spherical structures formed by the

diphenylglycine peptide. (c) Transmission

electron microscope analysis of thin tubular

structures self-assembled by the di-d-2-

naphthylalanine peptide. (d) Environmental

scanning electron microscopy analysis of the

hydrogel formed by the Fmoc–Phe–Phe–

COOH peptide, an image of the hydrogel in

an inverted cuvette is in the inset.
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5.7

Bioinspired Peptide-based Composite Nanomaterials

Block copolypeptides were also suggested for the fabrication of peptide-based bio-

materials [58]. Using these peptides, much effort was devoted to mimicking the

hierarchal organization of inorganic materials with respect to proteins in bio-

logical systems. One example is the group of synthetic cysteine–lysine block co-

polypeptides reported by Deming and coworkers. These block copolypeptides

can mimic the properties of silicatein protein, which can facilitate the formation

of silica structures with controlled shapes [59]. The formation of hydrogels was

also observed with block copolypeptide, upon their synthesis as amphiphiles con-

taining charged and hydrophobic segments [60].

The ability of peptides to nucleate inorganic materials was further utilized

when short peptides with a high affinity to metal were introduced into the coat

protein of the M13 filamentous bacteriophage. The peptides were first selected

through an evolutionary screening process of phage-display and then incorpo-

rated into the generic scaffold of the M13 coat structure. In this way, Belcher

and coworkers demonstrated the direct synthesis of magnetic and semiconduct-

ing nanowires by templating CoPt, FePt, ZnS, or CdS on the virus surface [61,

62]. The synthesis of metal nanowires was further exploited for the fabrication

of lithium ion battery electrodes [63]. This was done by templating cobalt oxide

on the M13 virus followed by ordering of the viruses using a layer-by-layer tech-

nique [64].

5.8

Prospects

Peptide building blocks are currently being explored as a potential material for

the design of various nanostructures. This class of nano-blocks has many advan-

tages for this purpose since they are easy to synthesize, relatively inexpensive, and

can be easily decorated with chemical and biological modifications. Their design

as a nanomaterial is inspired from nature since larger polypeptides and proteins

can spontaneously self-assemble under ambient conditions into complex architec-

tures on the nano-scale. In addition, their ability to nucleate the mineralization of

inorganic substances and facilitate the casting of their nano-scale organization

can be exploited for the fabrication of composite materials. Peptides have already

been shown to self-assemble into ordered structures on the nano-scale; moreover,

their decoration with functional elements and inorganic materials was also dem-

onstrated. The next stage of studies will be associated with the utilization of these

structures for various applications that include tissue engineering and regenera-

tion, contrast agents, and biosensors. Much effort should be devoted in order to

achieve better control over the self-assembly processes. This may lead to the fab-

rication of uniform nanostructures with identical dimensions. In addition, the
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ability to control the spatial organization of the peptide-based nanostructures is

also required for their integration into complex nano-assemblies and devices.
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6

Surface Plasmon Resonances in

Nanostructured Materials

K.G. Thomas

6.1

Introduction to Surface Plasmons

Interaction of light with nanostructured metal films and nanoparticles can give

rise to hybrid surface waves (light waves coupled to free electrons in a metal),

broadly termed as surface plasmons (SPs) [1–7]. One of the exciting features of

surface plasmons is their ability to confine (trap) light at a metal/dielectric inter-

face, which can either localize or propagate depending upon the dimensionality,

of the nanostructured material. The confinement of light at the interface results

from the collective oscillation of conduction electrons at the metal surface. Ac-

cording to the Drude–Lorentz model, metal is denoted as plasma consisting of

an equal number of positive ions (fixed at the crystal lattice) and conduction elec-

trons which are free and mobile. In the presence of electromagnetic radiation, the

free electrons are displaced by the electric vector and the columbic attraction be-

tween the electron cloud and nuclei is the main restoring force [2, 3, 6, 8, 9]. As a

result of the oscillating nature of the electric field of light, the electron clouds

coherently oscillate over the surface with a resonance frequency op. For a bulk

metal with infinite dimensions in all the three directions, the resonance fre-

quency of plasma ðopÞ [8] can be expressed as

op ¼ ðNe2=e0meÞ1=2 ð6:1Þ

where N is the number density of the electrons, e0 is the permittivity of vacuum,

and e and me are the charge and effective mass of the electron, respectively. De-

pending on the dimensionality of the nanostructured materials, different bound-

ary conditions can be imposed on the electron plasma and the quantized plasma

oscillations are called plasmons. The surface plasmons are broadly classified as

propagating surface plasmons (PSP) and localized surface plasmons (LSP) [9].

Nanostructured systems of noble metals, such as silver and gold, are of great

interest since their localized surface plasmons resonate at the optical wavelength

of electromagnetic radiation. This chapter provides a brief summary of the recent
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developments on surface plasmons, with special emphasis on the surface plas-

mon resonances of spherical and rod-shaped gold nanostructures.

6.1.1

Propagating Surface Plasmons

Propagating surface plasmons (often called surface plasmon polaritons) [1, 10]

are associated with smooth, thin films of gold and silver wherein the plasmon

feels a boundary due to the planar surface. The surface plasmon in such a

metal/dielectric interface has a combined electromagnetic wave as well as surface

charge character and is highly bound to the surface (Fig. 6.1(a)). As a result of the

combined character, an enhanced field is observed near the surface in the perpen-

dicular direction. The amplitude decays exponentially with distance from the sur-

face and is said to be evanescent or near-field in nature. In the dielectric medium,

perpendicular to the metal surface, the decay length of the field in the dielectric

material ðddÞ is of the order of half the wavelength of light used, whereas the

decay length into the metal ðdmÞ is determined by the skin depth (Fig. 6.1(b))

[1]. Once SPs are generated on a flat metal surface they can propagate, however

excitation of surface plasmons on such surfaces with freely propagating light is

not possible. This is because the momentum of the SP mode is greater than that

of the free-space photon of the same frequency due to the combined electromag-

netic wave and surface charge character of SP. Such materials can be excited by

matching the momenta by various techniques such as (i) the use of prism cou-

pling which can enhance the momentum of incident light, (ii) involving scatter-

ing from topographic defects in the thin film (subwavelength protrusion or hole)

which can generate local SPs and (iii) by making use of periodic corrugation on

the surface of the metal [1].

Once the light is converted to SP mode on a metal surface it can propagate but

is gradually attenuated owing to the loss arising from the absorption in the metal

[1]. For example, in the case of a relatively absorbing metal such as aluminum the

propagation length of SP ðdSPÞ at a wavelength of 500 nm is@2 mm. In contrast,

for metals such as silver which possess low loss in the visible range, dSP is typi-

cally in the range 10–100 mm which increases towards 1 mm by using the near-

infrared telecom band of 1.55 mm. A representative example of surface plasmon

propagation length scales is given in Fig. 6.2. More recently, Ebbesen and co-

workers have developed subwavelength waveguide components (Y-splitters, inter-

ferometers and ring resonators), operating at telecom wavelengths, which can af-

ford efficient large angle bending and splitting of radiation [11]. Another rich

potential of surface plasmons was demonstrated earlier by the same group with

the discovery of enhanced light transmission through subwavelength holes which

is attributed to the activation of surface plasmons [1, 12–14]. The phenomenon of

enhanced transmission is in contrast to the standard aperture theory which pre-

dicts that the transmission of light through a small hole is very weak. Interest-

ingly, they have demonstrated the transmission spectra of hole arrays that can be

tuned by adjusting the period and symmetry of the holes (Fig. 6.3).
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Fig. 6.1 (a) Surface plasmons at the interface between a metal and a

dielectric material having a combined electromagnetic wave and surface

charge character and (b) decay length of the field in various directions

(reproduced with permission from Ref. [1], copyright 2003 Nature

Publishing Group).
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A variety of approaches have been demonstrated for the fabrication of nano-

structures on solid supports for plasmonic applications. These include various

lithographic methods such as electron-beam lithography, nanosphere lithography

and dip-pen nanolithography [6, 15]. The knowledge of optical near fields around

the metal nanostructure is essential for tailoring their properties for various de-

vice applications. Near-field techniques such as photon scanning tunneling mi-

croscopy are currently utilized for mapping surface plasmons on a metal surface

[16, 17]. Fundamental investigations on surface plasmons have revealed several

Fig. 6.2 Three characteristic length scales (dd, dm and dSP) for surface

Plasmon-based photonics and the associated wavelength ðlÞ of the
light; (dd, the decay length of the field in the dielectric material; dm, the

decay length into the metal; dSP, the propagation length of SP)

(reproduced with permission from Ref. [1], copyright 2003 Nature

Publishing Group).

Fig. 6.3 Normal incidence transmission images (left) and spectra

(right) for three square arrays of subwavelength holes. For the blue,

green and red arrays, the periods were 300, 450 and 550 nm, respec-

tively, the hole diameters were 155, 180 and 225 nm (reproduced with

permission from Ref. [1], copyright 2003 Nature Publishing Group).
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exciting properties and the most notable ones are their ability to trap, concentrate

and channel light through subwavelength structures. Based on these studies sev-

eral SP-based components have been proposed which may have potential applica-

tions in optical devices, chemical and bio-sensors and spectroscopy [1].

6.1.2

Localized Surface Plasmons

In contrast to the propagating nature of surface plasmons on a planar metal/

dielectric interface, the electron plasma in metal nanoparticles is confined in a fi-

nite volume (spread in different spatial dimensions depending upon their shape)

which is smaller than the wavelength of light [3–5, 8]. Localized surface plas-

mons (LSPs) originate from the collective oscillation of free electrons, confined

at the surface of metal nanoparticles, when excited with electromagnetic radia-

tion. Unlike bulk metals, the surface plasmons in metal nanoparticles, especially

Ag, Au and Cu, can be directly excited by freely propagating electromagnetic radi-

ation in the visible region. When a metal nanoparticle is irradiated by light, the

oscillating electric field causes the conduction electron to oscillate coherently

(Fig. 6.4) [18]. The absorption occurs when the incident photon frequency is in

resonance with the collective oscillation of the conduction electrons, resulting in

unique optical properties. The brilliant colors of silver and gold metal colloids

were utilized, even centuries ago, by Egyptians (for e.g., stained glass windows)

and Romans (for e.g., Lycurgus Cup) and there were several attempts to provide

a scientific rationale for their optical properties. It was Michael Faraday who

made the remarkable observation that colloidal gold exists in the reduced state

as exceedingly fine particles and these divided metals are responsible for their

colors. Later in 1908, Gustay Mie provided a quantitative description of the reso-

nance by solving Maxwell’s equations for spherical particles, with appropriate

boundary condition [19]. According to Mie theory, the total cross-section consists

of scattering and absorption (often termed extinction) and is given as summation

Fig. 6.4 Schematic of plasmon oscillation for a sphere, showing the

displacement of the conduction electron charge cloud relative to the

nuclei (reproduced with permission from Ref. [18], copyright 2003

American Chemical Society).
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over all electric and magnetic oscillations [20]. The contribution of absorption and

scattering mainly depends on the size and shape of the particles and these as-

pects are discussed in the subsequent sections.

6.2

Tuning the Surface Plasmon Oscillations

The frequency of oscillation of metal nanoparticles is determined mainly by four

parameters: the density of the electron, the effective mass of the electron and the

shape and size distribution of the charge [18]. This allows the tuning of the optical

properties of noble metal nanoparticles (position of plasmon resonance band, the

extinction cross-section, and the ratio of scattering to absorption) by varying the

size, shape and dielectric environment. It is also possible to tune the optical prop-

erties of nanoparticles by functionalizing with photo- or electroactive molecules

on the surface and these aspects have been reviewed [21, 22]. Several approaches,

such as increasing the diameter of the Au nanoparticle or the aspect ratio of the

Au nanorods, have been reported for tuning the plasmon resonance band to lon-

ger wavelengths. These aspects are discussed below.

6.2.1

Size of Nanoparticle

Typically, the surface plasmon band for Au nanoparticles having diameter of@10

nm peaks around 520 nm [23]. By adopting the Turkevish method, Link and El-

Sayed synthesized Au nanoparticles having diameters in the range 9–99 nm and

observed a bathochromic shift in the plasmon resonance band with increase in

diameter. For nanoparticles having diameters 9, 22, 48 and 99 nm, the extinction

maxima ðlmaxÞ were observed at around 517, 521, 533 and 575 nm, respectively

(Fig. 6.5A) [23]. The same research group has more recently calculated the depen-

dence of the nanoparticle diameter on the maximum of the plasmon resonance

band by adopting Mie theory and the discrete dipole approximation (DDA)

method (vide infra) [24]. A bathochromic shift in the lmax from 520 to 550 nm

was observed on increasing the nanosphere diameter from 20 to 80 nm, which

is attributed to the electromagnetic retardation in larger nanoparticles.

Alkenethiolate-stabilized Au nanoparticles having mean size in the range 1.5–5.2

nm were synthesized by Murray and coworkers and they observed a sharp de-

crease in the intensity of the surface plasmon band for particles having diameters

below 3.2 nm [25]. This effect is attributed to the onset of quantum size effect

and was further established by theoretical methods [26]. The absorption spectra

of uncoated gold particles were calculated by Templeton et al. as a function of

core diameter. The calculated spectra predict a pronounced SP band for particles

having 5.2 nm diameter which undergo broadening and dampening with de-

crease in size (Fig. 6.5B) [26]. The surface plasmon band is absent for Au nano-

particles having core diameter less than 2 nm. The dampening of the SP mode is
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attributed to the surface scattering of conduction electrons which follows 1/radius

dependence [3].

6.2.2

Shape of Nanoparticle

Recent developments in classical wet chemistry methods and lithographic tech-

niques have enabled the synthesis of nonspherical nanostructures possessing

well defined shapes (for example, ellipsoids, rods, cubes, disks, tetrahedra, cylin-

ders, pyramids, triangular prisms, and multipods) and these aspects are dis-

cussed in extensive reviews [4, 5, 9, 27–30]. Among the various anisotropic

shapes, nanorods have attracted much attention due to (i) their ease of prepara-

tion, (ii) the ability to fine tune their optical properties from the visible to the

near-infrared region, by varying their aspect ratios and (iii) their potential use in

the biomedical field and as ‘‘interconnectors’’ in nanoscale devices and wave-

guides [4, 28, 31, 32]. Recent progress on the synthesis, structural characteriza-

tion, and potential applications of Au nanorods are described in excellent reviews

[4, 28, 31]. These studies have shown that Au nanorods possess interesting phys-

ical properties and a brief summary of their optical properties is presented in this

section.

The shape dependence of surface plasmon resonance for ellipsoids was pre-

dicted by Gans in 1912 by extending Mie theory for spherical particles, within

the dipole approximation [33]. Although it was predicted that the surface plas-

mon resonance in small elliopsoids splits into two distinct bands, only recently

was it proved experimentally. This is due to the difficulties associated with the

preparation of ellipsoidal/cylindrical particles. Esumi and coworkers first demon-

strated the formation of rod-like gold particles by UV irradiation (253.7 nm) of

Fig. 6.5 (A) UV–vis absorption spectra of 9, 48, and 99 nm gold

nanoparticles in water. (B) Calculated absorbance spectra of uncoated

Au clusters, in water (nd
20 ¼ 1:3329), as a function of nanoparticle

diameter (reproduced with permission from Refs. [23, 26], copyright

1999 and 2000 American Chemical Society).
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Fig. 6.6 (A) Image of photochemically

prepared gold nanorods solution and (B)

corresponding UV–vis spectrum. The

leftmost solution was prepared with no silver

ion addition. The other solutions were

prepared with the addition of 15.8, 31.5, 23.7,

31.5 mL of 0.01 M AgNO3 solution, respec-

tively. The middle solution was prepared with

longer irradiation time (54 h) than that for all

other solutions (30 h), and the transfor-

mation into shorter rods can be seen (repro-

duced with permission from Ref. [40], copy-

right 2002 American Chemical Society).

Fig. 6.7 Schematic representation of the

absorbance of light by (A) randomly oriented,

(B) and (C) aligned gold nanorods. The

schematics in the absorbance spectra

indicate the direction of the plasmon

oscillation with respect to the main axis of

the particle and the corresponding

resonance. The dotted arrow indicates the

wave vector of the incident light. (reproduced

with permission from Ref. [41], copyright

1999 American Chemical Society). (D)

Photograph of PVA containing gold nanorods

aligned parallel (blue film) and perpendicular

(red film) to the electric field of polarized

incoming light (reproduced with permission

from Ref. [42], copyright 2005 Wiley-VCH).
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HAuC14 solutions in the presence of rodlike micelles of hexadecyltrimethyl-

ammonium chloride [34]. More recently, several approaches have been reported for

the synthesis of gold nanorods of varying aspect ratios, in high yield and mono-

dispersity. This includes hard template-directed synthesis using anodic alumi-

num oxide templates [35–37], electrochemical [38, 39] and photochemical meth-

ods [34, 40] and a seed mediated growth process [28]. Among these the

photochemical method has received special attention due to the ease in synthe-

sizing gold nanorods, of varying aspect ratios, by just changing the silver ion con-

centration [40]. The amount of silver ions added to the system dictates the aspect

ratio of the rods produced (Fig. 6.6) [40].

Gold nanorods possess two distinct surface plasmon absorption bands associ-

ated with the transverse and longitudinal oscillations of electrons. Interestingly,

the former band absorbs at 520 nm whereas the latter absorbs at a longer wave-

length, which undergoes a bathochromic shift with an increase in aspect ratio.

Electric field alignment studies by van der Zande et al. have shown that the short

wavelength band (@520 nm) originates from the transverse mode of vibration

and the long wavelength band from the longitudinal mode of vibration [41]. In

the absence of an electric field the gold rods are randomly oriented and the ab-

sorbance spectra display both the transverse and the longitudinal resonances

(Fig. 6.7A). Interestingly, in the presence of an electric field, the relative magni-

tude of the resonances is sensitive to the induced orientational order in the rod

dispersion. When the incident light is polarized parallel to the applied electric

field, the transverse mode of vibration disappears whilst the longitudinal mode

is retained (Fig. 6.7B). In contrast, the transverse resonance survives at the ex-

pense of the longitudinal resonance in the presence of perpendicularly polarized

light (Fig. 6.7C). The optical effect of poly(vinylalcohol) (PVA) films containing

oriented gold nanorods placed parallel and perpendicular to the polarization di-

rection is shown in Fig. 6.7D (parallel film appears blue and the perpendicular

one red) [42]. The different colors arise from the selective excitation of the longi-

tudinal and transverse plasmon modes, respectively.

Simulation of the optical absorption spectra of gold nanorods as a function of

their aspect ratio and medium dielectric constant has been carried out by Link

and El-Sayed (Fig. 6.8) [43, 44]. Both experimental and theoretical studies indicate

a linear relationship between the absorption maximum of the longitudinal plas-

mon resonance and the mean aspect ratio (determined from TEM). The authors

have also calculated the absorption spectra of Au nanorods as a function dielectric

constant of the medium. For Au nanorods of a fixed aspect ratio, a bathochromic

shift in the longitudinal plasmon resonance was observed with increase in dielec-

tric constant of the medium and these aspects were further proved experimentally.

It is essential to know the concentration of Au nanorods in order to carry out

any meaningful physical investigations and for this purpose it is important to de-

termine the extinction coefficient of Au nanorods. The extinction coefficient of Au

nanorods (synthesized electrochemically having an aspect ratio 2.7, length of 27

nm and width of 10 nm) was first reported by El-Sayed and coworkers as

1:9G 0:4� 109 M�1 cm�1 at 695 nm [45]. We have synthesized gold nanorods
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of different aspect ratios following a photochemical method and the extinction co-

efficients were determined in conjunction with transmission electron microscopy

(TEM) and inductively coupled plasma (ICP) analysis [46, 47]. For Au nanorods of

aspect ratio 2.9 (average length and diameter 47.3 nm and 20.4 nm, respectively),

the extinction coefficients ðeÞ of the transverse and longitudinal plasmon absorp-

tion bands were estimated as 0:27� 1010 M�1 cm�1 (515 nm) and 0:53� 1010

M�1 cm�1 (700 nm), respectively. Comparable extinction coefficient values were

reported for the longitudinal band of Au nanorods having an aspect ratio 2.9 by

various other groups; Liao and Hafner reported ‘e’ as 0:44� 1010 M�1 cm�1 (796

nm) [48] and Orendorff and Murphy reported ‘e’ as 0:39� 1010 M�1 cm�1 (728

nm) [49]. Even though the aspect ratios are same, the lengths and diameters of

the rods used by various groups are different and this may be the main reason

for variations in the values of the extinction coefficients. Orendorff and Murphy

have also reported an increase in the extinction coefficient value for the longitudi-

nal plasmon band of Au nanorods from 2:5� 109 to 5:5� 109 M�1 cm�1 on in-

creasing the aspect ratios from 2.0 to 4.5 [49].

6.2.3

Dielectric Environment

The surface plasmon peak of metal nanoparticles is greatly influenced by the

local dielectric environment and extensive theoretical as well as experimental re-

ports are available. The plasmon peak position depends on the refractive index of

the surrounding medium (n) and can be determined by Eq. (6.2) [8],

l2 ¼ lp
2ðezþ 2emÞ ð6:2Þ

Fig. 6.8 Calculated absorption spectra of elongated ellipsoids with (A)

varying aspect ratios, ‘R’ (dielectric constant of the medium ¼ 2:05)

and (B) varying dielectric constant of the medium, em (R ¼ 3:3)

(reproduced with permission from Ref. [43], copyright 2005 American

Chemical Society).
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where, lp is the bulk plasmon wavelength, ez is the high-frequency dielectric

constant due to interband and core transitions, and em is the dielectric constant

of the medium (the refractive index of the medium is directly related to its dielec-

tric constant, i.e., n ¼ ðemÞ1=2). In most cases, Au nanoparticles are protected with

an organic capping agent to prevent agglomeration. Equation (6.2) does not ac-

count for the contribution of the dielectric shell, hence is applicable only for un-

protected gold nanoparticles. By involving the contribution of the monolayer,

Murray, Mulvaney and coworkers [26] modified Eq. (6.2) for alkanethiolate pro-

tected Au nanoparticles as

l2 ¼ lp
2½ðezþ 2emÞ þ 2gðes � emÞ=3� ð6:3Þ

where, es is the dispersionless optical dielectric function of the shell, g is the vol-

ume fraction of the shell layer which increases with chain length of the organic

capping agent. In the case of very small gold nanoparticles, the size of the core

and organic shell becomes comparable and the g value is large. Hence the solvent

refractive index effect is quite small for alkanethiolate-protected Au clusters

having a diameter @2 nm. However, for dodecanethiolate-protected Au nano-

particles having an average diameter of 5.2 nm, an 8 nm red shift in plasmon

band is observed when the solvent refractive index is varied from 1.33 to 1.55

[26]. This result is in accord with the calculated spectral shift obtained using the

modified Eq. (6.3) [26].

Recently, we have probed the changes in the surface plasmon band of tetraoctyl-

ammonium bromide (TOAB) capped spherical gold nanoparticles in solvents of

varying refractive index [50]. Based on the surface plasmon band shifts, solvents

were classified into two general categories: (i) solvents that do not complex with

the Au nanoparticle surface and that can alter the refractive index and (ii) solvents

that complex with the gold nanoparticle surface. Solvents such as cyclohexane,

toluene, o-xylene, chlorobenzene, and o-dichlorobenzene fall into the first cate-

gory, and the surface plasmon band gradually shifts toward longer wavelengths

with increase in refractive index of the solvent. A plot of the square of the ob-

served position of the surface plasmon band of TOAB-capped Au nanoparticles

in these solvents as a function of the dielectric constant of the medium, showed

a linear relationship (Fig. 6.9) [50]. The diameter of the TOAB-capped gold nano-

particles is in the range 5–6 nm and the contribution of the ‘g ’ value becomes less

with increase in the core size. Moreover, in the present case, TOAB-capped gold

nanoparticles are stabilized through noncovalent interactions. Hence the bulk sol-

vent molecules are able to penetrate through the shell and directly influence the

surface plasmon band of the metal particle. Interestingly, the surface plasmon

band position remains unaffected in polar solvents with nonbonding electrons

(e.g., tetrahydrofuran, dimethylformamide, dimethyl sulfoxide, and acetone); this

is attributed to the direct interaction of these solvents with the Au surface. Such

complexation processes may override the effects of refractive index since they

substantially alter the electron density of the Au nanoparticle surface.
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Heterostructured nanoparticles are another interesting class of nanomaterials

which consist of a dielectric core (for example, silica) and a noble metallic shell,

and they possess very interesting optical properties [51, 52]. Plasmon resonances

in these systems are shifted to much longer wavelengths than those in the corre-

sponding solid metal nanoparticles. More interestingly, it is possible to tune the

plasmon resonance from the visible to the far-infrared region by just varying the

thickness of the metallic shell. Well established synthetic protocols are available

for controlling the thickness of the metallic shell around a dielectric core [51,

52]. The nanoshell plasmon resonance is highly sensitive to the local dielectric

environment and is useful in the design of sensors. The tunability of the plasmon

resonance to the near-infrared region has been explored for various biomedical

applications such as drug delivery, rapid whole-blood immunoassay and in cancer

diagnosis and therapeutics.

6.3

Excitation of Localized Surface Plasmons

As discussed in previous sections, the high optical cross-section of the surface

plasmon band of Au nanoparticles (typically 4–5 orders of magnitude higher

than for conventional dyes) is one of the exciting features which provide excellent

opportunities in the biomedical field for diagnosis, imaging and photothermal

treatment of cancer cells [24]. The absorption cross-section of the surface plas-

mon band of an Au nanoparticle (product of the efficiency of absorption and the

cross-sectional area of the nanoparticle) having a diameter of 40 nm is calculated

as 2:93� 10�15 m2 at 528 nm, which corresponds to a molar extinction coeffi-

cient of 7:66� 109 M�1 cm�1 [24]. The light absorbed by gold nanoparticles is ef-

ficiently converted into localized heat and this strategy has been successfully used

Fig. 6.9 Dependence of the square of the observed peak position of the

surface plasmon band as a function of twice the dielectric constant of

the medium (reproduced with permission from Ref. [50], copyright 2002

American Chemical Society).
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for the laser photothermal destruction of cancer cells [53–55]. Other superior

properties of Au nanoparticles, compared to conventional dyes, are facile immu-

notargeting ability, nonsusceptibility to photobleaching and chemical/thermal de-

naturation. Gold nanoparticles have been used in vivo as a radiotracer [56] since

1950s and recent studies have shown that these nanoparticles, with suitable

surface modifiers, are nontoxic to human cells (noncytotoxic) [57]. However, for

in vivo imaging and therapeutic applications the optical resonance of the nano-

particles is strongly desired to be in the near-infrared (NIR) region of the biologi-

cal water window, where the optical penetration through tissue is highest [58].

Surface plasmon absorption of gold nanorods can be conveniently tuned to this

region by varying their aspect ratio. Thus Au nanorods and gold–silica nanoshell

systems have emerged as potential candidates for various biomedical applications

[53, 55].

6.3.1

Multipole Resonances

The spectral features of the surface plasmon band are determined by the relative

dimensions of the particle in relation to the wavelength of the electromagnetic ra-

diation [18, 20, 30]. When the dimensions of nanoparticles are much smaller

than the wavelength of light, the particle experiences a uniform electromagnetic

field. As a result, all the conduction electrons move in-phase with the electromag-

netic radiation producing only a dipole type of oscillation. The surface plasmon

band of a spherical silver or gold nanoparticle having diameter of approximately

5–50 nm is dipolar in nature, resulting in a single narrow peak. However, with

increase in size, the field across the particle becomes nonuniform and light can-

not polarize the nanoparticles homogeneously. This results in a phase retardation

of the applied field inside the material. As a consequence, broadening in the di-

polar surface plasmon band is observed in larger particles along with the possibil-

ity of multipolar excitation (quadrupole, octupole etc.) [59–61].

Various extinction modes due to multipolar excitation have been classified by

the multipolar order ‘n’ of the spherical particles [20]. They are divided into elec-

tric and magnetic modes which correspond to the surface plasmon and eddy cur-

rent, respectively. The extinction loss due to each mode consists of true absorp-

tion (A) as well as a scattering (S) component and the total extinction spectrum

is given by

EðoÞ ¼ SnðAn þ A0
n þ Sn þ S 0

nÞ ð6:4Þ

where A and S corresponds to the absorption and scattering contribution from

surface plasmons and A0 and S 0 correspond to the absorption and scattering con-

tribution from the eddy current. The contribution due to the magnetic mode is

small for these particle sizes and spectral region and hence is not considered.

The extinction losses due to electric field interaction result in distinct spectral

bands for noble metal nanoparticles since they consist of nearly free electrons
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(vide supra). Thus the total extinction spectrum in the case of noble metal nano-

particles can be deduced as

EðoÞ ¼ SnðAn þ SnÞ ð6:5Þ

The contributions of the quadrupole surface plasmon absorption was first ex-

perimentally separated from the dipolar extinction by Kreibig et al. for spherical

Ag nanoparticles (having a diameter @63 nm) using optical and photothermal

spectroscopy [20]. More recently, high order multipole resonances have been ob-

served by various groups in silver and gold nanomaterials possessing different

shapes, such as spheres, rods and prisms [59–62]. To observe these bands, nano-

materials should be extremely pure and homogeneous and their dimensions

should be sufficiently large.

High quality synthetic procedures were adopted by various groups for synthe-

sizing chemically clean metal nanoparticles. More recently, Chumanov and co-

workers prepared free standing naked Ag nanoparticles of varying dimensions

by reducing Ag2O using hydrogen gas [63]. These particles are chemically clean

and do not possess any chemical species on the surface, except water and oxygen.

The extinction spectra of small Ag particles showed an initial peak position

around 420 nm which is attributed to the dipole component of the plasmon reso-

nance. As the particle size increases, the intensity of this band increases with con-

comitant shifts in its position to longer wavelengths and the authors could also

observe the successive formation of high-order multipole resonances (Fig. 6.10)

[59–61]. On increasing the size of Ag nanoparticles to@90 nm, the dipole reso-

nance band shifts to 490 nm, along with the formation of a new band correspond-

ing to the quadrupole mode at 420 nm. On further increasing the size of the par-

ticles (@170 nm), both the dipole and quadrupole resonances shift to the red

spectral range (630 and 470 nm, respectively) and a new band emerges at around

430 nm corresponding to the octupole mode. The band corresponding to the oc-

tupole mode, with further increase in the particle size, gradually evolves into a

distinct peak and shifts to 475 nm. Subsequently, a new shoulder corresponding

to the hexadecapole mode was observed in the spectrum at 430 nm. For a particle

of@215 nm size, the authors could observe quadrupole, octupole, and hexadeca-

pole modes of the plasmon resonance at 543, 483, and 432 nm, respectively, with

the broad dipole peak at the near-IR region of the spectrum.

Highly structured multipole plasmon resonances were reported in gold nano-

rods and nanoprisms by Schatz, Mirkin and coworkers [62, 64]. Usually, wet

chemical methods have been adopted for the synthesis of gold nanorods of

smaller dimensions and they possess two distinct surface plasmon absorption

bands associated with the transverse and longitudinal oscillations of electrons.

Due to polydispersity and the presence of other shapes, nanorods synthesized by

this method are not useful for mapping out the multipole plasmon resonances.

For investigating these aspects, authors have synthesized high purity Au nano-

rods of larger dimensions (average diameter 85 nm and length 96–1175 nm) by

electrochemically depositing them in anodic aluminum oxide templates (hard
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template-directed synthesis). The higher order multipole resonances observed in

the experimental spectra (Fig. 6.11) [62] match well with the theoretical extinction

spectra obtained by the DDA method. When the length of the nanorod is 96 nm

(diameter@85 nm), one prominent broad peak is observed around 600 nm. Since

the aspect ratio is close to 1, the longitudinal plasmon (labeled I) overlaps with

the transverse dipole mode. Gans theory predicts that the transverse mode will

shift to shorter wavelengths (blue shift) and the longitudinal mode to longer

wavelengths (red shift) with increase in the aspect ratio and this trend was ob-

served in gold nanorods synthesized via the hard template-directed synthesis. It

is interesting to note that the authors could observe the successive formation of

all the longitudinal resonance modes up to seventh order in Au nanorods. Each

of the even (labeled as II, IV, and VI) and odd (labeled as I, III, V and VII) longi-

tudinal modes shift to longer wavelengths with increase in aspect ratio.

Extremely pure Au nanoprisms were synthesized by the same group and they

could observe a quadrupole plasmon resonance band in these systems (lmaxA800

nm) along with an in-plane dipole band with lmaxA1300 nm [64]. This band was

not observed in previous reports, may be due to the inhomogeneity and impur-

ities present.

It is believed that an understanding of the various multipole resonance modes

can provide fundamentally important correlations on the structure and optical

Fig. 6.10 Extinction spectra of different sized Ag nanoparticles

synthesized by the hydrogen reduction method and the spectra

corresponding to aliquots taken at different intervals (reproduced with

permission from Ref. [60], copyright 2005 American Chemical Society).
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properties of nanomaterials [62]. It can also provide a benchmark spectrum for

evaluating the quality as well as the homogeneity of various anisotropic nanoma-

terials. The near-field profiles and the far-field scattering patterns of multipolar

harmonics may be potentially useful in applications pertaining to light signal

routers, light manipulators, or multistep enhancers in processes such as second

harmonic generation [65].

6.3.2

Absorption vs. Scattering

Surface plasmon excitation in Ag and Au nanoparticles results in strong enhance-

ments of the absorption, scattering, and local electric field around the metal par-

ticles. These fundamental properties provide newer possibilities in the field of

biodiagnostics, which surpass the selectivity, sensitivity and multiplexing capabil-

ities of many conventional assays, biomedical imaging and therapeutics (for ex-

Fig. 6.11 UV–vis–NIR spectra of the (A) 96, (B) 641, (C) 735, and (D)

1175 nm in length gold rods in D2O. The Roman numeral labels the

multipole order associated with each plasmon resonance and the

transverse dipole mode, labeled with an asterisk. Orders were assigned

on the basis of theoretical calculations (reproduced with permission

from Ref. [62], copyright 2006 American Chemical Society).
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ample, destruction of cancer cells using photothermal therapy) [24, 53–55]. For

sensing and other diagnostic applications, it is desirable to have nanomaterials

with a high absorption cross-section whereas particles having strong optical scat-

tering are useful for imaging applications [24]. It is important to understand the

contributions of absorption/scattering to the total extinction by varying the di-

mensions and to find methods to control their relative contributions.

Maxwell’s equations for the optical response of a homogeneous, isotropic sphere

to an electromagnetic field of light provide exact formulae for calculating both

scattering and absorption cross-sections. However, this analytical method has a

fundamental limitation that the exact solutions are restricted to highly symmetric

particles such as spheres. Numerical approximate methods are generally used to

calculate the optical properties of small particles of arbitrary shapes and several

methods have been developed in the past decade [66]. These include (i) surface-

based methods such as the transition matrix (T-matrix) method [67] and the gen-

eralized multipole technique (GMT) [68] where the particle’s surface is discre-

tized and solved numerically and (ii) volume-based methods such as the discrete

dipole approximation (DDA) [69] and the finite different time domain (FDTD)

methods [70] where the entire volume is discretized. Among the various meth-

ods, DDA has emerged as the most powerful electrodynamic method for calculat-

ing the scattering and absorption cross-section of small particles of any arbitrary

shape. This method was originally developed by Purcel and Pennypacker for ad-

dressing the scattering problem of interstellar dust particles [69]. More recently,

Schatz and coworkers have successfully demonstrated the use of the DDA

method for studying the extinction spectrum and local electric field distribution

of metallic systems having different geometries and environments [18, 30, 66].

In this method, a particle of an arbitrary shape is replaced in an assembly of finite

polarizable cubical elements. Each of these cubes is small enough that one has to

consider only the dipole interaction with an applied electromagnetic field and the

induced fields in other elements. Thus the particle can be considered as a cubic

array of dipoles, which reduces the solution of Maxwell’s equation to an algebraic

problem involving many coupled dipoles.

Several groups have compared the optical properties of noble metal nanostruc-

tures obtained from experimental and DDA simulation. Anisotropic noble metal

nanoparticles such as Ag nanodisks, Ag triangular nanoprisms, Au nanoshells

and Au multipods show intriguing optical properties and possess tunable surface

plasmon bands depending on their shapes [30]. The extinction spectra of these

particles were compared by experiment as well by the DDA method. Compared

to spherical particles, the surface plasmon resonances of these anisotropic par-

ticles are red-shifted and in some cases observed as distinctive dipole and quadru-

pole plasmon modes. Sosa et al. have used the DDA method to study the extinc-

tion, absorption, and scattering efficiencies of nanoparticles of different sizes and

shapes (spheres, ellipsoids, cubes, tetrahedra, cylinders, and pyramids), made out

of silver and gold and identified the main optical signature associated with various

geometries [71]. They observed that the spectra are more complex as the particle

has less symmetry and more vertexes.
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In a recent article, Evsnoff and Chumanov have presented the experimental

measurements of the extinction, scattering and absorption cross-sections and effi-

ciencies for silver nanoparticles of 16 different sizes, having diameters ranging

from 29 to 136 nm [59]. For this purpose they used highly pure Ag nanoparticles,

free of extraneous species, having narrow size and shape distribution and a high

degree of crystallinity. The extinction spectra obtained by standard UV–vis mea-

surements represent transmission losses due to both true absorption and scatter-

ing which were separated using an integrating sphere. The extinction is domi-

nated almost entirely by absorption for small particles with diameter around 30

nm (Fig. 6.12A) [59]. The contribution of scattering in the extinction spectrum

increases with particle size and becomes equal to absorption at a particle diame-

ter of ca. 52 nm (Fig. 6.12B) [59]. The effect of phase retardation can be observed

for larger particles (with diameter > 76 nm) resulting in the appearance of addi-

tional plasmon modes (Fig. 6.12C) [59].

In an elegant theoretical study, El-Sayed and coworkers calculated the absorp-

tion and scattering properties of gold nanoparticles of different size, shape, and

composition [24]. They observed that the magnitude of extinction, as well as the

relative contribution of scattering to the extinction, increases rapidly with increase

in the size of the metal nanospheres. For Au nanospheres and nanorods, increase

in the diameter resulted in an increase in the extinction cross-section as well as in

the relative contribution of scattering (Fig. 6.13). However, an increase in the

nanorod aspect ratio at a constant radius does not result in any considerable ef-

fect on either the extinction cross-section or the ratio of scattering to absorption.

These studies clearly indicate that the relative scattering to absorption contribu-

tion could be easily tuned by changing the dimensions of the rods.

Fig. 6.12 Extinction (solid line), scattering (dotted line), and absorption

(thin line) spectra of silver nanoparticle suspensions normalized per

particle. The mean particle sizes are noted in each panel. The units on

the y axis are multiplied by 1010 (reproduced with permission from Ref.

[61], copyright 2005 Wiley-VCH).
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Fig. 6.13 (A)–(C) Tunability of the extinction

cross-section of nanoparticles and (D)–(F)

tunability of the ratio of scattering to absorp-

tion of nanoparticles. Variation of ‘Cext’ with

(A) nanosphere diameter ‘D’, (B) nanorod

effective radius ‘reff ’ at fixed aspect ratio

(R ¼ 3:9), and (C) nanorod aspect ratio ‘R’

at fixed reff of 11.43 nm. Variation of Csca/Cabs

with (D) nanosphere diameter ‘D’, (E) ‘reff ’

at fixed aspect ratio R ¼ 3:9, and (F) ‘R’

at fixed ‘reff ’ of 11.43 nm (reproduced with

permission from Ref. [24], copyright 2006

American Chemical Society).
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6.4

Plasmon Coupling in Higher Order Nanostructures

The transport of optical energy using materials that are considerably smaller than

the wavelength of light is one of the most challenging issues in the miniaturiza-

tion of photonic components. The design of higher order nanostructured mate-

rials (for example, one-dimensional arrays of noble metal nanoparticles with

defined particle spacing) is an essential requirement for achieving this goal.

Lithographic methods such as electron beam lithography are more commonly

used for the construction of higher order nanostructures and the details are sum-

marized in recent reviews [6, 15]. Such nanostructures can convert photons into

surface plasmons that are not diffraction limited (focused more tightly than l=2).

Within the propagation length, the surface plasmon modes can be decoupled to

light and this possibility offers tremendous opportunities in the design of nano-

scale optical and photonic devices such as metal nanoparticle plasmon wave-

guides. Maier et al. have recently demonstrated the transport of electromagnetic

energy over a distance of 0.5 mm in plasmon waveguides consisting of closely

spaced silver rods [32]. The waveguides were excited by the tip of a near-field

scanning optical microscope and energy transport was probed by using fluores-

cent nanospheres.

Tailoring the optoelectronic properties of nanomaterials through the stepwise

integration of nanoscale building blocks (nanoparticles, nanorods, nanotubes,

etc.) is another major challenge in the area of nanotechnology. Recent studies

have shown that it is possible to fine tune the optical properties of metallic nano-

particles by their controlled organization into periodic arrays [6, 15]. Two types of

interactions exist in organized metal nanoparticles: near-field coupling and far-

field dipolar coupling. Near-field coupling (evanescent coupling) is observed in

an ensemble of closely packed particles wherein the particles nearly touch each

other. In the latter case, the dipole field resulting from the plasmon oscillation

of a metal nanoparticle induces an oscillation in a neighboring nanoparticle. A

brief summary on the theoretical as well as the experimental investigations on

plasmon resonances in nanoparticles arrays, with emphasis on 1D organization

of spherical and rod shaped Au nanoparticles, is summarized in this section.

6.4.1

Assembly of Nanospheres

Assemblies of particles cannot be readily modeled by simple Mie theory due to

the complexity involved in multiparticle scattering and interference effects. A con-

venient way to theoretically investigate electromagnetic interactions in arrays of

spherical particles is to use high quality electrodynamic methods such as T-matrix

or coupled multipole methods [72]. Recently, Schatz and coworkers have reported

the influence of electromagnetic coupling between nanoparticles over a wide

range of particle spacing and for a broad range of array structures by using these

methods [72]. They have calculated the extinction spectra (dipole plasmon reso-
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nance wavelength and plasmon width) of 1D chains and 2D arrays of silver nano-

particles by varying the particle size, array spacing, array symmetry, and polariza-

tion direction. Under both parallel and perpendicular polarization, the width of

the plasmon band broadens in 1D chains as the spacing decreases. However, the

plasmon resonance wavelength mostly shifts to the red region under parallel po-

larization and to the blue region under perpendicular polarization.

Zhong et al. have theoretically calculated the extinction spectra for clusters of

two spherical Au nanoparticles (diameter 20 nm) at different separation distances

by using generalized multiparticle Mie (GMM) solutions [73]. Isolated nanopar-

ticles possess a single peak (Fig. 6.14A), while linked Au particle pairs (or larger

aggregates) show two extinction maxima. With decrease in interparticle spacing,

the short wavelength band becomes weaker whereas the intensity of the long

wavelength band increases and shifts to longer wavelengths. The electrodynamic

interaction between the nanoparticles is at a maximum when the particles touch

each other and a maximum peak shift was observed. By varying the number of

Au nanoparticles (diameter 40 nm), they calculated extinction spectra for line

aggregates where the light polarization direction is oriented parallel (Fig. 6.14B)

[73]. A bathochromic shift in lmax was observed with increasing aggregate size.

Various experimental methods such as electron beam lithography [74], laser trap-

ping [75] and chemical functionalization [76] have been utilized by various

groups for assembling metal nanoparticles.

By systematically varying the interparticle distances, Rechberger et al. have

experimentally verified the surface plasmon interactions in pairs of identical

nanoparticles having a particle diameter of 150 nm [74]. The particle pairs with

varying interparticle distances of 150, 200, 300 and 450 nm were fabricated by

electron beam lithography techniques. Representative scanning electron micro-

scope (SEM) images of gold particle pairs are presented in Fig. 6.15A. The extinc-

Fig. 6.14 Electrodynamic modeling calculations for Au nanoparticles.

(A) Change of extinction spectra for 20 nm diameter particles with

interparticle distance (s). (B) Extinction spectra of ‘‘line aggregates’’ of

varying number (d ¼ 40 nm, s ¼ 0:5 nm) (reproduced with permission

from Ref. [73], copyright 2004 American Chemical Society).
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tion spectra at different interparticle distances were recorded using incident light,

having polarization direction parallel and orthogonal to the long particle pair axis

(Fig. 6.15B, C). When incident light having parallel polarization was used for

excitation, a remarkable red shift of the surface plasmon extinction peak was

observed with decrease in interparticle distance (Fig. 6.15B). In contrast, a distinct

blue shift was observed with incident light having orthogonal polarization (Fig.

6.15C). The observed distance dependent peak shifts were qualitatively explained

based on a simple dipole–dipole interaction model. When two particles are

Fig. 6.15 (A) SEM images of particle pair

samples with varying interparticle distance

(center-to-center) of (a) 450 nm, (b) 300 nm

and (c) 150 nm. (B)–(C) Extinction spectra of

a 2D array of the Au nanoparticle pairs at

different interparticle distances. The

polarization direction of the exciting light is

(B) parallel to the long particle pair axis and

(C) orthogonal to it. (D) Illustratation of the

electromagnetic interaction between closely

spaced nanoparticles, (a) an isolated particle,

(b) a pair of close particles with the

polarization of the exciting field parallel to

the long particle pair axis and (c) orthogonal

to the long particle pair axis (reproduced with

permission from Ref. [74], copyright 2003

Elsevier Science).
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nearby, upon polarization, additional forces act on both particles, as illustrated in

Fig. 6.15D. For example, if the driving field is parallel to the long particle pair

axis, the repulsive forces within each particle are weakened due to attraction

of two opposite charges on adjacent particles. As a result the resonance peak

shifts to lower frequency. In contrast, when the driving field is normal to the

long particle pair axis, the charge distributions of both particles act cooperatively

to enhance the repulsive action in both particles, thus increasing the resonance

frequency [74].

Another elegant approach to control the assembly of Au nanoparticles, in a

reversible manner, has been demonstrated by Yoshikawa et al. [75]. They reported

the optical trapping of Au nanoparticles by a focused laser beam which leads to

the assembly of particles in the focal point. At lower laser power, the extinction

spectrum possesses only a single band at around 530 nm corresponding to iso-

lated Au nanoparticles. As the laser power increases, more compact gold nanopar-

ticles assemblies were produced in the submicrometer optical cage. As a result an

additional broad band was observed in the longer wavelength region (@660 nm)

and its intensity increased with laser power. The spectral intensity ratio between

the two bands (660 to 530 nm) was estimated for each spectrum and plotted

against the laser power (Fig. 6.16) [75]. The spectral changes clearly indicate that

the assembly of gold nanoparticles can be controlled reversibly and repeatedly by

tuning the laser power.

Controlling the organization of metallic nanoparticles into 1D or 2D assemblies

by adopting a chemical functionalizing route is more fascinating. Mann,

Dujardin and coworkers have investigated the formation of a 1D array of Au

nanoparticles by adopting a ligand exchange method [76]. The citrate stabilized

spherical Au nanoparticles were exchanged with the ditopic molecule, namely 2-

mercaptoethanol [HS(CH2)2OH); MEA], resulting in the formation of chain-like

superstructures. Time-dependent optical spectra were recorded at a fixed MEA/

Au nanoparticle molar ratio (r ¼ 5000:1) to investigate the mechanism of chain

Fig. 6.16 Ratios of two bands (660G 5.6 to 530G 5.6 nm) plotted as a

function of laser power. This procedure was repeated 12 times between

300 and 900 mW in steps of 300 mW (reproduced with permission

from Ref. [75], copyright 2004 The American Physical Society).
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self-assembly. A decrease in the intensity of the 520 nm band was observed along

with the formation of a long wavelength band which progressively shifted to the

red region with time (Fig. 6.17A) [76]. The corresponding TEM image, obtained

immediately after addition of MEA, shows isolated nanoparticles. As reaction pro-

ceeds a variety of nanostructures, from short nanoparticle chains to extended net-

works of interconnected chains, were observed (Fig. 6.17B) [76]. These super-

structures are quite stable and remained unchanged for prolonged incubation

times (such as two weeks). The progressive formation of a low-energy longitudi-

nal surface plasmon band is attributed to strong uniaxial coupling along the

linear array.

6.4.2

Assembly of Nanorods

As mentioned in previous sections, closely packed 1D arrays of Au nanoparticles

can, in principle, function as (i) guides of electromagnetic radiation (waveguides)

allowing miniaturization of devices below the diffraction limit and (ii) intercon-

nectors in optical and photonic devices. However, the isotropic nature of spherical

Au nanoparticles prevents the selective binding of molecules on surfaces which

restricts the possibility of designing 1D nanomaterials by chemical functionaliza-

tion methods [21]. In contrast, the anisotropic features of Au nanorods allow their

assembly in various orientations, and several attempts have been made to orga-

nize Au nanorods using electrostatic/supramolecular/covalent approaches [46,

47, 77–85]. This includes (i) the linear organization of Au nanorods using

biotin-streptavidine connectors and lateral organization through electrostatic in-

teractions by varying the pH of the medium [28, 79, 81]; (ii) longitudinal assem-

bly through covalent functionalization by using a,o-alkanedithiols [47], coopera-

tive intermolecular hydrogen bonding by using 3-mercaptopropionic acid [77]

and electrostatic interaction by using cysteine and glutathione [46]; (iii) end-to-

end electrostatic assembly of Au nanorods on multiwall carbon nanotubes [78].

Using Au nanorods as specific examples, Gluodenis and Foss have predicated

the effect of the interaction of nanorod pairs on the plasmon resonance spectra

at different distances and orientation by using a simple quasistatic treatment

[86]. According to this model, the axial interaction of Au nanorods may result in

the formation of a red-shifted absorption band and lateral interactions lead to a

blue shift of the longitudinal plasmon band. We have experimentally verified

plasmon coupling in metal nanorods, by integrating them into ID assemblies,

using chemical functionalization methods and these aspects are discussed below.

Interaction of bifunctional molecules such as 3-mercaptoproponic acid (MPA)

and 11-mercaptoundecanoic acid (MUA) with Au nanorods (synthesized by a

photochemical method) was investigated using absorption spectral studies and

transmission electron microscopy [77]. As described in Section 6.2.2, Au nano-

rods possess two plasmon absorption bands; a short wavelength band at around

520 nm corresponding to the transverse mode of plasmon oscillation and a long

wavelength band corresponding to the longitudinal mode of plasmon oscillation.
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Fig. 6.17 (A) Time-dependent UV–vis spectra of Au nanoparticles

recorded at various time intervals after addition of MEA at r ¼ 5000:1.

(i) 0, (ii) 3, (iii) 7, (iv) 24, (v) 48, and (vi) 72 h. (B)–(E) Corresponding

TEM images taken after various time intervals, (B) 0 h, (C) 3 h,

(D) 24 h, and (E) 14 days. Scale bars are 100 nm. (Reproduced with

permission from Ref. [76], copyright 2005 Wiley-VCH).
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Addition of varying amounts of MPA/MUA led to a decrease in the intensity of

the long wavelength band, accompanied by the formation of a new absorption

band in the near-infrared region (Fig. 6.18A). The spectral interconversions ob-

served through a clear isosbestic point indicate the existence of two different

forms of nanorods in suspension. The newly formed absorption band at 800 nm

slowly shifted toward longer wavelength with time (traces d to j in Fig. 6.18B) and

this time-dependent bathochromic shift in the absorption band is more pro-

nounced at higher concentrations of MPA/MUA. Interestingly, the short wave-

length band of Au nanorods remains unaffected upon addition of MPA/MUA.

TEM studies (Fig. 6.18C–F) showed that the Au nanorods were randomly distrib-

uted in the absence of MPA whereas in the presence of MPA, the rods were

aligned in an end to end fashion. On the basis of high resolution transmission

electron microscopy (HRTEM) studies, it has been recently reported that the

Fig. 6.18 (A) Absorption spectra of gold

nanorods (aspect ratio 3) in acetonitrile–

water (4:1) recorded immediately after the

addition of MPA. [MPA]: (a) 0, (b) 3.6, (c)

4.5, (d) 5.4, (e) 6.3, (f ) 7.2, and (g) 8.1 mM.

(B) Absorption spectra of gold nanorods in

acetonitrile–water (4:1) at different time

intervals after addition of 15 mM MPA; (a) 0,

(b) 4, (c) 8, (d) 12, (e) 16, (f ) 20, (g) 30, (h)

45, (i) 60, and (j) 120 min. (C)–(F) TEM

images of (C) Au nanorods in the absence of

MPA. (D)–(F) are three separate examples of

linearly assembled Au nanorods in the

presence of MPA (reproduced with permis-

sion from Ref. [77], copyright 2004 American

Chemical Society).
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edges of gold nanorods are dominated by [111] facets and the lateral sides by

[100] and [110] facets [4, 28, 31]. Similar alignment of rods in an end to end fash-

ion was earlier observed in the biotin-capped Au nanorod–streptavidin system

[81]. As indicated in this study, the thiol groups preferentially bind to the [111]

facets at the edges of the rod thus exposing the carboxylic group for further inter-

actions (Fig. 6.18). The carboxyl groups appended at the ends of the Au nanorods

dimerize through intermolecular hydrogen bonding, assisting the linear organi-

zation of Au nanorods. The linear assembly of Au nanorods results in the for-

mation of a new red shifted band originating from a dipolar interaction. In the

presence of external electromagnetic radiation, the charge distribution on the

assembled Au nanorods get perturbed, resulting in an additional attractive force

between the polarized negative and positive charges on adjacent rods. This addi-

tional attractive interaction in turn decreases the frequency of the longitudinal

plasmon oscillation.

The aniosotropic surface binding properties of Au nanorods were further ex-

ploited for the selective detection of micromolar concentrations of cysteine and

glutathione (g-Glu-Cys-Gly) in the presence of other a-amino acids [46]. Selective

detection of various a-amino acids/peptides is one of the major challenges in the

field of chemical and biomedical sciences, mainly due to the structural similarity,

incorporating both carboxylic and amino groups. Glutathione has very important

biological functions: (i) keeping the cysteine thiol group in proteins in the re-

duced state and (ii) protecting the cells from oxidative stress (it traps the free rad-

icals that damage DNA and RNA). Selective detection of glutathione using che-

mosensors is difficult due to the presence of several functional groups. Plasmon

coupling of Au nanorods was observed in the presence of cysteine and gluta-

thione through a two-point electrostatic interaction. The associated spectral

changes in the intensity of the longitudinal surface plasmon absorption band

were utilized for the selective detection of cysteine/glutathione (Fig. 6.19). One

Fig. 6.19 3D plot showing the selectivity of cysteine (3 mM), glutathione

(12 mM), and other a-amino acids (10 mM) (reproduced with permis-

sion from Ref. [46], copyright 2005 American Chemical Society).
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of the significant features of the present system is the unique ability of Au nano-

rods to detect cysteine/glutathione in the presence of various other a-amino acids.

Mechanistic understanding of nanochain formation allows the incorporation of

a desired number of Au nanorods in a nanochain, thereby tuning the optoelec-

tronic properties of higher order nanostructures. With this viewpoint, the interac-

tion of Au nanorods with a series of a,o-alkanedithiols namely, 1,3-propanedithiol

(C3-DT), 1,5-pentanedithiol (C5-DT), 1,6-hexanedithiol (C6-DT), 1,8-octanedithiol

(C8-DT), and 1,9-nonanedithiol (C9-DT) were investigated. A decrease in the lon-

gitudinal plasmon absorption was observed along with a concomitant formation

of a new red-shifted band above a critical concentration of dithiol (@0.6 mM for

0.12 nM Au nanorods), which is attributed to the plasmon coupling in assembled

nanorods (Fig. 6.20). However, no noticeable spectral changes were observed

below the critical concentration (Fig. 6.20A), and the TEM studies indicated that

the nanorods remain isolated and randomly distributed. Two steps (Fig. 6.21) are

involved in nanochain formation: an incubation step followed by the interlinking

Fig. 6.20 Absorption spectral changes (A),

(B) of Au nanorods having aspect ratio 2.9

[@0.12 nM] upon addition of C9-DT: (A) [0.5
mM], (B) [2.0 mM] at different time intervals.

(C) absorption–time changes in the longitu-

dinal absorption band of Au nanorods on

addition of 2 mM of C9-DT at (a) 55, (b) 45,

(c) 35, (d) 25, (e) 20, (f ) 15 and (g) 10 �C,
and (D) the kinetic plot of [e(A0 � At)]/A0At

versus time (reproduced with permission

from Ref. [47], copyright 2006 American

Chemical Society).

212 6 Surface Plasmon Resonances in Nanostructured Materials



of nanorods. During the incubation period, one of the thiol groups of a,o-

alkanedithiols preferentially binds onto the edges of the nanorods leaving the

other thiol group free. No spectral changes were observed during the incubation

period which is analogous to the reaction between 1-alkylmercaptans and gold

nanorods. Above the critical concentration, a chain up process proceeds through

the interlocking of nanorods, initially to dimers and subsequently to oligomers,

which results in longitudinal interplasmon coupling. The clear isosbestic point

observed in the time-dependent absorption spectrum and dimers observed in the

TEM monographs confirm the involvement of the dimerization step in the chain

up process (Fig. 6.21). Time-dependent changes in the longitudinal absorption

band of Au nanorods were investigated over a wide range of temperature (10–55
�C) and were analyzed for a second-order kinetic process (Fig. 6.20C, D). The lin-

earity observed in the initial period further supports the dimerization mechanism,

Fig. 6.21 (A)–(C) TEM micrographs of Au nanorods (aspect ratio 2.9)

recorded in the presence of C9-DT [2.0 mM] at time intervals of (A) 500,

(B) 1000 and (C) 1500 s. (D) Generalized scheme showing the stepwise

formation of nanochains (reproduced with permission from Ref. [47],

copyright 2006 American Chemical Society).
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which deviates with time due to the contribution of other complex processes (Fig.

6.20D). The energies of activation for the dimerization of nanorods possessing

C9DT, C8DT, and C5DT were estimated from the slope as 85.9, 80.2, and 33.8

kJ mol�1, respectively. These results indicate that dimerization is more favored

in the case of nanorods possessing C5DT. The large activation energy for dimeri-

zation further confirms that this step is not diffusion but activation controlled. To

further characterize the surface interactions of a,o-alkanedithiols on Au nano-

rods, Raman spectroscopic investigations were carried out. The FT-Raman spec-

trum of Au nanorods, recorded in the presence of C9DT, showed a new band at

475 cm�1 which is characteristic of a vAuaS stretching mode.

Liz-Marzan and coworkers have reported the formation of strings of Au nano-

rods by using multiwall carbon nanotubes (MWNTs) as templates based on a

polyelectrolyte layer-by-layer (LBL) approach [78]. The assembly is extremely uni-

form over long distances. At higher magnification, they observed a high degree of

alignment of the nanorods, more or less in the form of stripes on opposite sides

of the MWNTs, rather than uniformly covering the surface. It has been shown

more recently that the potential decays more rapidly in areas with larger curva-

ture (near the tips) for nanorods. This allows an end to end organization of nano-

rods rather than side-wise, resulting in a stringlike conformation. UV–vis spectra

of the isolated nanorods with three different aspect ratios and the corresponding

MWNTassembled nanorods are presented in Fig. 6.22. In all three cases the spec-

tra measured after the assembly showed broader and red-shifted bands resulting

from the uniaxial plasmon coupling between neighboring nanorods.

Gold nanoparticles have been used for the development of a wide range of bio-

molecular detection and extensive reviews on nanoparticle-based DNA and pro-

Fig. 6.22 (a) TEM images of Au nanorods (average aspect ratio 2.94),

assembled on MWNTs (average diameter 30 nm) (b) UV–vis spectra of

aqueous dispersions of individual Au nanorods (dashed lines) and

nanorods attached on MWNTs (solid lines). The average aspect ratios

(a.r.) of the nanorods are indicated (reproduced with permission from

Ref. [78], copyright 2005 Wiley-VCH).
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tein detection systems are available [87, 88]. Molecular rulers based on plasmon

coupling of gold and silver nanoparticles have been reported recently by Alivisa-

tos and coworkers [89, 90]. Coupling of localized surface plasmon resonances in

noble metal nanoparticles offers a potential alternative to Forster resonance en-

ergy transfer for measuring nanometer-scale distances in biomolecular systems

[91].

6.5

Summary and Outlook

Recent theoretical as well as experimental advances in the understanding of the

surface plasmon behavior of nanostructured metal systems have provided several

promising solutions for the confinement of light below the diffraction limit.

These developments have led to several technological breakthroughs. The most

noticeable of these are the surface plasmon-based photonic devices such as nano-

scale waveguides and biosensors based on surface enhanced spectroscopy which

allows the detection of single molecules. Newer synthetic strategies allowed the

realization of numerous nanostructures having well defined size and shape.

However our understanding of the mechanism of the growth process is still in

its infancy and more studies are required. Such studies can provide guidance in

the design of nanostructured materials with highly tunable optical properties.

Excitation of surface plasmons results in strong enhancements of the absorp-

tion, scattering, and local electric field around the metal particles. Also the mag-

nitude of extinction and the relative contribution of scattering to the extinction

can be fine tuned by structural modifications. Such unusual optical properties of

surface plasmons may provide excellent opportunities in the biomedical field for

diagnosis, imaging and therapeutics such as photothermal treatment of cancer

cells. Over the past several years, exciting progress has been made in elucidating

multipole resonance modes in metal nanoparticles. These results can provide

fundamentally important correlations on the structure and optical properties of

nanomaterials and possibly a benchmark spectrum for evaluating the quality as

well as homogeneity of various nanomaterials [62].

One of the convenient methods for designing higher order nanostructured

materials is through the stepwise integration of nanoscale building blocks. A

brief summary of the recent developments in the hierarchical integration of

nanospheres/nanorods into ID arrays is presented in Section 6.4. In general,

such assemblies with well defined particle spacing result in selective plasmon

coupling which can be further tuned by varying the distances and orientations.

Approaches presented here for connecting nanorods into 1D arrays of desired

chain length and thereby tuning their optoelectronic properties may have a wide-

range of application in nanotechnology, particularly in nanoelectronics and

plasmonics.
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7

Applications of Nanostructured Hybrid

Materials for Supercapacitors

A.V. Murugan and K. Vijayamohanan

7.1

Overview

Nanostructured hybrid materials with both organic and inorganic components

have attracted much attention recently due to the possibility of tailoring their di-

mensionality to facilitate a change in their fundamental properties including re-

dox potential, conductivity and charge storage, in comparison with those of their

bulk analogs. In the past, several nanostructured materials like carbon nanotubes

(single-walled as well as multiwalled), ruthenium oxide functionalized carbon

nanotubes and conducting polymer based nanostructured composites have been

used to prepare excellent electrodes for electrochemical capacitors. Nevertheless,

limited cycle life, high self-discharge and a large equivalent series resistance un-

dermine their full utilization and new hybrid nanostructured materials are

needed to solve some of these challenges. As a part of our continuing quest for

preparing hybrid materials with novel or enhanced properties, we discuss here

the present state of the rapidly emerging area of organic–inorganic nanostruc-

tured hybrids with regards to their synthesis, characterization, properties and ap-

plications as electrodes and electrolytes for supercapacitors.

7.2

Introduction

The emergence of nanotechnology as a unique and powerful interdisciplinary re-

search activity with significant societal impact has affected almost all areas of

science and technology, including electrochemical energy storage. For example,

the uncanny ability to manipulate matter on the nanometer scale, has resulted

in many remarkable materials with novel and significantly improved physical,

chemical, mechanical and electrical properties compared to those of their bulk

analogs [1]. Since, nanotechnology implies the control of matter at the atomic

and molecular level, which requires working across the boundaries of classical
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disciplines, it is essential to work within a very basic scheme of the interdisciplin-

ary character of nanotechnology realizing the overlap between nanotechnology

and its related fields. This is especially significant since a strong hope is now put

on nanotechnology, resembling a sort of dream in which we can, in principle,

solve most of the daunting technological problems in diverse areas ranging from

electronics, optoelectronics and photonics to energy storage, medicine and biol-

ogy [1–4].

Nanostructures, defined as structures having at least one dimension in the

range 1–100 nm, have attracted steadily growing interest for energy storage appli-

cations since our ability to generate such small structures has helped us to face

many challenges in the design and development of materials for electrochemical

energy storage, including batteries, fuel cells and supercapacitors. In recent years

physicists and chemists have devoted increasing attention to these materials, and

this interest is expected to increase further in the near future due to new proper-

ties acquired at this length scale depending on the size and shape [1–4].

The past few decades have witnessed an exponential growth in these materials

and consequently it is almost impossible to provide a complete overview of the

different types of nanostructured hybrid materials in any one chapter. Hence

here we discuss the synthesis and characterization of nanostructured hybrid ma-

terials specially tailored for supercapacitor applications. We start with a broad def-

inition of nanostrucured hybrid materials based on the dimensionality and elec-

tronic confinement effects, followed by the importance of these materials for

electrochemical energy storage applications. Next we proceed with an elementary

discussion of key criteria for selecting supercapacitor electrodes and we will also

discuss the recent developments for both electrodes and electrolytes. Specific ap-

plications of these hybrid materials for rechargeable lithium batteries and fuel

cells will not be extensively covered since excellent recent articles and reviews

are available [5–8]. However, due to strong similarities of all these electro-

chemical systems, some overlap may be inevitable (for example, ionic liquids)

since a few of the material parameters are fundamentally the same, even when

we use them as conventional materials. The major limitations of currently used

materials are highlighted with a view to suggesting the direction of research in

this area to generate novel hybrid materials. We will conclude by pointing out

the essential requirements for designing hybrid nanostructured materials for

supercapacitor applications with enhanced performance.

7.3

Nanostructured Hybrid Materials

As commonly known there are different types of nanostructured materials rang-

ing from zero-dimensional atomic clusters (quantum dots) to three-dimensional

structures where, at least in one dimension, there is spatial quantum confine-

ment facilitating size-dependent electronic properties. Consequently atoms, clus-

ters, quantum dots and similar spatially confined molecular systems are called

zero-dimensionally modulated (0D or more correctly quasi-zero dimensional) sys-
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tems, which are spherical clusters with several thousands of atoms. If spatial con-

finement exists preferably in one dimension, wires, rods, belts and tubes in the

nanometer range could be classified as one-dimensionally modulated (1D) systems

(nanowires and nanotubes) and this classification provides a good method to in-

vestigate the dependence of electrical, thermal, optical and mechanical properties

on the aspect ratio (that is, length divided by diameter) of these materials. Some

of the established examples include size-dependent excitation or emission, quan-

tized or ballistic conductance, coulomb blockade or single electron tunneling

(SET) and metal–insulator transition and many of these properties play an impor-

tant role when interconnects and active components are fabricated in nanoscale

electronic, optoelectronic, electrochemical, and electromechanical devices [9–11].

If spatial confinement exists in a plane of nanometer thickness, these are called

two-dimensional layers (2D), represented typically by many insertion materials such

as graphite and layered-type dichalcogenides and oxides of the transition metals

of Ti, Nb, Ta, Mo, W and V. Some of these materials are of great interest as posi-

tive and negative insertion electrode materials for electrochemical power sources.

Several organic molecules and even some polymers can be organized in the inter-

layer gap to form many hybrid nanostructured materials, as discussed in detail

later. Some of these materials, like MoS2, could also function as solid lubricants

because of their layered character [12]. The last class consists of 3D modulated mi-

crostructures or a nanophase framework where cross-linked channels allow ion

insertion if the size of the channels is sufficiently large to accommodate the

ions. However, due to size-tunability, these materials are commonly considered

as better model systems for investigating the dependence of electronic/ionic

transport on dimensionality [1–4].

The above classification of nanostructured materials can be further broadened

to encompass a large variety of organic and inorganic systems, either amorphous

or crystalline, made of distinctly dissimilar components mixed at the nanometer

scale. The term nanocomposite is thus used to indicate a distinct form of material

which involves nanosized or molecular domain-sized particles embedded in an

organic, polymeric, metallic or ceramic matrix. In all these cases, irrespective of

the nature of the matrix, it is perceived that the intimate inclusion of these nano-

particles could completely change the intrinsic properties of these materials. In

other words, the nanoparticles can serve as matrix reinforcement in order to

change the physical properties of these base materials. With such a small amount

of nanostructured material, a large amount of available interfacial area enables a

complete transformation of the material’s chemical, mechanical and morpho-

logical domain structure. Consequently much of today’s research activity in the

field of organic–inorganic hybrid nanocomposites is directed towards demon-

strating mechanical and electrical properties superior to those of their separate

components due to size confinement and dimensionality [13–23].

According to the nature of the organic–inorganic interface (that is, the nature

of association between the inorganic and organic components) these nanocompo-

sites can be classified into two types: one in which the inorganic nanoparticles are

embedded in an organic matrix is called ‘‘inorganic–organic nanocomposite’’ (IO
materials, focusing more on the inorganic materials) to denote hybrids where the
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organic phase is host to an inorganic guest. The other type is ‘‘Organic–inorganic
nanocomposite’’ (OI materials, focusing more on the organic materials) where the

guest organic molecules are confined in inorganic host layers. However, in both

cases the composite formation demands seamless blending or entrapment with

compositional control at the interphase rather than simple blending or mixing

and we will use the term hybrid nanomaterials to indicate useful properties aris-

ing from the presence of neither purely organic nor inorganic materials. Figure

7.1 provides a schematic representation of the different types of nanocomposites

formed in this way. The synergistic behavior arising due to both anisotropy and

the hierarchical nano-level organization are the primary reasons for their remark-

able behavior [13–23].

7.4

Electrochemical Energy Storage

Electrochemical methods of energy storage possess several advantages over other

modes of energy storage. For example, they are more efficient (since they are not

Fig. 7.1 Schematic representation of different types of organic–

inorganic and inorganic–organic nanocomposites formation.
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subject to Carnot limitations), flexible and modular, as illustrated by many recent

versions of microfuel cells and rechargeable lithium batteries [5–8]. Further, elec-

trochemical energy generation and storage has become extremely important with

increasing environmental pollution as it can decrease our dependence on limited

fossil fuel reserves. As worldwide concern grows over fossil fuel usage, in terms

of global warming, resource depletion, and other related issues there will be a

progressive swing to the effective use of renewable energy sources. This will ne-

cessitate the development of improved methods of generating and storing elec-

tricity, from abundant resources without causing any environmental contamina-

tion. The rapid development of modern electronic and information technologies

has created a strong demand for miniaturization, coupled with consumer need

for lightweight portable electrochemical power sources, for a range of applica-

tions including communication devices, electric vehicles (EV), spaceships and

pacemakers. Consequently, during the last few years, many developments have

led to an entirely new class of nanostructured hybrid materials especially useful

for electrochemical power sources [13–23].

Electrochemical power sources can be broadly classified in to three types: fuel

cells, batteries and supercapacitors. Although many excellent hybrid nanostruc-

tured materials have been developed in the last decade for all these types of elec-

trochemical power sources, we will focus only on supercapacitors since many in-

novative materials have been recently found to cause many dramatic performance

related benefits. There have been many applications of hybrid nanomaterials in

the area of both rechargeable lithium batteries and fuel cells, as electrocatalysts

and other components to solve various difficulties and interested readers can

look elsewhere, as already mentioned in the Introduction [13–27]. In the follow-

ing section we discuss some essential features of supercapacitors before the actual

survey of currently employed materials.

7.5

Electrochemical Capacitors

Electrochemical capacitors (ultracapacitors or supercapacitors), can act like static

and passive electrical energy storage devices. However, they differ from conven-

tional capacitors primarily in the mechanism by which they store energy. Super-

capacitors hold their stored electrical charges in an ionic layer that forms at the

interface between each of the two electrodes and a common electrolyte. For exam-

ple, supercapacitors typically have energy densities that range from 300 times that

of the largest conventional capacitors, to approximately one tenth of that of the

lowest density batteries. However, their power densities are typically 10 times

above those of most batteries. A comparison of power density of a supercapacitor

with other different types of commonly used electrochemical power sources with

respect to their ability to deliver energy and power is generally effected using a

Ragone plot, as shown in Fig. 7.2 [27]. This clearly demonstrates that by offering

high power and energy density coupled with low equivalent series resistance

(ESR), a supercapacitor acts as a remarkable intermediate power source (a bridge
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between batteries and conventional capacitors) that features the best characteris-

tics of both of these. Thus a strategically placed supercapacitor can prevent bat-

tery stress by supplying the peak power demands for specific applications, as il-

lustrated in a schematic comparison of the charge–discharge profiles of a battery

and a supercapacitor in Fig. 7.3. Due to the complementary aspects of power

storage/retrieval, their combined application often allows a smaller capacity bat-

tery to be used, thus saving valuable weight and volume for a given application

whilst extending the overall life span. In other words, together with a fuel cell or

battery, a supercapacitor pack can be used as a hybrid power device for many crit-

ical applications. For instance, in the case of automotive applications, this can

Fig. 7.2 Ragone plot of some of the electrochemical power sources

such as fuel cells, batteries and supercapacitors.

Fig. 7.3 A schematic comparison of the galvanostatic

charge–discharge profiles of a supercapacitor and a battery;

Pw represents the operating voltage of the supercapacitor

akin to the open-circuit voltage of a storage battery, Pmax and

Pmin represent the end-of-charge and end-of-discharge,

respectively, and ESR is the equivalent series resistance.
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supply the extra power needed for acceleration, concomitantly storing the energy

during braking, which obviously could be reused in the next acceleration process,

thus enabling fast regeneration for hybrid electric vehicle applications. Since their

power density is higher than that of batteries and fuel cells due to their light

weight and use of less space, important benefits are apparent for load leveling ap-

plications in addition to their excellent cold weather starting and increased cycle

life [28–32]. There are also other important applications as back-up memory for

consumer electronics, defibrillators for biomedical applications, power beaming

in space, electric guns and high power lasers in military operations, where differ-

ent types of design criteria are employed to match the required performance spec-

ifications. Consequently, in recent years, the practical realization of all these

advantages have led to the development of many supercapacitors which can com-

plement the power generation and storage characteristics of many advanced re-

chargeable batteries and fuel cells [33–41]. An even higher demand for the devel-

opment of high specific energy supercapacitors or ultracapacitors is expected with

technologies emerging today at a rapid pace.

7.5.1

Electrochemical Double Layer Capacitor vs. Conventional Capacitor

Electric charge is normally stored by keeping many free electrons (negative

charge) in close proximity to materials that lack electrons (positive charge) as per

the principles of electrostatics. In a conventional capacitor, this is accomplished

by placing an insulator (called a dielectric) between two conductive surfaces or

‘‘plates’’. When a difference of electrical potential is applied to the plates, elec-

trons will flow from the negative polarity side of the sources onto the plate to

which it is connected. On the other side of the dielectric, electrons are repelled

by the accumulated electrons on the negative plate and are driven toward the pos-

itive polarity side of the source until the full potential of the sources exists across

the plates of the capacitor. Thus conventional capacitors store electrical energy by

charge separation in a thin layer of dielectric material that is supported by metal

plates that can also act as the terminals for the device. The energy stored in a ca-

pacitor is given by 1
2CV

2, where C is its capacitance (in F) and V is the voltage

between the terminal plates. The maximum voltage of the capacitor is depen-

dent on the breakdown characteristics of the dielectric material. The charge Q
(in Coulombs) stored in the capacitor is given by CV and the capacitance depends

critically on the dielectric constant (e), the thickness (t) of the dielectric and its

geometric area (A) as expressed by, C ¼ eA=4pt [28, 30]. Based on the preparation

methods and materials used, conventional capacitors can be further classified

into multilayered ceramic capacitors and electrolytic capacitors. Both are exquisite

marvels of modern design and materials engineering although the former de-

pends more on the modulation of ceramic composition to accomplish high values

of dielectric constant [41].

An electrochemical double layer capacitor (EDLC) or supercapacitor comprises

two ‘‘electrodes’’ much like those of a battery, which are immersed in or impreg-

7.5 Electrochemical Capacitors 225



nated with an electrolyte. However, a supercapacitor can have identical electrodes

with respect to chemical composition, unlike those of batteries, charge storage

occurs when a difference of electrical potential is applied to the two electrodes,

essentially through the changes at the electrode/electrolyte interface (Fig. 7.4). Al-

though a comprehensive discussion on their further classification and the mech-

anism of charge storage at the interface with sufficient electrochemistry back-

ground is available in a recent book by Conwey [28], it is essential to discuss the

origin of enhanced capacitance since the organic part of many hybrid materials

contributes especially to enhanced charge storage by virtue of its strong adsorp-

tion tendency.

7.5.2

Origin of Enhanced Capacitance

When an electronic conductor (metal) is brought into contact with a solid or liq-

uid electrolyte, charge accumulation is achieved electrostatically on either side of

the interface, leading to the development of an electrical double-layer which is es-

sentially a molecular dielectric. When no charge transfer takes place across the

interface, the current observed during this process is essentially a displacement

current (non-faradaic current) due to the rearrangement of charges (convention-

ally described as an ideally polarized electrode). However, in some materials,

charge storage could also occur by electron transfer that produces tangible oxida-

tion state changes in the materials at particular potentials (the so-called ideally re-

Fig. 7.4 A simple model of an electrochemical double-layer capacitor,

where the charge storage occurs when a difference of electrical

potential is applied to the two electrodes, essentially through the

changes at the electrode/electrolyte interface.
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versible electrode) as dictated by Faraday’s laws (faradaic processes). Accordingly,

electrochemical capacitors (ECCs) can be classified as electric double layer capaci-

tors (EDLCs) or pseudocapacitors (or redox capacitors) depending on the nature

of these interfacial processes as represented schematically in Fig. 7.5 [14]. The

former has a capacitance associated with the non-faradaic charging (generally

10–30 mF cm�2 for Pt, Au electrodes) and discharging of the electrical double

layer at the electrode–electrolyte interface and is hence called an electrical double

layer capacitor (EDLCs), while the latter has faradaic current through surface

redox reactions or adsorption-induced pseudocapacitance as the origin [31]. In

pseudocapacitors, the non-faradaic double-layer charging process is usually ac-

companied by a faradaic charge transfer. Accordingly, the capacitance (C) of

supercapacitance is given by

C ¼ Cdl þ Cf ð7:1Þ

where Cdl is the electrical double-layer capacitance and Cf denotes pseudocapaci-

tance. Double-layer capacitance (Cdl) is expressed as

Cdl ¼ eA=4pt ð7:2Þ

where, e is the dielectric constant ‘A’ is the surface area of the electrode, and ‘t’ is
the electrical double-layer thickness. It is obvious from Eq. (7.2) that for a large

Cdl it would be mandatory to produce a thin, high surface-area electrical double-

layer and it is this unique combination of high surface area (e.g. 2000 m2 g�1)

with extremely small charge separation (t@ 10 Å) which is responsible for the or-

igin of the high value of the double layer capacitance for many hybrid materials.

In contrast, the best type of ceramic multilayer capacitors use a combination of

high e (6500 to 10000) and low t (few mm), but has relatively lower capacitance

values.

The pseudocapacitance (Cf) is brought about by a surface redox-reaction of the

type

Oad þ ne ! Rad ð7:3Þ

where Oad and Rad are the adsorbed oxidants and reductants respectively, and n
refers to the number of electrons (e) involved in the process. The special aspects

of pseudocapacitance arising due to the process of the adsorption–desorption

phenomenon of Oad=Rad on the electrode process can be understood by consider-

ing a simple model where the potential varies systematically with the coverage.

According to Frumkin, for an electrical double-layer, the charge on the metal sur-

face (qm) could be express as:

qm ¼ qoð1� yÞ þ q1y ð7:4Þ

where q1 is the charge associated with the coverage (y) of the adsorbed species,

and q0 is the charge associated with the bare surface (1� y) [31]. It is estimated
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that the energy (E ¼ 1
2CV

2) stored in a 1 V electrical double-layer capacitor with

porous carbon electrodes having surface area of 1000 m2 g�1 is @28 W h kg�1.

For comparison, a 1 V supercapacitor with a pseudo-capacitance (y ¼ 0:2, n ¼ 1

and g ¼ 0) held between carbon electrodes of a similar surface area could store

as large an energy as@1876 W h kg�1. In practice, however, it has not been pos-

sible to achieve these energy densities with any of the supercapacitors developed

so far due to various practical limitations associated with adsorption such as

adorbate–adsorbate interactions, solvation, local variation of e etc.

Electrons involved in the electrical double-layer charging are the itinerant

conduction-band electrons of the metal or carbon electrode, while the electrons

involved in the faradaic processes are transferred to or from the valence-electron

states (orbitals) of the redox active cathode or anode materials. The electrons may,

however, arrive in or depart from the conduction-band states of the electronically-

conducting support material, depending on whether the Fermi level in the

electronically-conducting support lies below the highest occupied state (HOMO)

of the reductant or above the lowest unoccupied state (LUMO) of the oxidant.

This is the most important parameter which could be profitably used for design-

ing hybrid material electrodes since the structure can be controlled in relation to

the potential window of the electrolytes used. The HOMO–LUMO gap can in-

deed be tuned by doping the polymer matrix with a variety of ions and this

Fig. 7.5 A schematic representation of a supercapacitor where the

energy storage occurs by charge separation in the double layer formed

at the porous high surface area electrode/electrolyte interface.
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approach has been demonstrated to be very valuable for designing many novel

hybrid materials.

7.6

Electrode Materials for Supercapacitors

Like many other electrochemical devices, a supercapacitor mainly consists of

three components: electrodes, electrolyte and the separator. We will not discuss

the materials for separators since their selection is important only for liquid elec-

trolytes to prevent their tendency for shorting. Electrolyte on the other hand, is an

important component where one has to select from a diverse range of materials

including liquid electrolytes, solid electrolytes and polymer electrolytes. More sig-

nificant is the choice of electrodes as this plays a critical role in controlling cycle

life, long-term stability, high surface areas, and resistance to electrochemical

oxidation/reduction. The focus seems to be, however, on achieving high surface

areas with low ‘matrix’ resistivity. Accordingly, electrochemical supercapacitors

make use of three main classes of materials: (i) transition metal oxides (ii) elec-

tronically conducting polymers (iii) carbon nanotubes and related carbonaceous

materials.

7.6.1

Nanostructured Transition Metal Oxides

The supercapacitive behavior of several transition metal oxides, such as RuO2,

IrO2, NiOx and manganese oxide has already been evaluated [42–46] several de-

cades ago. Ruthenium oxide has been found to be one of the best materials for

making supercapacitor electrodes and making nanoparticles of hydrous ruthe-

nium oxide (RuO2 xH2O) with different water contents using the sol–gel method

after annealing at different temperatures has provided many advantages. For ex-

ample, hydrous ruthenium oxide RuOx(OH)y has been recognized as one of the

most promising candidates for electrodes as it can store charge by reversibly ac-

cepting and donating protons from an aqueous electrolyte. This process is gov-

erned by a potential-dependent equilibrium, as represented by:

RuOxðOHÞy þ dHþ þ de� ! RuOx � dðOHÞyþd ð7:5Þ

where RuOx(OH)y is a mixed electronic–protonic conductor. Interestingly, its

electrochemical properties depend on the amount of water incorporated in its

structure and the change in oxidation state (Ru4þ/Ru3þ) of ruthenium, which is

actually responsible for the capacitance.

Apart from providing the maximum specific capacitance of 770 F g�1, use of

ruthenium oxide also allows one to tune the electrochemical and physical proper-

ties, morphologies, crystalline structures and proton dynamics in RuO2 xH2O for

high-performance ultra-capacitors [28]. However, hydrous ruthenium oxide is a
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very expensive material and hence much effort is being made worldwide to re-

place ruthenium oxide by other nanostructured transition metal oxides. For ex-

ample, many low-cost nanostructured transition metal oxides such as MnO2,

Fe3O4 and V2O5 have been recently developed as active electrode materials for

aqueous electrochemical supercapacitors by many groups [47]. In particular,

MnO2 appears to be a promising material, compared to other materials like

Fe3O4 and V2O5, in electrolytes such as 0.1 M K2SO4 due to its abundance and

superior electrochemical properties, although the specific capacitance of the

V2O5 electrode varies significantly after a few hundred cycles. For example, amor-

phous nanostructured manganese oxide, electrochemically deposited onto a

stainless-steel electrode shows about 410 F g�1 specific capacitance along with a

specific power of ca. 54 kW kg�1 at 400 mV s�1 sweep rate under potentiody-

namic conditions [48]. Cycle life data for this also shows remarkable stability for

the specific capacitance, even up to 10 000 cycles. Similarly, amorphous nano-

structured tin oxide (SnO2) prepared by potentiodynamic deposition onto inex-

pensive stainless-steel electrodes shows a maximum specific capacitance of 285

F g�1 at a scan rate of 10 mV s�1 [49]. Rutile-type Ru1�xVxO2 nanoparticles with

high surface area also exhibit extremely high capacitance compared to that of

pure RuO2 [50]. Other oxides like IrO2 and NiOx have also been prepared in

nanostructured form by many other strategies including the commonly employed

method of dispersion of transition metal oxides in other less expensive oxide/

carbon matrices and in conducting polymers.

7.6.2

Nanostructured Conducting Polymers

The use of conducting polymers as active materials for supercapacitors, as illus-

trated by electrodes made up of polyaniline, polypyrrole and polythiophenes,

demonstrates many advantages including fast doping–dedoping during charge–

discharge, high charge density, easy chemical/electrochemical synthesis and low

cost as compared to that of many noble metal oxides [51–55]. According to Rudge

et al., there are three possible schemes by which conducting polymers can be

used as electrodes in redox supercapacitors [53, 56]. In type I capacitors, two iden-

tical electrodes comprising symmetrical p-doped conducting polymer films are

used, whereas two different p-doped conducting polymers are used in type II ca-

pacitors. Type II capacitors can be charged to a comparatively higher voltage by

virtue of the difference in the potential range over which conducting polymers

can be doped and de-doped. A mixture of both n- and p-doped conducting poly-

mers can be used in type III capacitors and this can achieve the highest possible

voltage (typically about 3 V) in the charged state. Since conducting polymers are

generally permeable to small molecules [57] every volume element of the elec-

trode material at the molecular level is in contact with the electrolyte solution, re-

sulting in an extremely high effective surface area. However, due to their low

compatibility with the electrolyte phase, the separation of the polymer chains in

conducting polymers is generally small relative to the double layer thickness,

causing a high electrolyte resistance in the polymer matrix [57] and a low effec-
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tive surface area. Compatibility of conducting polymers has, however, been im-

proved in recent times using dispersions/solutions [51, 58, 59]. However, most

of these conducting polymers lack adequate chemical stability due to their high

propensity for degradation and consequently the cycle life of supercapacitor elec-

trodes made from them is not very high [60]. Many of the conducting polymers

used for fabricating supercapacitor electrodes are not nanostructured materials

and hence we will not discuss them separately here. However, there are many ex-

ceptions, like the recent case of poly(3,4-ethylenedioxythiophene)-poly (styrene-

sulfonate) (PEDOT-PSS), which has been ionically crosslinked into a nanometer-

scale conducting hydrogel with a diameter of 40–80 nm that shows high power

density [33]. For example cyclic voltammograms at different scan rates for sym-

metrical two electrode supercapacitor cells with PEDOT-PSS/PPy electrodes and

PEDOT-PSS electrodes in 1 M Na2SO4 aqueous electrolyte as shown in Fig. 7.6

clearly illustrate the superior performance. Similarly, polyaniline nanowires elec-

trochemically deposited on stainless-steel electrodes at a potential of 0.75 V vs.

SCE in 1 M H2SO4 electrolyte have been found recently to show 775 F g�1 at 10

mV s�1 along with good cycle life, suggesting the potential implications of these

nanostructured conducting polymers for fabricating high performance supercapa-

citor electrodes [58].

7.6.3

Carbon Nanotubes and Related Carbonaceous Materials

Nanostructured carbononaceous materials including carbon nanotubes (CNT)

represent an interesting class of materials for supercapacitor applications and

many research groups have recently generated exciting results using these mate-

rials. For example, utilization of a matrix of vertically aligned CNTs as electrode

structure by the MIT group has been found to generate power densities greater

Fig. 7.6 Cyclic voltammograms at different scan rates for symmetrical

two-electrode supercapacitors fabricated by using PEDOT–PSS/PPy

electrodes and PEDOT–PSS electrodes in 1 M Na2SO4 aqueous

electrolyte as per reference (adapted from Ref. [33]).
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than 100 kW kg�1, a life time longer than 300 000 cycles and an energy density

higher than 60 W h kg�1 [61].

Carbonaceous materials have been particularly popular for making electrodes

for many types of batteries, fuel cells and ultracapacitors owing to their large sur-

face area and high conductivity. Most of these carbonaceous materials are derived

from precursors such as coconut shells, wood powders, coal tar, resins, resorcinol-

formaldehyde and related polymers which yield active electrode materials with

surface areas ranging between 1000 and 2000 m2 g�1, resulting in capacities as

high as 500 F g�1 in alkaline electrolytes [62, 64]. More significantly, the surface

of these materials can be functionalized by a variety of methods to tailor their

properties and some of these surface-functionalized carbons shows surface areas

up to even 3000 m2 g�1. Some, like activated carbon, carbon-black, carbon aerogel

and carbon nanofibers are however, inexpensive and provide improved perfor-

mance as supercapacitor electrodes. However their capacitance may not be very

high as high surface area does not always mean high capacitance due to the intri-

cate involvement of pore-size distribution [28, 65]. Figure 7.7 for example, shows

the pore-size distribution with respect to capacitance variation for carbonaceous

materials [65]. The variation of both specific surface area (m2 g�1) and specific

capacitance of the composite with various percentages of ruthenium is also given

in Fig. 7.7. Although activated carbon has a surface area of 1340 m2 g�1, the com-

posite shows only 460 m2 g�1 after impregnation with 9 wt.% ruthenium. This

decreasing trend is not surprising as several pores are likely to be filled by hy-

drous ruthenium oxide, as illustrated by the data listed in Table 7.1 describing

the variation in surface area, pore volume and pore-size distribution in activated

carbon and the composite samples as a function of the amount of ruthenium.

Carbon nanotubes (CNTs) are attractive materials for electrodes of electrochem-

ical supercapacitors due to their unique characteristics of chemical stability, low

mass density, low resistivity and large surface area, as demonstrated in the SEM

images of CNTs (Fig. 7.8). [66–68]. For example, CNT electrodes with a surface

Fig. 7.7 Variation of surface area vs. specific capacitance with respect

to wt% of ruthenium in coconut-shell-based activated carbon and

[RuOx(OH)y] nanocomposite samples, adapted from Ref. [59].
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Table 7.1 A comparison of surface area, porosity and electrochemical

capacitance data for various amounts of RuOx .(OH)y incorporated in

activated carbon (adapted from Ref. [59]).

Amount of

ruthenium (wt.%)

BET surface

area (m2 gC1)

Mesoporous

area (m2 gC1)

Pore volume

(cm3 gC1)

Average pore

diameter (Å)

Capacitance

(F gC1)

0 1340 78 0.52 18 100

1.6 878 92 0.42 19 135

5 498 42 0.27 21 176

7 446 18 0.19 17 205

9 460 29 0.20 17 250

Fig. 7.8 Scanning electron microscopy images of carbon nanotubes

grown directly on the graphite foil before using as supercapacitor

electrodes. (a) low magnification to show the uniformity with respect to

large area and length; (b) high magnification to show the diameter.
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area of 430 m2 g�1 show a specific capacitance of 110 F g�1 and a power density

of 8 kW kg�1 (at an energy density of 0.56 W h kg�1) in a solution of 38 wt.%

H2SO4 [66]. Interestingly, heat treatment at high temperature improves the spe-

cific capacitance of single-walled CNT to 180 F g�1 with a larger power density of

20 kW kg�1 (and energy density of 6.5 W h kg�1). Although CNTs are potential

candidates for supercapacitors, commercial application is yet to be realized be-

cause of difficulties in mass production and purification. Furthermore, the prop-

erties of CNTs depend on their prehistory and hence their reproducibility is often

questionable with respect to their diameter and conductivity distribution. Other

double layer capacitor materials such as activated carbon, carbon black, carbon

aerogel and carbon nanofibers are, however, inexpensive and some of them pro-

vide improved performance as supercapacitor electrodes. A comparison of differ-

ent types of carbonaceous materials including SWCNT and MWCNT as super-

capacitor electrodes is provided in Table 7.2, where carbon cloth and aerogel

materials show better performance even than carbon nanotubes.

7.7

Hybrid Nanostructured Materials

Recently, many new classes of nanostructured hybrid electrodes for supercapaci-

tors have been developed by the unique combination of organic species with var-

ious inorganic materials [14, 65–72]. For example, electrochemical double-layer

capacitors with larger storage abilities have been achieved by employing high sur-

face area carbonaceous powders and carbon nanotubes with nanostructured tran-

sition metal oxides or conducting polymers (Table 7.3). The large capacitance

exhibited by some of these systems has been demonstrated to originate from a

combination of the double-layer capacitance and pseudocapacitance associated

with the participation of adsorbed intermediates in the surface redox-type reac-

Table 7.2 Specific capacitance of different types of carbonaceous

materials including single-walled carbon nanotube (SWCNT) and multi-

walled carbon nanotube (MWCNT) as supercapacitor electrodes in

various electrolytes.

Carbonaceous materials Electrolyte Capacitance/F gC1 References

carbon cloth KOH organic 200 100 28

coconut shells, activated carbon H2SO4 100 59

carbon nanofibers H2SO4 100 76

carbon aerogel KOH 140 28

carbon black KOH 95 28

single-walled carbon nanotube (SWCNT) H2SO4 40–180 61, 83

Multi-walled carbon nanotube (MWCNT) H2SO4 10–100 83, 84
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tions. For example, redox pseudo-capacitive materials (electronically conducting

polymers with oxides of multivalent metals such as ruthenium and iridium) and

double layer capacitive materials (nanostructured activated carbon, carbon black,

carbon aerogel and carbon nanotubes as discussed above) are two classes of ma-

terials with improved performance and hence a composite using them will facili-

tate extensive applications in developing supercapacitor electrodes.

7.7.1

Conducting Polymer–Transition Metal Oxide Nanohybrids

Integration of a nanostructured transition metal oxide into a conducting polymer

matrix to form a hybrid material is an effective way to harness the electro-

chemical activity of nanosized oxide clusters. By anchoring them into conducting

polymers like polyaniline, the reversible redox chemistry of the otherwise soluble

polyoxometalate clusters can be combined with that of the conducting polymer to

bring benefit for energy storage applications [23]. The resulting hybrid polymer

displays the combined activity of its organic and inorganic components to store

and release charge in a solid state electrochemical capacitor. We discuss a few

examples since this is an emerging area with many interesting applications in

electrochemical energy storage and accordingly many conducting polymers with

various nanostructured transition metal oxides hybrids have been reported re-

cently for electrochemical supercapacitors [14, 69–72].

Let us consider a typical example of a transition metal oxide–conducting poly-

mer composite: polypyrrole (PPy) mixed with nanosized colloidal Fe2O3. This

shows an increased capacitance of about 420 F g�1 compared to that of the indi-

Table 7.3 A comparison of electrochemical double-layer capacitors

prepared using various types of hybrid composites in different

electrolytes.

Nanostructured hybrid materials Electrolyte Capacitance/F gC1 References

NiOx/carbon nanotube, CNT KOH 160 28

RuOx (OH)y/coconut shells activated carbon H2SO4 250 59

carbon nanofibers/PANI H2SO4 264 76

RuO2/carbon aerogel H2SO4 270 35

PEDOT/CNT H2SO4 160 75

RuO2/activated carbon H2SO4 470 65

RuO2/CNT H2SO4 295 66

PEDOT/RuO2 H2SO4 420 56

MWCNT/PPy H2SO4 160 69

PEDOT/MoO3 EC/DMC 300 12

PANI/MWCNT H2SO4 360 74
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vidual components, coupled with an enhanced stability of retaining 97% even af-

ter one thousand cycles [63]. Similarly, poly (3,4-ethylenedioxythiophene) PEDOT,

based organo-inorganic hybrids combined at ‘‘nanoscale’’ level, show enhanced

electrochemical storage ability due to synergistic effects [13–22]. For example, PE-

DOT nanocomposites with various transition metal oxides/sulfides have been

prepared by using different methods [13–22], and specific systems like PEDOT–

MoO3 nanocomposite show remarkable supercapacitor behavior. More specifi-

cally, when PEDOT is intercalated between the layers of MoO3 by microwave irra-

diation, an unusually enhanced double-layer capacitance for this nanocomposite

(@300 F g�1) is observed compared to that (@40 mF g�1) of pristine MoO3, which

could be explained on the basis of higher electronic conductivity, enhanced bi-

dimensionality and increased surface area facilitating this improved performance

after polymer intercalation [14]. Comparative cyclic voltammograms of (a) crystal-

line MoO3 and (b) layered PEDOT–MoO3 nanocomposite, at several scan rates

using 1 M LiClO4 in a (1:1 v/v) mixture of ethylene and dimethyl carbonate (EC/

DMC) are shown in Fig. 7.9, illustrating a drastic change in electrochemical prop-

Fig. 7.9 Cyclic voltammograms of (a) crystalline MoO3 and (b) layered

PEDOT–MoO3 nanocomposite, at several scan rates; (10, 50, 100, 200

and 300 m s�1) (c) superimposed voltammograms of MoO3 and the

composite at 300 mV s�1 illustrating the supercapacitor behavior using

1 M LiClO4 in EC/DMC (1:1 v/v).
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erties induced by the polymer insertion. The observed linear increase in current

with scan rate is expected for a strongly adsorbed electrochemical species.

However, comparative cyclic voltammograms of crystalline MoO3 and layered

PEDOT–MoO3 nanocomposite shown in Fig. 7.9(c) reveal the electrochemical

features after nanocomposite formation [14]. Similarly, PEDOT, when mixed

with nanosize RuO2, produces a nanohybrid material which shows a capacitance

of 420 F g�1 in aqueous electrolytes compared to about 930 F g�1 observed for the

pristine oxide [60].

7.7.2

Conducting Polymer–Carbon Nanotube Hybrids

Recently, three types of electrically conducting polymers: polyaniline (PANI),

polypyrrole (PPy) and PEDOT, have been used as supercapacitor electrode ma-

terials in the form of composites with multiwalled carbon nanotubes (CNTs). The

energy storage in such a type of composite combines both faradaic and pseudo-

capacitance components and CNT has been shown to play the role of a perfect

backbone for a homogenous distribution of conducting polymers in the compos-

ite [74–76]. It is well known that pure conducting polymers are mechanically

weak, and hence, the carbon nanotubes can effectively preserve the active mate-

rial from mechanical changes (shrinkage and breaking) during long cycling.

Apart from providing excellent conducting and mechanical properties, the pres-

ence of nanotubes also improves the charge transfer that enables a high charge–

discharge rate [75, 76]. Many research groups have reported the optimum use of

CNTs in electrochemical capacitors as illustrated by a typical electrode composi-

tion with ca. 20 wt.% of CNTs although a careful selection of the potential range

is necessary to get useful capacitance values [75–77]. Capacitance values ranging

from 100 to 330 F g�1 could be reached for different asymmetric configurations

with a capacitor voltage from 0.6 to 1.8 V. Since CNTs can play the role of an ex-

cellent support for conducting polymers, their composites can have unique mi-

crotextural, mechanical and conducting properties, allowing efficient charge prop-

agation. This advanced type of CNT-conducting polymer composite in the doped

state allows formation of a three-dimensional supercapacitor using a synergistic

effect of complementary properties of both these components. The development

of hybrid systems, with two different electrodes working in their optimal poten-

tial range, is also very promising. In all these cases, the applied potential is found

to be one of the key factors influencing the specific capacitance of supercapacitor

electrodes. For the operation of each electrode in its optimal potential range,

asymmetric capacitors have been built with MWNT/PPy and MWNT/PANI as

negative and positive electrodes, respectively. Perhaps this new morphology is re-

sponsible for the higher capacitance (320 F g�1) of this electrode material and

many similar supercapacitor electrodes have also been fabricated using activated

carbon as a negative electrode and conducting polymer/CNTs composites as pos-

itive electrodes [74].

Supercapacitor behavior from multiwalled carbon nanotubes (MWCNTs) coated

with polypyrrole (PPy) by electrochemical polymerization, shows enhanced spe-
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cific capacitance from 50 F g�1 to 160 F g�1 [75]. The electrochemical deposition

of PPy on MWCNT shows homogeneous nanocomposite formation, which ap-

plied to supercapacitor electrodes demonstrates a synergistic effect between the

components. Similar studies [74] of the nanoporous composite of CNT and poy-

pyrrole and also the graphite/polypyrrole composite [78] suggest a specific capac-

itance of about 400 F g�1 along with a Coulombic efficiency of 96–99%. Recently,

determination of the specific capacitance of conducting polymer/nanotubes com-

posite electrodes using different cell configurations of composite materials con-

taining 20 wt.% of MWNT and 80 wt.% of chemically formed conducting poly-

mers like PANI and PPy has highlighted the importance of the conducting

properties of MWNT and their available mesoporosity allowing good charge prop-

agation and the SEM images of these nanocomposites shown in Fig. 7.10 reveal

interesting morphological changes and cyclic voltammogams of an asymmetric

capacitor based on PANI–MWCNT positive electrode and PPy–MWCNT as nega-

tive electrode [79]. In the case of three electrode cells, extremely high values of

capacitance can be found ranging from 250 to 1100 F g�1 while similar two elec-

trode cells, give only 190 F g�1 for PPy/MWNT and 360 F g�1 for PANI/MWNT

composites, respectively. Similarly many recent studies of MWCNT deposited

with poly(3-methylthiophene) in 1 M LiClO4/acetonitrile shows interesting pseu-

docapacitance effects [80].

Another nanocomposite prepared from PEDOT and MWCNTs by chemical or

electrochemical polymerization of EDOT directly on the nanotubes or from a ho-

mogenous mixture of PEDOT and CNTs in acidic (1 M H2SO4), alkaline (6 M

KOH) and organic (1 M TEABF4 in acetonitrile) electrolytic solutions shows im-

proved performance [81]. Due to the open mesoporous network of nanotubes, the

easily accessible electrode/electrolyte interface allows quick charge propagation in

the composite material along with an efficient reversible storage of energy in PE-

DOT during and subsequent to charging/discharging cycles. The values of capac-

itance for PEDOT/carbon composites range from 60 to 160 F g�1 and such a ma-

terial also has a good cycling performance with good stability in all electrolytes.

Polyaniline-coated carbon nanofiber fabricated using one-step vapor deposition

polymerization techniques exhibits a maximum value of 264 F g�1 when the

thickness of the polyaniline layer is @20 nm and detailed investigations show

that uniform and ultrathin conducting polymer layers are formed on the carbon

nanofiber surfaces regardless of the coating thickness [82].

7.7.3

Transition Metal Oxides–Carbon Nanotube Hybrids

Several transition metal oxide–CNT hybrids have been prepared by various

researchers for fabricating excellent supercapacitor electrodes by mixing fine

oxides/hydroxides with MWNTs using many methods like ultrasonic vibration in

ethanol [68]. For example, a nonaqueous hybrid supercapacitor using manganese

oxide/MWNTs composite and pure MWNTs as positive and negative electrodes,

respectively, has been investigated by constant current charge/discharge methods.
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This asymmetric hybrid capacitor shows better capacitance and energy character-

istics than those of the symmetric ones based on individual manganese oxide/

MWNT composite and MWNTs electrodes. The energy density of the hybrid ca-

pacitor can reach 33 W h kg�1 even at a current density of 10 mA cm�2 in 1.0 M

LiClO4 electrolyte, which is comparable to that of a manganese oxide/activated

carbon hybrid capacitor [69].

Another hybrid system based on nickel oxide/CNT nanocomposite, prepared by

a simple chemical precipitation method generates a CNT network in NiO, signifi-

cantly improves the electrical conductivity of the host NiO by forming a network

Fig. 7.10 SEM images of nanostructured hybrid materials of (a) PANI–

MWCNT and (b)PPy–MWCNT; cyclic voltammogam of a symmetric

capacitor based on (a) PPy–MWCNT and (b) PANI–MWCNT

nanocomposite electrode respectively; (c) cyclic voltammogram of an

asymmetric capacitor based on PANI–MWCNT as the positive electrode

and PPy–MWCNT as the negative electrode [73].

7.7 Hybrid Nanostructured Materials 239



of CNT along with generating the active sites for the redox reaction of the metal

oxide by increasing its specific surface area [70]. This increases the specific capac-

itance by 34% at a percolation limit of 10 wt.% of CNTs in addition to the im-

provement in the power density and cycle life. The enhanced electrochemical

double layer capacitance of NiO/CNT composite arising from comparative cyclic

voltammetry and SEM images of pristine NiO and NiO/CNT nanocomposite is

revealed in Fig. 7.11.

Fig. 7.11 (A) The SEM image of (a) the CNT,

(b) the pristine NiO, (c) the NiO/CNT

composite. (B) Electrochemical properties of

supercapacitors using the bare NiO and

NiO/CNT (10%) composite electrodes. The

cyclic voltammetry behavior of (a) the bare

NiO electrodes and (b) the NiO/CNT (10%)

composite electrodes in 2 M KOH aqueous

solution (sweep rate, 10 mV s�1). (C) (a)

Specific capacitance of the bare NiO and

NiO/CNT (10%) composite as a function of

the discharge current density. (b) Cycle test

of the specific capacitance of the bare NiO

and NiO/CNT (10%) composite [64].
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Electrochemical characterization of activated carbon–ruthenium oxide nanopar-

ticles (denoted as RuOx) composites for supercapacitors prepared by a modified

sol–gel method shows high specific capacitance with a change depending on an-

nealing in air [70]. The specific capacitance of activated carbon (denoted as AC)

measured at 5 mA cm�2 is significantly increased from 27 to 40 F g�1 by the ad-

sorption of RuOx nanoparticles with ultrasonic agitation in 1 M NaOH for 30

min. The total specific capacitance of a composite composed of 90 wt.% AC and

10 wt.% RuOx measured at 25 mV s�1 is about 63 F g�1, which is increased to ca.

112 F g�1 when the RuOx has been previously annealed in air at 200 �C for 2 h.

The specific capacitance of RuOx nanoparticles can be promoted from 470 to 980

F g�1 by annealing in air at 200 �C for 2 h [71]. Similar enhancement of the ca-

pacitance of multiwalled carbon nanotubes functionalized with ruthenium oxide

has been observed by many others and attributed to the entangled network of

nanotubes which forms open mesopores and their chemical stability with a basal

geometry makes them suitable for such applications [72]. However, oxidative

treatment to generate oxygenated functional groups on the tube-ends and along

the sidewalls enables facile derivatization by hydrous ruthenium oxide to enhance

the inherent capacitance. A specific capacitance of 80 F g�1 is obtained after

ruthenium oxide functionalization, which is significantly greater than that of pris-

tine MWNTs (30 F g�1) in the same medium.

7.8

Hybrid Nanostructured Materials as Electrolytes for Super Capacitors

Commonly available supercapacitors are double-layer carbon supercapacitors

(DLCS), which make use of electrolyte solutions consisting of a salt dissolved in

an aprotic organic solvent capable of relatively high operating voltages. The main

drawback of these supercapacitors is that the organic solvents often do not fulfill

the requirements of environmental compatibility and safety for vapor generation,

flammability and possible explosions. This is the case for DLCSs with acetonitrile-

based electrolytes, which are some of the most common commercially available

high-voltage DLCSs. The high vapor pressure of acetonitrile-based electrolytes

requires a careful and expensive thermal control of the DLCSs when used in com-

bination with fuel cells. Recently, aqueous and various nonaqueous liquid electro-

lytes as well as solid polymer electrolytes have been used for double-layer electro-

chemical capacitors [83]. Proton conducting properties for a large number of

inorganic and polymer materials have been investigated because of the technolog-

ical potential for applications in electrochemical capacitors [83]. However, their

use in devices is limited by numerous materials requirements. For example, low

temperature protonic conductors are stable only in a narrow temperature window

(especially for polymer electrolytes in the temperature range 100–200 �C) and

some of these polymer electrolytes have other disadvantages such as limited ther-

mal stability and the possibility of many phase transitions linked with irreversible

resistivity changes [84]. Besides these, there are also many other concerns related

to low cost preparation, easy processing and environmental safety. Recently,
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several new synthetic routes have been developed for designing many organic–

inorganic nanohybrid materials as realistic ion conducting electrolyte membranes

for electrochemical capacitors [85]. In these materials, the structure of the hybrid

has been designed at the molecular nanoscale to possess fast proton as well as

lithium ion transport, mostly through modified organic ligands with inorganic

surfaces.

7.8.1

Nanostructured Polymer Composite Electrolytes

Recently a family of nanostructured organic–inorganic composite polymer elec-

trolytes has been developed which appears to be highly promising for resolution

of the problems listed above for conventional solid polymer electrolytes (SPEs).

This new family consists of transition metal oxides in a polymer matrix, such as

nanosize SiO2/polymer (polyethylene oxides (PEO); polypropylene oxide (PPO);

polytetramethylene oxide (PTMO)) hybrids synthesized through sol–gel pro-

cesses, forming the basis for a series of lithium ion conductors with superior

properties as compared to conventional salt-in-polymer electrolytes [86]. Simi-

larly, another interesting family of solid-state nanocomposite electrolytes using

poly(ethylene oxide) (PEO) containing nanoscale fillers of layered double hydr-

oxides (LDHs) act as electrolytes with high ionic conductivity [87].

7.8.2

Ionic Liquids as Supercapacitor Electrolytes

Although DLCSs with liquid electrolytes based on propylene carbonate are avail-

able in various sizes, attempts to further improve the performance at high tem-

perature, especially the safety and the cell voltage, have resulted in the strategy

of using ionic liquids as novel electrolytes [88–89]. Ionic liquids are a new type

of solvents, which are actually molten salts at relatively low temperatures, consist-

ing of entirely ionic species. Ionic liquids have no measurable vapor pressure,

and possess high chemical stability at high temperatures. Furthermore, ionic

liquids display wide electrochemical stability windows and good conductivities at

the temperatures of interest so that they can be used as solvent-free ‘‘green’’ elec-

trolytes for high voltage supercapacitors. The use of ionic liquids has been inves-

tigated both in DLCSs and in hybrid supercapacitors, although their cycling sta-

bility over many thousands of cycles is yet to be proven. Until now, ionic liquids

have been applied in capacitors as solutions in molecular liquids (cyclic carbo-

nates), making the system similar to conventional solutions of organic salts in

nonaqueous solvents [89].

Let us consider some commonly used ionic liquid examples specially useful

for supercapacitors. These include 1-ethyl-3-methyl imidazolium (EMImþ), 1-

butyl-3-methyl imidazolium (BMImþ) and 1-methyl-1-propyl pyrrolidinium

(BMPyþ) cations, as well as tetrafluoroborate, hexafluorophosphate and

bis((trifluoromethyl)sulfonyl) imide anions [88]. The capacity of the double layer
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formed at the interface between the activated carbon and the ionic liquid (ca. 180

F g�1), is comparable to the values for other electrolyte solutions of organic salts

such as (C2H5)4NBF4, in acetonitrile or propylene carbonate. However, the en-

ergy stored in the capacitor containing ionic liquids is high, perhaps due to an

improved electrochemical stability window. In addition, since ionic liquids are

characterized by negligible vapor pressure, their use can lead to systems contain-

ing no volatile component, thus making these devices more environmentally

friendly.

7.9

Possible Limitations of Hybrid Materials for Supercapacitors

Some of the significant concerns for nanotechnology in general are also valid for

the application of hybrid materials for electrochemical energy storage. These in-

clude difficulties in producing high quality nanostructured materials of complex

composition in high volume with consistent properties, preferably at low cost, in

such a way that they can be conveniently processed into useful products. This is

especially significant for nanostructured hybrid materials as they are often pre-

pared using a combination of standard processes used for organic materials and

also for inorganic materials with sometimes conflicting requirements of calcina-

tion, annealing and separation methods. Other major limitations of nanotechnol-

ogy such as difficulty in scale-up, problems with reproducing properties as a func-

tion of size, contamination due to impurity accumulation and so forth also

deserve special attention. Some of these hybrid materials have not been tested rig-

orously to establish their long term stability (both thermal and oxidative) and this

could be exacerbated by applications like rechargeable batteries/supercapacitors

where the continuous presence of an electric field during charging–discharging

can cause permanent changes.

Cost is another critical issue to be considered for the application of these hybrid

materials for supercapacitors although it may not be very important for strategic

uses involving space and defence applications, where reliability in performance is

more important. Since supercapacitors have EV as an important application,

where a supercapacitor is coupled with a battery/fuel cell to meet high power re-

quirements, the cost of the supercapacitor must be competitive with the use of

more batteries or fuel cells to meet the power requirements of the system. Since

the most critical factor in the cost of the supercapacitor is the cost of the electrode

material, which in many cases includes preparation of high surface area, specialty

carbon particulate or cloth coated with the hybrid materials, it is not possible to

provide a realistic estimate of the device cost. CNT is presently expensive in rela-

tion to other carbonaceous materials although some of the hybrids may be cheap

since processing is easier and large area electrodes can be fabricated to make

supercapacitor banks. The use of ionic liquids and organic electrolytes make

these costs rather high compared to organo-inorganic hybrid electrolytes although

there are tangible advantages in terms of performance. Ultracapacitor develop-
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ment is continuing worldwide and the projected improvement in energy density

should open new markets for ultracapacitors if their price can be significantly re-

duced by using these hybrid materials. Key factors in reducing the price are to

utilize lower cost electrode materials and to develop assembly processes that can

be automated at reasonable investment. The use of carbon blacks and low cost

metal oxides in making hybrid materials could result in lower material and fabri-

cation costs.

Generally the voltage of a supercapacitor is dictated by the available potential

window prior to the commencement of any irreversible anodic and cathodic fara-

daic processes. Although the potential in aqueous electrolytes is only about 1.23

V, it can be extended even up to 3 V by a judicious choice of the supporting

electrolyte and/or a solvent with high anodic and cathodic overpotentials. Conse-

quently, the development of nonaqueous systems at present appears to be gaining

momentum due to the increased energy density of such systems. For example,

PEDOT–MoO3 nanohybrid electrode material shows enhanced double-layer ca-

pacitance behavior in nonaqueous electrolytes and this hybrid strategy could pro-

vide an efficient way to fabricate cheaper supercapacitor electrodes. Similarly, the

use of gel electrolytes holds the promise of combining the advantages of solid-

polymer electrolytes with the increased voltage of a nonaqueous based system.

Nevertheless, only carbon and RuOx systems have so far been commercialized,

although other systems are under various stages of development. Several charac-

teristic features of carbon such as high corrosion resistance, acceptable electronic

conductivity, high surface area after activation, wide availability in different struc-

tural forms and reasonable cost are especially significant for its use in supercapa-

citors and this coupled with hydrated ruthenium oxide in the form of a composite

gives one of the best values for capacitance (700 F g�1). Nevertheless, the total

charge stored in a porous carbon-based electrode cannot be abstracted at short

times and different types of mesoporous carbonaceous materials and CNT–

polymer hybrids to ameliorate these limitations are at various stages of develop-

ment.

7.10

Conclusions and Perspectives

Nanostructured hybrid materials derived from a seamless blending of both inor-

ganic and organic building blocks offer great promise for obtaining unprece-

dented optical, electrical, electrochemical and mechanical properties due to their

diverse methods of preparation and more significantly due to the possibility of

dimensionality control. For example, nanostructured hybrid materials obtained

by the insertion of interesting organic molecules and conducting polymers within

the structure of an extended solid phase of 2D-transition metal oxides, sulfides,

oxychlorides and phosphates typically represented by V2O5, MoO3, FeOCl,

VOPO4, TaS2, TiS2, VS2 and MoS2 show remarkable synergistic properties, as il-

lustrated by their potential for electrochemical energy storage.
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Although, conductive polymers have high electronic conductivity and flexible

processability, their poor long term stability, inferior fabrication capability, and

structural instability during oxidation–reduction processes (that is, charge–

discharge) coupled with poor capacity retention upon cycling (capacity fading)

undermine the attempts to make efficient electrodes for electrochemical power

sources like rechargeable lithium batteries and supercapacitor electrodes. One of

the important strategies to overcome these limitations is the use of organo-

inorganic conducting polymer-based intercalative nanocomposites where the

same conducting polymer is prepared, often in situ, in the interlayer space of lay-

ered inorganic materials. Consequently, many of these limitations of conducting

polymer electrodes can be alleviated by confining them with in the well-defined

interlayer gap of layered inorganic structures, thus using these interesting hybrid

nanocomposite materials as electrodes. Several such nanostructured hybrid mate-

rials have shown clear potential for their use as superior electrodes for electro-

chemical storage although a rigorous testing, validation and evaluation of their

life in the actual device is still missing. The last few years have generated many

excellent supercapacitor electrodes using aqueous, nonaqueous, polymeric and

ionic liquid electrolytes by tuning the composition of many of these hybrid mate-

rials although a realistic assessment for successful commercial applications needs

to surmount many barriers including cost and scale-up issues which are inherent

in many nanotechnology processes. Nevertheless, a fascinating variety of mate-

rials with dimensional control and structures with interesting properties facilitat-

ing diverse applications are available for nanostructured hybrid materials which

will continue to motivate interdisciplinary research in this area for a few more

decades.
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Béguin, Electrochim. Acta. 2005, 50,
2499–2506.

80 Q. Xiao, X. Zhou, Electrochim. Acta.
2003, 48, 575–580.

81 K. Lota, V. Khomenko, E. Frackowiak,

J. Phys. Chem. Solids. 2004, 65,
295–301.

82 J. Jang, J. Bae, M. Choi, S.-Ho. Yoon,

Carbon 2005, 43, 2730–2736.
83 K. D. Kreuer, Chem. Mater. 1996, 8,

610–641.

References 247



84 I. G. Lineau, A. Denoyelle, J. Y.

Sanchez, C. Poinsignon, Electrochim.
Acta. 1992, 37, 1615–1618.

85 I. Honma, Y. Takeda, J. M. Bae, Solid
State Ionics 1999, 120, 255–264.

86 I. Honma, S. Hirakawa, K. Yamada,

J. M. Bae, Solid State Ionics 1999, 118,
29–36.

87 C.-S. Liao and W.-B. Ye, J. Polym. Res.
2003, 10, 241–246.

88 A. Lewandowski, M. Galin’ski,

J. Phys. Chem. Solids. 2004, 65, 281–
286.

89 C. Niu, E. K. Sichel, R. Hoch, D. Moy,

H. Tennet, Appl. Phys. Lett. 1997, 70,
1480–1482.

248 7 Applications of Nanostructured Hybrid Materials for Supercapacitors



8

Dendrimers and Their Use as Nanoscale

Sensors

N. Jayaraman

8.1

Introduction

Among various macromolecular and polymeric architectures, the recently evolved

dendritic architecture has become prominent in a wide variety of studies. An

early report on the synthesis of cascade molecules [1] and the synthesis of a series

of well-defined poly(amido amine) (PAMAM) dendrimers [2] initiated the evolu-

tion of the distinct class of macromolecules called dendrimers. Some of the

unique architectural features of dendrimers are their uniform branching pattern

throughout the structure, the increasing number of peripheral groups during

their growth, their progressively increasing dense peripheries, their nanometric

size and the monodispersity of their constitution. The dense peripheries that

evolve during the growth of dendrimers result in relatively less dense interiors

within the structure and both these dense peripheries and the less dense interiors

become sites for variegated studies. The dendritic architecture does not seem to

be known in nature to the extent that it is accomplished in chemical synthesis,

yet highly branched polysaccharides, such as glycogen [3], might be considered

as the naturally devised dendritic architectures. The salient features of a dendritic

architecture are presented in Fig. 8.1. The variety of studies to which dendrimers

have been subjected originates primarily from their architectural and structural

features listed in part above. Structurally and architecturally driven effects are ob-

served consistently from a number of targeted studies and these effects provide

sufficient basis to engage dendrimers in a variety of chemical, biological and ma-

terials studies. Exploring the properties that emanate from the core, or from the

internal structural components, or from the peripheries have become important

in the sustained efforts to understand and apply the dendritic architectures and

principles in as many studies as possible [4]. This chapter focuses on an introduc-

tion to various dendritic structures, followed by a summary of the recently

evolved interest in interfacing the nanoscale dendrimers in the particular area of

chemical and biological sensing.
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8.2

Synthetic Methods

Important structural features of dendrimers are the presence of (i) a core contain-

ing multiple reactive sites; (ii) linkers that functionalize the core unit; (iii) further

functional groups at the termini of the linkers, presented in a branched fashion

and (iv) a large number of chain ends, acting as the functionalized peripheries of

the dendritic structure. It is important that every functional group at the core and

branch locations undergoes reaction, so as to afford complete branching through-

out the structure. There exist two established methods that allow accomplishment

of the strict requirements of synthesis and the accompanying structural homoge-

neities. In one method, termed divergent growth [2], synthesis of the dendrimer

begins with the core and continues by assembling the branching components at

the growing peripheries of the dendrimer (Fig. 8.2). In the other method, termed

convergent growth [5], synthesis begin with the peripheral component and the

growth is directed inward, so as to realize wedges or dendrons. Multifold reaction

of the core with the dendron completes the assembly of a dendrimer (Fig. 8.2).

These two methods, over a period of time, have become the preferred methods

of synthesis for a large variety of dendrimers. Other methods that are closely re-

lated to the above have also gained importance [6]. The divergent growth involves

conducting a large number of reactions at the growing peripheries. Steric hin-

drance is not a serious constraint at the peripheral reactive sites and the high mo-

lecular weight differences between the growing dendrimer and the constituent

monomer allow facile purification. The preferred step-wise synthetic sequence,

iterated several times, needs to be efficient in order to accomplish the synthesis

with complete control over the dendritic structure. The convergent growth relies

Fig. 8.1 A representation of a dendrimer and its structural features.
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on synthesizing dendrons initially, by which the peripheral moieties of a den-

drimer form the starting materials for the step-wise synthesis. The focal points

of the branched monomers are reacted with the branched functionalities of the

monomer, so as to form a dendron. Iterative reaction of the focal point functional

group with the branched functionalities leads to the formation of a larger den-

dron. Such larger dendrons are reacted with a core containing a number of reac-

tive sites, so as to complete the synthesis of a dendimer. The preferred reactions

need to be efficient and should be amenable for iterative synthetic procedures.

Both divergent and convergent synthetic methods are employed successfully in

the synthesis of a large variety of generic dendrimers, employing new types of

monomers in their constitution. Monomers, constituting the dendrimers, gener-

ally carry 3 to 5 functional groups, within these one functional group is coupled

to the growing dendrimer and the rest of the functional groups act to generate a

number of branches to the growing dendron or dendrimer. Every branch point of

a dendrimer forms a generation and many generic dendrimers are known to be 4

to 6 generations in their largest generation. Generations of the order of 10 or

more are also known for a few dendrimers, namely PAMAM dendrimers [2],

polyallylated dendrimers [7] and polyphosphane dendrimers [8]. The divergent

growth is more suitable for the synthesis of larger generations, although trunca-

tion in the structure could be a potential difficulty in the divergent synthesis of

Fig. 8.2 Divergent and convergent approaches to the synthesis of a

dendritic structure.
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very large generations, essentially due to steric limitations on access to the reac-

tive sites. The past decade has witnessed the identification of a number of new

types of monomers, leading to new types of dendrimers.

Covalent bond formation is most important in dendrimer formation, followed

by metal–ligand coordination bond formation [9] and non-covalent bond forma-

tion [10]. The large variety of dendrimers described in the literature also include

several that were prepared for a particular type of study [11]. On the other hand,

only a few dendrimers, namely, PAMAM [2], poly(propylene imine) (PPI) [12],

polyaryl ether [5], polyamide [13], polyphosphane [8] and polysilane [14] have

been utilized to conduct a number of further modifications and studies [4]. A

compilation of dendrimers, constituted either by distinct monomers or the nature

of linkage, is presented in Table 8.1. Note that the table presents most of the den-

drimers conforming to the above classification.

8.3

Macromolecular Properties

8.3.1

Molecular Modeling and Intrinsic Viscosity Studies

The branches-upon branches architecture, nearly chain entaglement-free macro-

molecular structure, perfect structural homogeneities, nanometric dimensions

and ability to present endo- and exo-receptor properties are inherent structural

features of a dendrimer. It is still a challenging task, however, to characterize a

dendrimer with respect to its solid state structural properties. Most of the physical

methods of characterization are performed routinely to establish the constitution.

The inability to determine the molecular structural details in the solid state led to

investigations assessing the structural details through systematic molecular sim-

ulation methods. Gross structural features could still be obtained through small

angle X-ray scattering (SAXS) and small angle neutron scattering (SANS) techni-

ques in solution [52]. Molecular dynamics simulations [53] were useful to deter-

mine parameters such as radius of gyration, asphericity, end group distribution

functions etc. The theoretical results from molecular dynamics simulation often

compare favorably with results of experiments. Table 8.2 gives the data of radius

of gyration, expressing the extent to which the dendritic molecules have expanded

into space, for two prominent dendrimers, namely PAMAM [54] and PPI [55],

and the series of PETIM dendrimers [56], reported recently. The table provides

data from molecular modeling and the experimental data from SAXS and/or

SANS.

Within the studied dendrimers, it is reasonably clear that the dimension of

dendrimers increases with the generation number and is independent of the na-

ture of the end group in the dendrimer. Molecular modeling studies have become

more indispensable to gain many other molecular and supramolecular properties

of dendrimers.
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Studies of intrinsic viscosity properties have opened a new dimension in under-

standing the structural properties of dendrimers. The intrinsic viscosities of linear

and star polymers increase monotonically as the molecular weight increases. Ex-

periments involving dendrimers have revealed that the observed intrinsic viscos-

ities of a homologous series of dendrimers rise to a maximum with increasing

generations before falling as the generations advance further (Fig. 8.3) [57]. The

rise and fall in the intrinsic viscosities of increasing generations of dendrimers

does not appear to be general. It was reported that the PPI series of dendrimers

showed [55] relatively small changes in the intrinsic viscosities and no maximum

could be found for up to five generations. The dependence of hydrodynamic vol-

Table 8.2 A comparison of the radius of gyration from molecular

modeling and SAXS/SANS experiments for a few dendrimers.

PAMAM Rg (Å) [54] PPI Rg (Å) [55] PETIM Rg (Å) [56]No. of terminal

functional groups

Modeling SAXS Modeling SAXS Modeling SAXS

4 4.93 4.9 4.4 5.65

8 7.46 6.0 6.9 8.90 7.86

16 9.17 7.4 7.3 14.14 10.74

32 11.23 15.8 10.0 11.6 17.73 14.88

64 14.5 17.1 12.5 13.1 21.13

128 18.34 24.1 – 26.63

Fig. 8.3 A plot of intrinsic viscosities vs. generation number of

dendrons. (Adapted from Ref. [57a].)
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ume (Ve) on the molecular mass, flexibility of chemical bonds and size of the

monomers appeared to be factors affecting the intrinsic viscosities of dendrimers.

8.3.2

Fluorescence Properties

Dendritic architectures induce anomalous properties for the molecules. A re-

cently reported observation on dendritic molecules is their fluorescence emission

behavior. The carboxylic acid terminated PAMAM dendrimers were shown by

Larson and Tucker to exhibit intrinsic fluorescence (lex 380 nm; lem 440 nm)

(Fig. 8.4) [58]. An excitation–emission matrix technique showed an overall in-

crease in the relative fluorescence emission with increasing generations. The flu-

orescence lifetimes were found to lengthen with increasing generations. It was

observed further by Bard and coworkers that ammonium persulfate treated hy-

droxy group functionalized PAMAM dendrimers (generations 0, 2 and 4) pro-

duced strong blue luminescence, with an emission band at 450 nm, upon excita-

tion at 380 nm [59]. The formation of luminescence was ascribed to the presence

of the hydroxy groups at the peripheries of the dendrimer, rather than the back-

bone of the dendrimer. A similar luminescence property was also observed for

Au3þ-treated dendrimers, although the intensities were low, when compared to

the persulfate-treated dendrimer. Following these reports, a strong fluorescence

of PAMAM dendrimers (generations 2 and 4) was reported under acidic condi-

tions [60a] and in ionic liquids [60b]. The fluorescence intensity maximum for

generation 4 was at pH@ 2–5, whereas for the generation 2 dendrimer, the max-

imum intensity was observed at pH@ 4. It was reasoned that protonation of ter-

Fig. 8.4 Fluorescence emission profiles of a carboxylic acid-terminated

PAMAM series of dendrimers (lex ¼ 380 nm). (Adapted from Ref. [58].)
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tiary amines of the dendrimer enhanced the hydrogen bonding strengths at acidic

pH and possible chemical reactions of the functional groups along the dendrimer

branches for the observed fluorescence emission [60a]. The recently reported

PETIM dendrimers have also been observed to exhibit fluorescence emission be-

havior (lex 275 nm; lem 310 nm; lex 330 nm; lem 390 nm) [61]. Quantum yields

were measured to be in the order of 1 to 4.4%. pH-dependent emission was also

observed for the PETIM dendrimers. These observations on different series of

dendrimers indicate that the anomalous photophysical property could result

from the unique dendritic architecture itself.

8.3.3

Endo- and Exo-Receptor Properties

The structurally homogeneous dendrimers are expected to have diameters in the

range 2–7 nm, depending on the generation number, linker lengths and the na-

ture of the solvent. The role of the solvent and its association with the constitu-

ents of dendrimers leads to either extended conformations or reduced conforma-

tions. Backfolding of the branches and chain ends towards the core may result in

a dense core environment. Notwithstanding the constant dynamics associated

with the fragments and the solvent association–dissociation, one of the recog-

nized properties of dendrimers is their ability to act as hosts for small molecules

[62]. An illustration of the encapsulation properties was the report by Meijer and

coworkers on identifying the PPI dendrimers as the so-called ‘dendritic boxes’

[63]. Such dendritic boxes could encapsulate varied sizes of small organic mole-

cules at sites of appropriate sizes within the dendritic structure. A box resulted

when the peripheries of the dendrimer contained bulky protecting groups, by

which the guest molecules were entrapped within the dendritic interiors. The

guest release could, in turn, be augmented through removal of the protecting

groups, thereby allowing the dendritic peripheries to become more open. The

concept of small molecule encapsulation has been developed in chemical syn-

thesis. A recent example of utilizing the inner cavities of phloroglucinol-based

poly(alkyl aryl ether) dendrimers exemplified that selective photochemical

changes could be accomplished on organic substrates that were encapsulated in-

side the dendrimer structure [64]. That the dendritic interior offers selective prod-

uct formation could be compared to well-known hosts such as micelles and cyclo-

dextrins. Encapsulation of functional moieties that form an integral part of the

dendrimer constitution has also been studied in several instances [62a,b]. The co-

valent functionalization of a series of dendrimers with porphyrin as a core (Fig.

8.5) is one of the earliest examples of attempts to modulate the properties of

such functional groups, as a result of their covalent dendritic encapsulation [65].

The effect of such encapsulation was found to be a large reduction in the reduc-

tion potentials of up to 300 mV.

Dendrimer-encapsulated nanoparticles is a thoroughly studied area of investi-

gation [66]. The uniform composition, structure, nanometric dimensions, possi-

bilities for encapsulation and reduction in agglomeration properties of encapsu-
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lated metals, are some of the features of dendrimers that form the basis of devel-

oping metal encapsulation by dendrimers. A number of catalytic and materials

studies have been conducted with the dendrimer-encapsulated metals [66].

While studies targeting the utility of dendritic internal regions represent the

endo-receptor properties, a large variety of studies has also been conducted utiliz-

ing the dendrimer peripheries as sites for functional group attachments. A ho-

mologous series of dendrimers, fully functionalized at the peripheries, provide a

gradation of the number of such functional groups in the series. The associated

functional group properties would then match according to the number of the

groups. From this point of view, dendrimers are probably the only type of mate-

rial where a precise and periodic number of functional groups can be installed. A

number of studies concerning the functional and interfacial properties of differ-

ent types of moieties have been conducted [67]. Observations ranging from the

independent and unconnected nature of the functional groups [68] to the modu-

lation and cooperativity [69] among the functional groups have been reported.

Primary among the functional moieties that benefit from the dendritic arrange-

ment are the organometallic catalysts [70] and small drug molecules for drug de-

livery purposes [71].

Fig. 8.5 Molecular structure of a FeII-porphyrin-cored dendrimer [65].
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8.4

Chemical Sensors with Dendrimers

The unique architectural features of dendrimers have been applied systematically

in chemical sensing. The sensors are often based on the formation of either

nanoparticles or self-assembled mono- or multilayers or selective deposition of

dendrimers as layers on sensors or dendrimer–polymer composites. Solution

phase sensor studies have also been carried out in several instances. Vapor and

gas sensing have been studied in detail, followed by organic substances, inorganic

cations and anions. The following discusses the developments in the use of den-

drimers as chemical sensors. The investigations are fairly recent and most of the

developments have occurred within the last few years.

8.4.1

Vapor Sensing

Layer-by-layer assembly has been utilized to generate gold nanoparticle/

dendrimer composite films by Vossmeyer and coworkers [72]. Polyphenylene

dendrimer was chosen, the hydrophobicity of this class of dendrimer being antici-

pated to enhance the possibilities for the detection of volatile organic compounds.

The dendrimer was functionalized with thioctic acid at its peripheries and the

dendrimer was then ligand exchanged with dodecylamine-stabilized gold nano-

particles, resulting in the disulfide-stabilized gold nanoparticles. Composite

films were assembled layer-by-layer via alternated and repeated exposure to

dodecylamine-stabilized gold nanoparticles and the dendrimer. The vapor sensing

properties of the nanoparticles were measured by assessing the relative change in

electrical resistance while exposing to various solvents. The response time upon

exposure to vapors was within 5 s. Switching back to the initial state without

vapor was possible upon exposure to air. The electrical resistivity response was ex-

cellent for organic solvent vapors and poor for hydroxylic solvents. The response

was nearly nil for water (Fig. 8.6).

The electrical response of nanoparticles due to exposure to organic vapors was

attributed to the swelling of the nanoparticle film, and also to changes in the di-

electric properties of the film induced by sorption of the analyte. Further, the high

sensitivities of dendrimer/gold nanoparticle were believed to be due to the open

and shape persistent dendrimer structure that enhanced efficient uptake of the

analyte molecules. The long chain thioctic acid was presumed to allow analyte-

induced swelling of the composite material.

In addition to polyphenylene dendrimer, PAMAM and PPI dendrimers were

also subjected to layer-by-layer assembly, so as to produce Au-nanoparticle/

dendrimer composite films [73]. Unlike in the case of polyphenylene dendrimers,

which required further derivatization with thioctic acid, both PAMAM and PPI

dendrimers were presented with amine terminal groups that acted as polyfunc-

tional, chelating [74] and cross-linking ligands. These nanoparticle/dendrimer

composites showed varied vapor sensing properties. The polyphenylene den-
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drimer containing Au nanoparticles showed strong response to toluene and no

response to water. On the other hand, the PAMAM dendrimer containing nano-

particles showed strong response to water and little response to toluene. The PPI

dendrimer containing nanoparticles showed intermediate behavior. These obser-

vations suggested that film sensitivities to different vapors were dependent on

the nature of the dendrimer used.

The rigid conformational features of the polyphenylene dendrimers provide ad-

vantage for the vapor sensing properties of this class of dendrimers over the more

flexible type dendrimers. Bargon, Müllen and coworkers studied [73d] the vapor

sensing properties of a series of polyphenylene dendrimers, with and without

further peripheral functionalization (for example, see Fig. 8.7), with the aid of

the quartz crystal microbalance (QCM) technique. The sensor response, derived

from QCM measurements for various organic vapors, was such that only polar

aromatic compound vapors, such as acetophenone, aniline, benzaldehyde, benzo-

nitrile, flourobenzene, nitrobenzene and 2-methylnitrobenzene were detected se-

lectively. Chlorinated and unsubstituted aliphatic hydrocarbons, alcohols, amines,

aldehydes and carbonyl compounds and their vapors were not detected. The ob-

served selectivity was attributed to the formation of p–p electron donor–acceptor

complexes. Upon functionalizing the peripheries of dendrimers with groups such

as cyano-, carboxyl-, or imino-substituents, the sensitivity to vapors of acetophe-

none, benzaldehyde or 1-methyl-2-pyrolidine could be enhanced. The acid-

terminated dendrimers showed recognition of guest molecules carrying amine

substituents and non-aromatic solvents such as acetone, acetonitrile, isopropyl

methyl ketone and nitromethane. Such responses, selectivities and reproducibil-

Fig. 8.6 Vapor sensing properties of a polyphenylene dendrimer gold

nanoparticle, assessed through measurement of electrical resistance

response vs. concentration of different solvent vapors. Arrows indicate

measurement taken during increasing and decreasing concentrations of

the vapor. (Adapted from Ref. [72].)
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ities were not observed for the hyperbranched polyphenylenes or for PAMAM

dendrimers.

In one of the early studies on surface confinement of dendrimers suitable for

purposes such as chemical sensing, Crooks and coworkers devised methods to

chemically immobilize PAMAM dendrimers on to self-assembled monolayers

(SAMs) [75]. Two strategies were developed. In one, the mercapto undecanoic

acid SAM was coupled with amine terminated PAMAM dendrimers, followed by

capping of the unreacted amine groups at the peripheries of the dendrimers with

acid chlorides. In the second method, the dendrimer was functionalized with acid

chlorides first, followed by their attachment to the SAM surface, by utilizing the

remaining unreacted amine groups on dendrimers. Each of the above prepara-

tions provided different functional characteristics. A benzamido-functionalized

dendrimer surface was produced by the above methods and these dendrimers

were tested as chemically sensitive surfaces for detection of volatile organic com-

pounds (VOC). It was found that higher sensor response, as measured through a

surface acoustic wave (SAW) mass balance, was obtained for acid-terminated

VOCs. Also, it was found that fourth generation dendrimer provided the maxi-

mum response among the dendrimers tested, namely, zero, second, fourth, sixth

and eighth generations. It was reasoned that the fourth generation dendrimer

was the smallest of the spheroidal dendrimers and the dendritic interiors were

most accessible. Also, the surface prepared by the second method offered en-

hanced sensitivities.

Fig. 8.7 Molecular structure of a functionalized polyphenylene

dendrimer, used to detect polar aromatic molecules [73d].
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8.4.2

Sensing Organic Amines and Acids

Quantification of organic amines and carboxylic acids was performed by Lewis

and coworkers, using dendrimer–carbon composite materials [76]. In a study, PA-

MAM and PPI dendrimers were involved as insulating components of the carbon

conductor composite during the vapor detection. The vapor detection was as-

sessed through electrical resistance measurements by appropriately designed

detectors comprised of dendrimer–carbon composites. The dendrimers were

maintained in either the protonated or non-protonated free amine state. The pro-

tonated dendrimer thus formed good detectors for amine vapors through chemi-

sorption, whereas, the non-protonated dendrimers provided the possibility to de-

tect carboxylic acid vapors through a chemisorption process. It was possible to

grade the type of amines, depending on the composition of dendrimer–carbon

composite and the generation of the dendrimer involved. The dendrimer contain-

ing composite further showed@5000 times larger response to an amine, namely,

butylamine, than non-dendrimeric carbon black polymer composites. The re-

sponse time to reach maximum resistance change was 3 min and a duration of

50 min was required to purge the detectors to regenerate the surface devoid of

the volatile organics. The non-protonated dendrimer–carbon composite detectors

showed large response to different organic acids, such as, acetic, butyric, valeric

and hexanoic acids. The dendrimer–carbon composite detectors were found to

be @103–104 times more sensitive than non-dendrimeric insulating polymer–

carbon black composites.

Modification of the electrodes to study analytes in aqueous solutions is an im-

portant requirement to detect, for example, organic contaminants in water. In

order to develop an electoranalytical method, Godinez and coworkers utilized

electrostatic aggregation of SAM layers, with either carboxylic acid or amine ter-

mini [77]. The corresponding oppositely charged PAMAM dendrimer was used

for the electrostatic aggregation. The SAM–dendrimer aggregates, deposited on

a gold surface, were tested as sensors for halogenated alkanoic acids, with the

aid of electrochemical detection. It was found that the peak current ratio in-

creased linearly with the concentration of the acids. The sensitivity of detection

is much higher for the thiol-dendrimer modified gold surface than for base gold

electrode. It was assumed that the improved performance of the thiol-dendrimer

modified gold electrode was a consequence of the hydrophobic character of the

alkanoic acids and the internal environment of the dendrimer molecules.

8.4.3

Vapoconductivity

Electrochemical methods seem to be more suitable for the detection of vapors

than other detection techniques. The changing conductivities form the basis for

observing the vapor sensing. ‘‘Vapoconductivity’’ was a term applied to denote
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the large increase in conductivities with conducting films. A pentaerythritol-cored

tris-branched dendrimer with 36 carboxylic acid groups was functionalized with

bi- and tetrathiophene moieties by Newkome and coworkers [78]. Oxidation of

the dendritic thiophene moieties provided the corresponding cation radicals and

such cation radical exposed dendrimer was used as a sensor for various volatile

organic chemical vapors. Vapoconductivity experiments, using iodine oxidized

film on glass with four probes, showed that the conductivity increased signifi-

cantly for various organic vapors. The conductivity increase was nearly 800 times

the original conductivity, in the case of polar organic compound vapors, namely,

acetone vapors. It was presumed that plasticization of the conducting dendrimer

film allowed faster electron transport between small stacks formed on individual

thiophene containing dendrimer. The large increase in conductivity with

dendrimer-containing films was found to be anomalous, since the corresponding

polymeric thiophene films reduced the conductivity upon exposure to organic

vapors.

8.4.4

Sensing CO and CO2

Detection of gases such as carbon monoxide and carbon dioxide, that pose envi-

ronmental, occupational and health hazards, has been explored by dendrimer

film deposition on gold electrodes and electrical conductivity measurements. Fer-

rocenyl functionalized dendrimers and phthalocyanin-based dendrimers were uti-

lized as substrates for the detection of gases. Kim and coworkers have studied car-

bon monoxide sensing by involving carbosilane dendrimer, with 48 peripheral

ferrocenyl groups (Fig. 8.8) [79]. The dendrimer was deposited onto a silicon

wafer, followed by deposition of Au for source and drain, and the electrical con-

ductivities were measured. The current variation measurement, performed at var-

ious CO gas concentrations, showed that dendrimer film could detect up to 40%

CO gas, in a mixture of CO and N2 gases. Beyond this concentration, the conduc-

tance saturated. The transient response time was 50 s and the rising time was 150

s, during maximal absorption of the CO gas. The falling time was 420 s, after

turning off the CO gas.

Dendritic phthalocyanins, in which three phthalocyanin moieties (Fig. 8.9) are

incorporated in the dendrimer framework, were tested for the detection of CO2

gas [80]. Phthalocyanin with ZnII metal exhibited favorable CO2 gas detection,

in comparison to metal-free and CoII metal containing phthalocyanins. The

detections were performed by measuring the electrical conductivity of ZnII-

phthalocyanin dendrimer-coated interdigital transducers. The current increased

sharply upon exposure to CO2 gas. The transducer surface was recovered back

upon purging with N2 gas. The effect of various concentrations (500–8000 ppm)

of CO2 gas on the conductivity was assessed. The impedence spectroscopy was

also studied and the impedence response changed significantly with exposure to

high concentrations of CO2.
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8.4.5

Gas and Vapor Sensing in Solution

Studies of the gas and vapor sensing properties originating from dendrimers

have been performed more often in the solution phase. Visible color changes, flu-

orescence, phosphorescence emissions and photoinduced electron transfer pro-

cesses are a few of the detection methods that have been utilized to sense gases

and vapors in solutions containing dendrimers.

From a series of studies, van Koten and coworkers have established the sulfur

dioxide (SO2) gas sensing abilities of aryl platinumII complex dendrimers [81].

The so-called pincer ligands with NCN environment form square planar PtII

complexes. Such PtII complexes, in organic solvents such as CH2Cl2, readily ab-

sorb SO2 gas to form pentacoordinate complexes. The complexation process is ac-

companied by visible color change, i.e. change from colorless to bright orange on

complexation to SO2. Dendrimers were advanced as suitable supports to install

several such active ligand–metal complexes. Figure 8.10 shows the molecular

structure of a nanosize dendrimer containing six peripheral sensor units. When

the dendrimer was exposed to atmospheric pressure of SO2, an instantaneous

color change occurred. Upon exposure to air or to solvents free of SO2 or heating

or reducing the pressure, the square planar PtII complex, devoid of SO2 gas, was

Fig. 8.8 Molecular structure of a ferrocenylated carbosilane dendrimer,

used in carbon monoxide sensing [79].
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regenerated in a few minutes. The shape persistent nature of the dendrimer al-

lowed it to be recovered from solution by a nanofiltration technique.

Oxygen is an important molecule in the biological milieu and the detection of

oxygen using dendrimer was studied by Vinogradov, Wilson and coworkers [82].

The detection was conducted through the ability of oxygen to quench phosphores-

cence. Pd or Pt complexes of porphyrins were studied due to their excellent phos-

phorescence properties. In order to enhance the two-photon absorption cross

section, the porphyrin complexes were coupled with multiple copies of antenna

chromophores, such that the two-photon excitation energy of the chromophore

is channeled via energy transfer to the two-photon absorbing porphyrin complex.

The antenna chormophore-porphyrin metal complex was further appended with

dendritic moieties, so as to protect the complex from interactions with macro-

molecules of the medium and to control the oxygen diffusion to the complex.

Fig. 8.9 Molecular structure of a branched porphyrin containing

dendrimer, utilized as a CO2 sensor [80].
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The molecular structure of a dendritic antenna-prophyrin metal complex is

shown in Fig. 8.11. Systematic studies of the antenna-Pt porphyrin, modified

with dendritic branches, demonstrated dramatic effects in oxygen quenching con-

stants, relating directly to the effective protection of the phosphorescent core by

the dendritic branching. The oxyen quenching constant of the dendritic com-

Fig. 8.10 Changes in the coordination mode to the aryl-platinum

complex containing dendrimer, upon absorption–desorption of SO2 gas

[81].

Fig. 8.11 Molecular structure of coumarin-containing Pt-meso-(4-

aminophenyl) porphyrin dendritic antenna, designed for studies of

oxygen sensing [82].
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pound was shown to be almost equivalent to an antenna-Pt porphyrin compound

complexed with BSA protein. These studies have opened up an approach by

which to mimic the function of a protein matrix to isolate the active sites from

the bulk environment.

8.4.6

Chiral Sensing of Asymmetric Molecules

Site-selective positioning of functional entities within the dendritic architecture

has the potential to bring new types of functions to the dendrimer. With an aim

to explore new properties evolving from the dendritic architecture, Jiang, Aida

and coworkers investigated the chiral sensing of asymmetric molecules by func-

tional groups incorporated with the dendritic backbone [83]. Specifically, zinc por-

phyrins were incorporated as a structural element of dendrimers (for example,

Fig. 8.12). A series of dendrimers, exhibiting two branches and three branches at

the branch junctures were tested for chiral sensing of RR-, SS- and meso guest

Fig. 8.12 Molecular structure of a branched Zn-porphyrin-containing

dendrimer, which acted as a better chirooptical sensor of asymmetric

compounds [83].
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molecules. It was observed that the dendrimer possessing 12 zinc porphyrins at

the intermediate layer of the dendrimer exhibited chiral sensing of the enan-

tiomers. The sensing was monitored by induced circular dichroism and guest

binding affinity measured by absorption spectroscopy. While the doubly branched

dendrimer exhibited the sensing properties, the triply branched dendrimer did

not show any cooperative behavior in chiral sensing. For both guest binding and

chiro-optical sensing, the doubly branched zinc porphyrin was identified to be op-

timal. It was presumed that the doubly branched dendrimers possessed an effi-

cient H-type aggregate of the zinc porphyrin units upon interaction with the

chiral guest molecules and such H-type aggregate might have flexibility to twist

the conformation to accommodate the chiral molecules, resulting in large in-

duced circular dichroism responses.

Fig. 8.13 A second generation 9,9 0-spiro[9H-fluorene] cored dendrimer,

which showed enantio- and diastereoselective complexation of sugars

[84].
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Enantio- and diastereomeric selection in chiral guest molecule sensing was

investigated ealier by Diederich and Smith [84]. Rigid, optically pure 9,9 0-
spirobi[9H-fluorene]-cored first and second generation dendrimers were synthe-

sized. These dendrimers were incorporated with hydrogen bonding cleft, at the

interior segment of the structure and polyethylene glycol formed the peripheries

(Fig. 8.13). Chiral sensing of d- and l-octylglucosides, as assessed by 1H NMR

chemical shifts of an amide group, had shown that while the association con-

stants were similar to the sugars tested, there was reduction in the enantioselec-

tivities and enhancements in the diastereoselectivities in the complexation in the

series of generations 0 to 2. It was presumed that steric demands might disfavor

certain complexation and also that the hydrogen bonding network with the guest

might change the binding selectivities.

8.4.7

Fluorescence Labeled Dendrimers and Detection of Metal Cations

The fluorescence method is one of the frequently practiced detection methods in

chemical and biological systems. In order to generate fluorescent dendrimers,

one of the widely studied strategies is to incorporate fluorescence response moi-

eties to pre-formed dendrimers [85]. A polylysine dendrimer functionalized with

24 dansyl units at its periphery (Fig. 8.14) was synthesized and its photochemical

Fig. 8.14 Molecular structure of a multiple dansyl group containing

dendrimer, utilized in metal ion sensing studies [86].
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and photophysical properties investigated by Balzani, Vögtle and coworkers [86].

The dansyl chromophore exhibited intense absorption bands in the near-UV spec-

tral region and a strong fluorescence in the visible region. Addition of a metal ion

(Ni2þ, Co2þ and Zn2þ) and a base was observed to quench the fluorescence inten-

sity of the dansyl group in the dendrimer and such quenching was absent for the

monomeric dansyl group. It was rationalized that the metal ions coordinated to

several amide units of the dendrimer, in a cooperative manner. It was observed

that every metal ion (Ni2þ and Co2þ) quenched the fluorescence of about nine

dansyl units and this effect was termed as sensing signal amplification in the

quenching of a fluorescent dendrimer. Further Zn2þ ions displaced the coordi-

nated Ni2þ and Co2þ metal ions. It was proposed that signal amplification effects

in a dendritic structure should be useful in the design of sensitive fluorescent

chemosensors.

In addition to polylysine dendrimers, PPI dendrimers were also functionalized

with dansyl units at their peripheries and similar fluorescence quenching upon

addition of Co2þ was demonstrated [87].

Functionalization of dendrimers with photofunctional moieties allows one to

devise chemical sensors. Grabchev and coworkers designed and tested several

1,8-napthalimide derivatives functionalized dendrimers (Fig. 8.15) [88]. Inhibi-

tion of a photoinduced electron transfer (PET) process between the electron-

Fig. 8.15 Molecular structure of a 1,8-naphthalimide containing

PAMAM dendrimer, utilized in sensing metal cations [88].
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donating amino group and the electron-accepting naphthalimide was utilized as a

means of sensing analyte molecules. In the absence of any analyte, a PET process

operates, such that no fluorescence could be detected for the naphthalimide func-

tionalized dendrimers. On the other hand, deactivation of the donor moiety

through complexation with an analyte inhibited the PET process, allowing evolu-

tion of fluorescence. By this strategy, proton and a number of transition metal

ions were tested as analytes of the sensor. The best performance of the sensor

was observed with Cu2þ and Fe3þ ions.

A good sensor response was also found for Cu2þ and Co2þ ions, in a closely

related study [89]. In this study, a PET process was not involved as a source of

sensing, rather, efficient fluorescence quenching through electron or energy

transfer reaction between the metal complex formed by the dendrimer core and

1,8-naphthalimide fluorophore units at the dendrimer peripheries was used.

Metal ion detections were performed at submillimolar to micromolar concentra-

tions. The PET-based principle to detect rare earth metal cations (Er3þ, Eu3þ,
Gd3þ, Nd3þ, Tb3þ, Yb3þ) has also been tested [90].

8.4.8

Anion Sensing

Molecular recognition moieties present at the peripheries of dendrimers act as

exo-receptors. In a series of studies, Astruc and coworkers have developed metal-

Fig. 8.16 Molecular structure of a ferrocene containing nona-branching

cored dendrimer, used in anion sensing [92].
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locene and Fe redox-active cluster functionalized dendrimers as hosts for recogni-

tion of various anions [91]. The ferrocene functionalized dendrimers of various

generations, presenting 1, 3, 9 and 18 ferrocene moieties (for example, see Fig.

8.16) at their peripheries, were subjected to sensor studies with various anions,

such as, HSO4
�, Cl�, NO3

� and H2PO4
�. The molecular recognition studies

were conducted through cyclic voltammetry, through the formation of ferrici-

nium cation. The recognition of anions followed as a result of electrostatic inter-

action and hydrogen bonding between the amide linkage of the dendrimer and

the anion. Better selectivity and sensing was observed for the larger generation

dendrimer and with H2PO4
� anion. This sensitivity and selectivity associated

with increasing generations of dendrimer was termed the ‘dendritic effect’ in

this study [92].

In a following study, the above authors utilized Fe4 cluster as the peripheral

functional groups (for example, see Fig. 8.17) and it was found that ATP2� recog-

nition occurred better than other anions, including H2PO4
� [93]. This specificity

was rationalized on the basis of the mutual nanosize of the Fe4 clusters and

ATP2�, facilitating their interaction. Here too, a ‘dendritic effect’ was observed

for higher generation dendrimer compared to the lower generation dendrimer,

for selective ATP recognition. Further, the corresponding cobaltocenium func-

tionalized dendrimers were also found to be sensors for small inorganic anions,

Fig. 8.17 Molecular structure of a redox-active [{cpFe(m3-CO)}4] cluster

containing dendrimer, which was found to exhibit selective binding to

ATP2� [93].
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such as, H2PO4
�, HSO4

� and Cl�, as monitored by cyclic voltammetry and 1H

NMR spectroscopy [94].

Dendrimers with silicon linkages were subjected to ferrocene functionalization

at the peripheries of the dendrimers, by Losada and coworkers [95]. The presence

of aNH groups within the dendritic structure was established to be important for

anion recognition, since in the absence of the aNH group the sensing of anions,

as assessed by cyclic voltammetric experiments, did not occur. Anion recognition

studies have also been performed by immobilizing the dendrimer onto electrodes

and the feasibility of preparing an electrochemical sensor for recognition of

anions was demonstrated.

Liþ-selective [96] and Ba2þ-selective dendrimers [97], silicon-based and TTF

functionalized phosphorothioate dendrimers, were studied by electrochemical

techniques, so as to evolve dendrimer-based sensors for these cations.

8.5

Dendrimer-based Biosensors

Biocompatible and non-toxic water-soluble dendrimers are useful in biological

studies [98]. Many dendrimers have been tested as to their extent of acceptance

in the biological context. For example, PAMAM and PPI dendrimers were studied

for hemolytic cleavage of red blood cells. It was found that PAMAM and PPI den-

drimers exhibited toxicity, but their toxicity was brought down to acceptable levels

by modification of the surface functionalities with poly(ethylene glycol) or a car-

boxylic acid group [99]. In the series of PETIM dendrimers, no measurable cyto-

toxicity was observed and the results implied that these dendrimers having bio-

compatible functionalities would be suitable for in vitro biological studies [100].

In this section, the use of dendrimers in developing biosensors is discussed.

A biosensor is a device used to monitor and quantify biological reactions. The

design and development of robust biosensors is an active area of investigation.

The nanometric dendritic macromolecules have been subjected to biosensor

studies in several instances in recent years. The stepwise chemical synthesis of a

dendrimer provides the required flexibility to modify the constituent nature of the

macromolecules. In addition, the extent of functional group loading on to den-

drimer peripheries, periodic changes in the densities of the active moieties with

the aid of different generations, and the possibilities for encapsulation of small

molecules are some of the benefits of dendrimers upon which biological studies

involving these macromolecules are undertaken. Major advances in the develop-

ment of biosensors that utilize dendrimers are discussed below.

8.5.1

Acetylcholinesterase Biosensor

Biosensors based on acetylcholinesterase (AChE) are used extensively to detect

low concentrations of pesticides. Organocarbamates and organophosphates,
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major constituents of pesticides, irreversibly inhibit the AChE activity, concerned

with the hydrolysis of acetylcholine to choline and acetic acid. PAMAM den-

drimers have been used to design a biosensor for detection of such pesticides

[101]. Fourth generation PAMAM dendrimer mixed with 1-hexadecanethiol was

deposited onto a gold surface, into which enzymes AChE and choline oxidase

were incorporated. The activities of the enzymes were measured through oxida-

tion of H2O2, generated in situ, by the enzymes in the process of acetyl choline

hydrolysis and oxidation of choline to betaine. The electrochemically measured

biosensor assay was assessed for inhibition by pesticides, such as dimethyl-2,2-

dichlorovinyl phosphate (DDVP), carboform and drug eserine. Figure 8.18 shows

the inhibitory effect as a function of various pesticide concentrations. The most

sensitivity was achieved for a concentration up to 1:3� 10�3 ppb, which turned

out to be @1000 times better than potentiometric sensors. This high sensitivity

was credited to the architectural features of dendrimers, providing higher surface

densities of enzymes, and the ability to diffuse H2O2 efficiently to the electrodes,

so as to enhance the sensor sensitivity. Detections through potentiometry and

amperometry have also been demonstrated on electrodes modified with PAMAM

dendrimers [102].

8.5.2

Dendrimers as Cell Capture Agents

Dendrimers serve as highly efficient capture agents of bacterial strains. Tabacco

and coworkers have examined the PAMAM dendrimers as cell capture agents in

an effort to develop real-time detection of bacterial contamination in dynamic

aqueous environments [103]. The technique adopted was (i) deposition of dye en-

capsulated dendrimer on to the silanized glass plates (sensor plates); (ii) injection

of contaminated aqueous samples passing through the sensor plate and (iii) de-

tection of the dye with a blue laser light. The physically encapsulated dye (FAST

DiA) in fourth generation PAMAM dendrimer contained quarternary ammonium

Fig. 8.18 Plot of detection limits of various pesticides. (Adapted from Ref. [101].)
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groups at the peripheries. These ammonium groups were coupled covalently to

the glutaraldehyde-coated glass plates. The dendrimers showed excellent physical

stability and cell capture ability. The sensor detected 1� 104 cells/mL of bacterial

strain E. coli within 1 min of injection and the operational lifetime of the sensor

was at least 64 h. A good selectivity for a bacterial strain was also demonstrated

for the dendrimer-based biosensor. The major attributes of the dendrimer compo-

nent within the sensor assembly were (i) covalent attachment of the quarternary

ammonium functionality at the sensor surface; (ii) entrapment of the dye mole-

cule within the dendrimer interiors; (iii) high affinity for the bacterial cells, even

under the flow condition of the bacterial cell containing analyte. Current opera-

tional and storage durations were claimed to be beneficial for routine use in the

field.

8.5.3

Dendrimers as a Surface Plasmon Resonance Sensor Surface

The macromolecular structures of the dendrimers were investigated to generate

ultrathin film surfaces, in place of well-known polymers. Mark and coworkers

employed an amine-terminated fourth generation PAMAM dendrimer as a

macromolecular support on a gold surface, so as to evolve a surface plasmon

resonance sensor surface [104]. Traditionally, macromolecules such as carboxy-

methylated dextrans have been used as the support in order to generate a sensor

assembly. In order to minimize background effects, originating from such sur-

faces, the dendrimer was explored as a useful alternative. In this work, the den-

drimer was linked covalently to an aminoundecane thiol functionalized surface.

The surface was modified further with desired ligands, proteins and nucleic

acids, through covalent bond formation. Various analytical methods were applied

to establish the layer-by-layer architecture of the assembly. The extent of covalent

functionalization of the ligands over the dendrimer supported sensor surface was

much higher and this increased amount of loading was accounted for by the net

increase in the total surface-accessible area that accompanied the binding of the

dendrimer molecules and the large number of amine surface groups available for

covalent coupling of the ligands. This particular study opens up the possibility for

totally integrated optical biosensors and ultrathin films, employing dendrimer-

based surface chemistries.

8.5.4

Layer-by-Layer Assembly Using Dendrimers and Electrocatalysis

Layer-by-layer (LBL) assembly is a powerful technique to assemble nanometric

film fabrications, with precise control of film thickness. In an effort to address

pertinent issues associated with surface enhanced Raman scattering intensities

(SERS) of colloidal metallic solutions, dendrimers were involved to produce

dendrimer–metal nanocomposite films by the layer-by-layer technique [105]. In-

creasing generations of amine-terminated PPI dendrimers utilized in the study
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showed higher Ag adsorption characteristics, reflecting the effect of the large

number of peripheral groups available for the larger generation dendrimers,

when compared to lower generation dendrimers. The layer-by-layer assembly of

the dendrimer–Ag nanocomposite films was prepared by successive alternating

immersions of glass slides in solutions of dendrimers and the colloidal Ag par-

ticles. Strong SERS enhancements were observed for analyte 2-naphthalenethiol

cast on to the LBL films and such enhancements were significantly higher for

the films prepared with higher concentration and higher generations of den-

drimers. These results were attributed to the exceptional characteristics of den-

drimers and the optical properties of the Ag nanoparticles.

The LBL assembly involving dendrimer was studied in detail in combination

with heme protein and the catalytic efficiencies of the assembly by electrocatalysis

was investigated [106]. LBL assembly of fourth generation PAMAM dendrimer

and the heme proteins was developed, by employing the electrostatic interaction

between these two macromolecules. The control of the film composition and

thickness was assessed by UV spectroscopy, quartz crystal microbalance and cy-

clic voltammetry studies. The catalytic activities of the heme proteins to reduce

substrates such as O2, H2O2 and trichloroacetic acid were tested and the

dendrimer–heme films were shown to provide a favorable environment for the

heme proteins to transfer electrons with underlying electrodes. The favorable

electrochemical and electrocatalytic properties of PAMAM/protein films were an-

ticipated to have potential applicability in developing new types of electrochemical

biosensors or bioreactors, without using any mediators.

8.5.5

SAM–Dendrimer Conjugates for Biomolecular Sensing

Efficient analytical tools assume significance in monitoring biologically important

recognition processes. Foremost of the analytical tools are the electrochemical as-

says, relying on cyclic voltammetric, potentiometric and amperometric methods.

Using these methods, the biomolecular recognition processes are eventually

transduced as electrochemical signals. In one strategy, Yoon and coworkers ap-

plied dendrimer-coated electrode surfaces as the ligand component for their inter-

action with receptor containing analytes [107]. The biospecific interaction was

initiated upon functionalizing the dendrimer-coated electrode surface with the

ligand, namely biotin, in a particular study. Covalent attachment of the compo-

nents was carried out. Thus, activated ester-terminated thiol SAM on the elec-

trode surface was coupled with fourth generation PAMAM dendrimer. The pres-

ence of a dense amine group remains available for further reaction, after initial

amide bond formation with the SAM surface. The free amine groups were func-

tionalized as amides, linking the biotinyl groups. This constellation formed the

biospecific ligand-presenting electrode surface. The recognition of antibiotin anti-

bodies, which were labeled previously, was monitored through an enzyme cata-

lyzed oxidation of a substrate, namely, 4-chloro-1-naphthol. The oxidized product

of this substrate, benzo-4-chloro cyclohexadienone, was deposited on the elec-
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trode surfaces. The extent of electrode surface deposition was, in turn, assessed

through ferrocene methanol as the electroactive signal tracer. The dotted trace in

the cyclic voltammogram represents the ferrocene/ferricenium couple (Fig. 8.19).

The continuous trace represents the attempted redox reaction of the ferrocene/

ferricenium couple, after the biospecific recognition process. With no distinguish-

able redox wave, the biospecific recognition blocked the electrode surface nearly

completely, such that the redox reaction of ferrocene methanol was completely in-

hibited. The advantages of dendrimers as a platform, in comparison to polymers,

includes the unique characteristics of dendrimer architectures, monodispersity,

nanometric dimension and the presence of a large number of peripheral func-

tional groups, onto which further functionalization with ligands of choice could

be carried out.

In a related work, Kim and coworkers demonstrated surface coverage of

dendrimer–ligand functionalized electrode films by antibody molecules as a mea-

sure of changes in the signal transduction [108]. Specifically, activated ester-

terminated SAM was functionalized with amine-terminated fourth generation

PAMAM dendrimer. The unreacted amino group in the dendrimer was double

functionalized with a biotin derivative and ferrocene molecules. The affinity inter-

action of biotin molecules by anti-biotin IgG was followed by measuring the ex-

tent of surface coverage, as a result of steric inhibition of the biotin–antibody

complex, through glucose oxidase mediated oxidation of glucose. When antibody

recognition did not occur, the ferrocene moieties, present in the dendrimer mole-

cule, mediated the electron transfer onto the electrode, thereby generating the

signal. On the other hand, the antibody recognition resulted in an antigen–

antibody complex at the electrode surface, and this, in turn, blocked ferrocene

moieties as electron transfer mediators, resulting eventually in the loss of signal

transduction. Modification through activation of external ferrocenylated den-

drimer was also required, in order to minimize the nonspecific adsorption of glu-

Fig. 8.19 Cyclic voltammograms representing the ferrocene/ferricenium

couple, which acted as an electroactive signal tracer of a biocatalytic

reaction [107].
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cose oxidase on to the electrode surface. The antigen–antibody decomplexation

was also achieved through addition of free biotin, which resulted in regeneration

of the signal transduction. The ‘on’ and ‘off ’, relating to association and dissocia-

tion, respectively, peak current changes in the cyclic voltammogram were also

demonstrated (Fig. 8.20).

Partially ferrocene tethered fourth generation amine-terminated dendrimer was

utilized to couple with enzyme glucose oxidase (periodate oxidized), deposited on

to a cystamine-modified gold surface [109]. With the available unreacted amino

groups in dendrimers, the second layer of the enzyme was coupled, which, in

turn, could be subjected to react with another layer of ferrocene-tethered den-

drimer. In repeating the process, multiple layers of ferrocenylated dendrimer–

enzyme could be obtained (Fig. 8.21). The catalytic efficiencies of the enzyme/

dendrimer-supported electrodes were tested and the bioelectrocatalytic signals

from multilayered electrodes could reach 90% of the steady state values within 6

s. Further, the multilayered electrodes were found to be stable over a period of

several days, thereby, demonstrating the advantages of dendrimers as supports

for the biosensing purpose.

The enhanced capacity to immobilize ligands at the peripheries of dendrimers

was utilized for electrochemical detection of DNA molecules [110]. A constella-

tion of covalent coupling of ferrocenylated dendrimer onto carboxylate functional-

ized SAM, attachment of a capture probe at the peripheries of dendrimers, hy-

bridization of oligomer DNA, complementary to the capture probe and further

hybridization with an avidin conjugated alkaline phosphatase labeled DNA

Fig. 8.20 The ‘on’ and ‘off’ peak current changes, resulting from

antigen–antibody complexation–decomplexation reaction cycles.

(Adapted from Ref. [108].)
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oligomer formed the sensor assembly. The detection of target DNA was facilitated

through alkaline phosphatase mediated hydrolysis of p-aminophenyl phosphate

to p-aminophenol which was, in turn, oxidized to the corresponding quinonoid

form, by a ferrocene/ferrocenium couple, thereby generating an electrochemical

signal. A detection limit of 20 fmol was observed, in addition to achieving se-

quence selectivity in base-pairs during hybridization. The role of the ferroceny-

lated dendrimer here was first, to allow efficient attachment of the probe DNA

on the sensor surface, through free amine moieties of the dendrimer and sec-

ondly, to act as an electrocatalyst to mediate electron transfer between the enzy-

matic reaction product and the electrode by means of a ferrocene/ferrocenium

couple. The stepwise assembly of the DNA sensing electrode is depicted in Fig.

8.22.

Fig. 8.21 Assembly of multiple layers of ferrocenylated PAMAM

dendrimer–enzyme conjugate performed to construct reagentless

enzyme electrodes. (Adapted from Ref. [109].)

Fig. 8.22 The step-wise assembly of a DNA sensing electrode, is

conjugated with a dendrimer component. (Adapted from Ref. [110].)
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Unlike in the case of covalent attachment of probe DNA to SAMs, functional-

ized dendrimers such as PAMAM dendrimers constituted with single-stranded

DNA oligomers have been explored as DNA biosensors [111]. The DNA den-

drimers, containing 30 single-stranded arms, specific to a waterborne pathogen,

namely, Cryptosporidium parvum, was immobilized on to a gold-coated quartz

crystal and multiple layers of the dendrimer were deposited. The molecular

weight of the fourth generation dendrimer was 8� 106 Da, with a diameter of

120 nm. The quartz crystal microbalance technique was applied to monitor the

oligonucleotide hybridization and the minimum detection limit was 1 mg/mL of

target DNA. Hybridization reversibility was not, however, assessed, due to con-

cerns of thermal melting and QCM resonant frequency. Figure 8.23 illustrates

the detections observed as a function of QCM frequency change vs. time.

8.5.6

Dendrimer-based Calorimetric Biosensors

Calorimetric biosensors based on polydiacetylene and dendrimers have been de-

veloped, by utilizing polydiacetylenes as a visual color detector [112]. Mixed

Fig. 8.23 QCM frequency change vs. time plots of conventional (a) and

dendritic (b) DNA biosensor, with responses representing 5 (A) and 25

(B) mg mL�1 of a target 38-mer DNA (Adapted from Ref. [111].)
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amine and hydroxy groups-terminated PAMAM dendrimers were used to pro-

duce diacetylene and biotin ligand functionalized dendrimers. The diacetylenes

were further polymerized to polydiacetylenes to obtain highly networked poly-

mers. The presence of several ligands in each dendrimer molecule allowed sens-

ing receptors with fast response times and sensitivities. The advantage associated

with polydiacetylenes was the visible color change as a function of recognition of

specific analytes, or change in temperature.

8.5.7

Dendrimer-based Glucose Sensors

Developing a continuous monitoring method for glucose levels in blood samples

is an active area of research, due to the utmost significance relating to blood

sugar levels and the associated diabetes disease. One of the potentially applicable

methods of continuous blood glucose level monitoring is an implantable chem-

ical assay system, which relies on competitive binding of glucose to a protein–

polysaccharide complex. The competitive binding of glucose is detected through

fluorescence measurement. The protein of choice is a labeled lectin concanvalin

A and the polysaccharide is a labeled dextran. Due to the proximity between the

donor and acceptor fluorophore labels in the protein and polysaccharide, a fluo-

rescence resonance energy transfer (FRET) occurs, and the fluorescence emission

is monitored. Upon competitive binding of glucose, the efficiency of FRET re-

duces dramatically and an altered fluorescence emission occurs. The ratio of

these two emission peaks provides a quantitative estimate of glucose concentra-

tion. A drawback identified in this assay was that the competitive binding of glu-

cose to the protein–polysaccharide complex might be hindered due to incomplete

dissociation of the complex, restricting the dynamic response of the assay. In an

illustrative series of work, Coté and coworkers applied the dendrimer technology

in the assay system [113]. Thus, glycosylated PAMAM dendrimers were applied

in place of the dextran to produce the glycodendrimer–Con A complex. Competi-

tive inhibition of this binding process by glucose was found to be superior. The

wavelength of fluorescence emission of the labels was found to be non-

detrimental. A high dynamic response, representing an effective inhibition of

glycodendrimer–Con A binding by glucose, was also observed. The stability of

the biosensor system was found to be only up to 4 days and the competitive inhi-

bition was lost after this period. A schematic representation, as proposed by the

authors, is presented in Fig. 8.24.

In addition to covalent coupling of dendrimers on carboxylic acid alkane thiol-

coated SAMs, strong physisorption was also undertaken to produce a glucose bio-

sensor, involving dendrimers. Hianik and coworkers developed a glucose biosen-

sor based on the formation of dendrimer monolayers [114]. Specifically, a mixed

monolayer of hexylmercaptane and PAMAM dendrimers, generations zero, one

and four, was prepared on a gold support. The glucose-oxidizing flavin enzyme,

namely, glucose oxidase, was adsorbed over the monolayer. The biosensor consist-

ing of repeated dendrimer–glucose oxidase monolayers was also tested. Amper-

ometry was used to monitor the oxidation of glucose by dendrimer glucose
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oxidase monolayers, and it was observed that a low concentration of glucose pro-

vided a large current flow, with subsequent saturation at higher glucose concen-

tration. Also, larger generation dendrimer increased the amperometric response

of the sensor. This increase in response was attributed to (i) the increased volume

of the dendrimer interior, which facilitates diffusion of small molecules, such as

H2O2, to the electrode surface and (ii) the increased number of binding sites for

the enzyme. The dendrimer–enzyme-containing biosensor was found to be stable

for several days. Further modifications, involving cross linking of dendrimers

with the enzyme, with the aid of glutaraldehyde, improved the sensitivity, re-

sponse time, detection limit, turn over and stability of the biosensor [115]. The

authors have also studied the extent of surface coverage by a mixed layer of alkane

thiol–dendrimer and its influence on the activities of the enzyme [116].

Dendrimer encapsulated platinum particles have been utilized in biosensing

applications. Carbon nanotubes functionalized with Pt-containing dendrimer was

deposited with enzyme glucose oxidase onto the carbon nanotube, as well as onto

the dendrimer scaffold [117]. This assembly was tested as a glucose biosensor, the

response time and the detection limits were found to be 5 s and 2.5 mM of glu-

cose, respectively. The encapsulation of Pt nanoparticles in the interior of the den-

drimer facilitated the electron transfer, during oxidation, onto the electrodes.

Fig. 8.24 A schematic representation of competitive binding of glucose

to a glycodendrimer-con A complex. (Adapted from Ref. [113].)
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Dendrimer-based glucose sensors have been approached by different methods.

Dendrimers with two different electroactive moieties, namely ferrocene and co-

baltocene (Fig. 8.25), were prepared and tested as glucose sensors, by Alonso

and coworkers [118]. Dendrimers from 1 to 4 generations, coated with varied

amounts of ferrocene and cobaltocene units, were deposited onto platinum or

glassy carbon electrodes. The dendrimer-functionalized electrodes were further

treated with enzyme glucose oxidase, such that dendrimer–enzyme complexation

occurred through electrostatic interaction. The advantage of the mixed dendrimer

deposition was demonstrated through glucose oxidation analysis under (a) aero-

bic and (b) anaerobic conditions. Under anaerobic conditions, the ferrocene/

ferrocenium moiety mediated the electron transfer and a significant increase in

the currents was observed. On the other hand, under aerobic conditions, the co-

baltocene moieties acted as the mediator of the electron transfer, and again, sig-

nificant changes in the volatmmograms were observed. The stability of the bio-

sensor was also observed to be good. Under the anaerobic conditions, the higher

generation dendrimers were more efficient as electron transfer mediators. In the

Fig. 8.25 Molecular structure of a ferrocene and cobaltocene-containing

PPI dendrimer, utilized for glucose sensing under aerobic and anaerobic

conditions [118].
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presence of the mediator, i.e. oxygen, the sensitivity of the sensors increased with

decreasing dendrimer generation. The authors have also previously reported fer-

rocenyl silicon-based dendrimers as mediators of glucose oxidation [119].

8.6

Conclusion and Outlook

From the forgoing compilation, it is evident that dendritic macromolecules have

firmly established their importance in a variety of studies. Comparing the num-

ber of studies involving dendrimers, syntheses of new types of dendrimers them-

selves are lagging far behind. The perfect monodispersed constitution of den-

drimers demands the synthesis to be multi-step in nature, which, in turn,

demands that the chosen monomers and the reactions be efficient. With increas-

ing avenues for application, synthesis of dendrimers tailored for a desired pur-

pose will become imminent and the knowledge available currently should guide

the efforts in synthesis. Similarly, molecular modeling studies have become es-

sential to understanding the structure–property relationship of studies involving

dendrimers, especially in the absence of atomic level details from solid state anal-

ysis. Anomalous properties of dendritic structures, such as intrinsic viscosities

and fluorescence properties, will be useful when evolving new types of studies

with dendrimers. With particular reference to chemical and biosensor investiga-

tions, the structural and architectural features of nanometric dendrimers have al-

ready been realized and the exploitation of dendrimers for the purpose of sensors

has been phenomenal within the last few years. In this respect, real time applica-

tions, reaching the field, are distinct possibilities in the near future.
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Macromolecules 2005, 38, 9920; (d) T.
Goodson III, O. Varnavski, Y. Wang,

Int. Rev. Phys. Chem. 2004, 23, 109.
67 (a) D. C. Tully, J. M. J. Fréchet, Chem.
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Casado, Biosens. Bioelectron. 2004, 19,
1617.

119 J. Losada, I. Cuadrado, M. Moran,

C. M. Casado, B. Alonso, M.

Barranco, Anal. Chim. Acta 1997, 338,
191.

References 297





9

Molecular Approaches in Organic/Polymeric

Field-effect Transistors

K.S. Narayan and S. Dutta

9.1

Introduction

The invention of organic field-effect transistors (OFETs) with reasonable efficien-

cies provided the basic impetus to the field of inexpensive macro-electronics.

Polymer-based FETs, PFET devices hold enormous prospects as active elements

in driver circuits to realize low-cost, large-area electronic structures [1–4]. During

the past decade, intense research activity has taken place in the areas pertaining

to molecular design and synthesis of organic semiconductors, purification proce-

dures, solution processing methods, and engineering the metal/organic interfaces

to realize optimum device structures [1–4]. A simple prototypical OFET/PFET de-

vice is typically comprised of three electrodes, namely, source, drain and gate,

along with organic (polymer) layers. In principle, the operation of the metal–

insulator–semiconductor FET structure (OFET/PFET) is based on the control of

charge density within the semiconductor through the external gate voltage. The

option of having all the components of the device structure, insulator, semicon-

ductor and metal to be polymeric/organic in nature opens up a new paradigm

for sensors and smart applications. These devices, which rely on low cost process-

ing techniques, offer several possibilities to a wide range of applications. A variety

of applications have been proposed and demonstrated, for organic-semiconductor

circuits, including display backplanes, sensors, RFID (radio frequency identifica-

tion) transponders and tags [1–5].

Even though the field-effect action was known for organic and polymer-based

semiconductors twenty years ago, it was not possible to realize performance pa-

rameters which could be utilized. The earliest known approach to the fabrication

of a FET using organic semiconductors was reported by Barbe and Westgate in

1970 [6]. The discovery of conducting polymers turned the future of electronics

in a very fascinating direction due to the tractable mechanical and semiconduct-

ing properties of the materials, low-cost processing, the possibility of large area

electronics etc. The polymer FET (PFET) based on polyacetylene was first re-

ported in 1983 [7] and was followed by marginal, incremental improvements in
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the performance. Real breakthroughs in the performance parameters were

achieved during the last decade when regioregular polyalkylthiophene-based FET

device structures [9, 10] were introduced on appropriate compatible dielectric

substrates. Organic small molecules and conjugated oligomers have also attracted

considerable interest in the field of transistors [1–4].

In this chapter, we cover different aspects of field-effect transistors based on or-

ganic materials and issues related to improving the performance of the device.

Since this interdisciplinary field has attracted numerous researchers, resulting in

a large number of publications, we have included representative topics and high-

lights to provide a general summary rather than an exhaustive comprehensive re-

port. The organization of the chapter includes a brief introduction to the device

operation, electrical characterization, followed by device fabrication techniques,

progress including the molecular approaches and prospects and problems related

to the field.

9.2

Device Operations and Electrical Characterization

The operation of a metal–insulator–semiconductor FET structure (OFET/PFET)

is based on the principle of modulating the current density in the semiconductor

via the external gate voltage. The purpose of the source and drain is to serve as

barrier-free charge-injecting electrodes to the semiconductor upon application of

a certain external voltage; the gate electrode is isolated from the active semicon-

ductor by a thin dielectric layer, controlling the field-induced charge distribution

near the semiconductor/insulator interface. High electric field at a trap-free inter-

face between the semiconductor and the insulator leads to bending of the energy

band towards or away from the Fermi level, depending on the polarity of the ap-

plied gate voltage. For example, in case of a p-type semiconductor, the energy

bands bend in an upward direction when the gate is subjected to a negative volt-

age. This results in accumulation of positive charges at the interface providing a

highly conducting (on) state, called the accumulation or enhancement mode. On

the other hand, upon applying positive gate bias, the positive charges are pushed

away from the interface due to opposite band bending, which leads to depletion

of mobile charges. Basically the depletion mode corresponds to the low conducting

(off ) state of the device. The electrical performance of the FET is characterized

mainly in terms of two parameters field-effect mobility, representing the speed,

and on/off current ratio, describing the switching performance of the device.

In order to derive the transistor characteristic of the OFET/PFET structure

quantitatively, it is convenient to assume the idealized conditions: (i) the gradient

of the transverse field that is directed perpendicular to the channel is much larger

than that of the longitudinal field along the channel, (ii) there are no interfacial

traps or difference in Fermi level between the gate and the semiconductor, (iii)

carrier mobility is constant throughout the channel, and (iv) reverse leakage cur-

rent is negligibly small. The first condition essentially means that the charge in-

duced by the transverse field is much more effective than that induced by the
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longitudinal field. This eventually requires the channel length to be quite large

compared to the insulator thickness. The condition termed gradual channel ap-
proximation, was first introduced by Shockley for modeling the traditional FET

device characteristics [11].

The field-induced surface charge density is represented by the product of capac-

itance of the insulator per unit area ðCiÞ and the gate voltage Vg. When a negative

drain-source voltage ðVdÞ is applied, a gradient of surface potential appears along

the channel (say, in the x-direction). Under this circumstance, the conductivity is

contributed by the following terms: (i) Vg-induced surface charge density and (ii)

doping-induced charge density in the bulk of the semiconductor. The final expres-

sion for the drain-source current Id can be written as:

Id ¼ WmCi

L
Vg � V0 � Vd

2

� �
Vd þ NemWds

L
Vd

where, W and L are the channel width and length respectively, m is the mobility, ds
the thickness of the semiconductor, N the doping concentration and V0 the small

offset voltage (often called switch-on voltage). The first term is the same as in the

conventional inversion mode MISFET (metal insulator semiconductor FET) devi-

ces and the additional residual ohmic term arises primarily from bulk-doping.

This sizable contribution can only be decreased by minimizing the unintentional

doping [12].

The linear term predominates at lower drain voltage whereas the latter term

takes over as the drain voltage approaches the saturation voltage Vd; sat ¼ Vg (as-

suming Vg gV0). In the saturation regime, one may consider that the current–

voltage (I–V) characteristic is independent of Vd. However, in reality, the satura-

tion voltage exceeds Vg due to the presence of the residual charge in the bulk, and

requires more voltage to be depleted at the drain region. The field-effect mobility

of the transistor can be defined and extracted from the saturation or linear re-

gime, depending on the operating region of interest. Alternatively, the field-effect

mobility in the saturation regime is also estimated from the slope of the plot of

ðIdÞ1=2 against Vg for jVdj > jVgj. Typically, the mobility calculated in the satura-

tion regime is much higher than in the linear regime, since the latter factor is

more affected by deviations from linearity in the transistor characteristics (Id
versus Vd curves), at low Vd. The field-effect mobility is a very sensitive parameter

and depends on several internal and external factors. It is controlled by the

semiconductor/insulator interface, orientation of the polymers or organic mole-

cules, morphology, grain size (for organic molecules and oligomers), carrier den-

sity, and impurity concentration.

9.3

Device Fabrication

The fabrication of silicon-based or traditional inorganic semiconductor-based

MISFET structures involves either diffusion or implantation-based processes,
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where source and drain electrode deposition is followed by the growth of the in-

sulating layer, normally thermally grown silicon oxide, and finally deposition of

the metal electrodes. In OFETs (or PFETs), the semiconductor is not a bulk sub-

strate but a thin film and so the device structure is fabricated in an inverted archi-

tecture like TFTs. Typically the OFET structures are designed in two different cat-

egories. In coplanar (or bottom-contact) geometry, all the layers are on the same

side of the semiconductor, whereas in staggered (or top-contact) geometry, the

gate and the source-drain electrodes are on opposite sides of the semiconductor

layer (Fig. 9.1).

Coplanar configuration is the most adopted geometry for OFETs due to its sig-

nificant advantages, especially in integrated circuit (IC) applications. It is easier to

fabricate the bottom-contact devices on oxide-dielectric layers with miniaturized

dimensions using different types of lithographic techniques without damaging

the soft polymer films. In addition, the bulk-controlled current becomes less

effective in this geometry. The main disadvantage of this device structure is the

high contact resistance at the drain and source regions, which dominates in

the case of a short-channel device and has injection limited nonlinear transport.

The origin of the high resistance lies in: (i) under etching of the drain and source

electrodes forming an air gap between the electrodes, semiconductor and the in-

sulator, (ii) small contact area between metal and semiconductor (Adm �W ,

where dm is the thickness of the metal deposited) [13, 14]. On the other hand, in

the staggered geometry the contact resistance is less susceptible than that in the

coplanar geometry as the contact area in the former (in particular, overlap of

the source and gate contacts) is large enough. Moreover, there is a component

of electric field pointing vertically up that can induce injection from the top of

the source. However, there are severe limitations in this architecture, such as

restricted channel length due to lack of lithographic technique and bulk domi-

nated current depending on the thickness of the semiconductor film. The device

geometry plays a major role in driving the performance as well as issues related

to stability and degradation [11, 12].

Most of the high performance OFETs have been constructed on highly doped

silicon wafers covered with a thermally grown silicon oxide layer. The highly

doped substrate acts as the gate electrode. In the case of a coplanar structure,

the source and drain electrodes are designed on top of the insulating layer using

standard microlithography techniques, prior to the deposition of semiconductor.

Fig. 9.1 Top contact and bottom contact FET structures.
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In a staggered configuration, the semiconductor is deposited, followed by the

thermal evaporation of the metal electrodes (drain and source) using a shadow-

mask of desired dimension.

A crucial step in the fabrication process of FETs involves the deposition of

semiconductor on the dielectric insulator. There are various deposition tech-

niques that are adopted, depending on the nature of the semiconducting mate-

rial. Thermal deposition is the conventional method to deposit the organic small

molecule on the insulating surface by heating the material under high vacuum

conditions. The base pressure of the deposition system is an important parameter

to control the mean free path of the sublimed organic molecules and the pres-

ence of unwanted atoms and molecules, which results in contamination in the

polymer film [15–17]. Substrate temperature and deposition rate also influence

the thin film morphology which affects the transport characteristics of OFETs

[15–17]. The advantages of vacuum deposition are (i) control of thickness and

(ii) high purity films with the possibility of high order which can be controlled

by the deposition rate and the temperature of the substrate. High performance

devices can be achieved if the process parameters can be correlated to the mor-

phology of the films. As intermolecular charge hopping across grain boundaries

and disordered domains is not as efficient as transport in an ordered domain, in-

creasing the grain size is a promising approach to increasing the charge carrier

mobility.

Solution-processed deposition is an elegant, convenient and facile route to ob-

tain high quality polymer film over a large area. This technique involves the ho-

mogeneous deposition of polymer film from its solution by using spin-casting
[18], drop-casting [19], printing technology [20], dip-coating [21] or the Langmuir–
Blodgett (LB) technique [22]. A basic requirement for this technique is good solu-

bility of the polymer in common organic solvents. Spin-casting is one of the most

widely used methods for solution-processed deposition, where the substrate is ro-

tated at a speed of few hundred to few thousand rotations per minute after drop-

ping an appropriate amount of solution on it. Uniform thickness can be main-

tained by optimizing the coating parameters such as viscosity of the solution

and rotation speed. Typically the film thickness is proportional to the viscosity

and inversely proportional to the rotation speed. Drop-casting is another deposi-

tion scheme in which the solution is allowed to dry slowly in inert conditions.

This is a comparatively slow-growth process controlled by the natural evaporation

of the solvent and is known to yield better performance parameters than spin-

casting methods. A comprehensive study dealing with the comparison between

spin- and drop-casting and their influence on the mobility and orientation of the

film has been carried out recently [21]. Printing technology is the technique that

has attracted contemporary interest for the development of organic electronics.

This method involves printing the conducting or conjugated polymers, which

can be used as a form of suspension or ink [23, 24]. The primary goal of this tech-

nique includes the fabrication of ICs at a far greater production speed, lower cost,

and with less manufacturing complexity, incorporating the possibility of process-

ing at room temperature in ambient atmosphere. Dip-coating is one of the effi-

cient processing methods to achieve large area devices on both side of the sub-
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strate. In this process, the substrate is dipped into the polymer solution in a re-

peated and automated manner. The Langmuir–Blodgett (LB) technique has also

been explored in polymer electronics. It allows fine control of both the structure

and thickness of the film. This technique is limited to amphiphilic molecules that

consist of a hydrophobic chain and a hydrophilic head group.

9.3.1

Substrate Treatment Methods

The major challenge in solution-processed techniques lies in the nature of the in-

terface formed at the insulator and semiconductor boundary, the adhesive forces

arise primarily from weak Van der Waal interactions. The interface quality can be

improved by using a surface modification treatment prior to the deposition of the

semiconductor [25]. In principle, silane-based compounds are used to develop the

self-assembled monolayers on top of the dielectric. The surface treatment can

substantially increase the mobility (by as much as two orders of magnitude) [25].

The basic purpose of surface treatment is to make the dielectric surface more hy-

drophobic in nature, which in turn attracts the side chain of the polymers form-

ing a highly ordered interface. An alternative method to improve the interface is a

surface-directed, self-organized bilayer of two organic bulk phases with sponta-

neous solvent evaporation and this recent work has been demonstrated by Sir-

ringhaus and coworkers [25]. An enhancement of field-effect mobility due to

surface-mediated molecular ordering has been widely reported in regioregular

polyhexylthiophene, P3HT thin film transistors. Structural ordering at the in-

terface of P3HT and the insulator, SiOx, can be controlled by functionalized

self-assembled monolayers SAMs (aNH2, aCH3). g-aminopropyltriethoxysilane

(g-APS) and octyltrichlorosilane (OTS) have been used for aNH2 and aCH3, re-

spectively, to fabricate the SAMs. Synchrotron grazing-incident X-ray diffraction

(GI-XRD) and atomic force microscopy (AFM) are typically employed to deter-

mine the microstructure and ordering of P3HT films where two different chain

orientations (edge-on for a aNH2 functionalized surface and face-on for a aCH3

functionalized surface) are observed. It is observed that the orientation is intro-

duced by the unshared electron pairs (polar groups) and alkyl chains of SAMs. It

is speculated that there is a repulsive force between the p-electron clouds of the

thienyl backbone and the unshared electron pairs of the SAMs on insulator sub-

strates with polar groups (aNH2 and aOH). There are p–H interactions between

the thienyl backbone and H atoms of the SAM end groups in the p-conjugate sys-

tems, as depicted in Fig. 9.2. In systems that are devoid of the unshared electron

pairs (P3HT-CH3), the parallel orientation of P3HT chains to the insulator sub-

strate turns out to be the most thermodynamically stable because of the p–H in-

teractions. However, in systems with unshared electron pairs (P3HT aNH2 and

aOH), perpendicular (edge-on) orientation is achieved because of the repulsive

force between the p-electron clouds of the thienyl backbone and unshared elec-

tron pairs of the SAMs. AFM images for P3HT-NH2 systems show worm-like la-

mellar crystallite structures that arise due to perpendicular orientations of the

chains. The P3HT-CH3 system indicated disk-type crystallites with large domains
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because of the parallel orientation. The increase in mobility for the P3HT-NH2

annealed sample was attributed to the perpendicular orientation with respect to

the insulator that enabled the charge carrier to transport in the two-dimensional

conjugation direction. These studies which correlate the morphology and FET

performance suggest a wide scope for improving the device parameters [26–28].

9.3.2

Electrode Materials

Prior to (bottom contact) or after (top contact) the semiconductor deposition,

metals such as gold (Au, fm ¼ 5:1 eV), aluminum (Al, fm ¼ 4:2 eV), magnesium

(Mg, fm ¼ 3:7 eV), calcium (Ca, fm ¼ 2:8 eV), silver (Ag, fm ¼ 4:6 eV) are used

as drain and source contacts. The choice of the metals, depending on their work

function ðfmÞ, is a crucial factor in determining the efficient charge transport

mechanism in OFETs/PFETs. In most cases, Au forms the drain and source con-

tacts due to an optimum work function match with the HOMO level of the

organic/conjugated polymers (@ 5 eV) for p-FETs. Aluminum is generally used

as a gate electrode rather than drain and source electrodes, because it is unstable

in air with a high tendency to be oxidized. Indium tin oxide (ITO)-coated glass is

Fig. 9.2 Schematic representation of self-assembled structural ordering

in regioregular P3HT providing 2-dimensional charge transport.

Orientation of P3HT planes on functionalized surfaces. Top: (a) edge-on

orientation, (b) face-on orientation. Bottom: XRD as a function of

scattering angle for RRP3HT films (adapted from Ref. [28]).
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also used more often due to its transparent behavior coupled with metallic fea-

ture. Apart from the inorganic metals, the water-soluble conducting polymer

poly(3,4-ethylenedioxythiophene)/poly(4-styrenesulfonate) (PEDOT/PSS) is widely

used for its processing advantages to realize all-organic/polymeric FETs. The effi-

ciency of injecting holes (or electrons) from the metal contact to the HOMO

(LUMO) of the organic semiconductor depends on the energy barrier fBh ðfBeÞ
for the holes (electrons) which has to be overcome. A finite shift of the vacuum

level of the organic semiconductor has been observed at the metal/semiconductor

interface, where the magnitude and sign depend on the specific metal/organic

combination. This shift can be attributed to an ultrathin, interfacial electric dipole

layer, that can be as high as 1.5 eV [29–33]. The issue, related to barrier forma-

tion, becomes more evident in the case of n-channel OFETs. In this context, it is

essential to mention that despite the low work function of Al, it is not an ideal

electron injecting electrode. This is likely due to (i) the oxidation of Al, which cre-

ates an insulating layer of aluminum oxide, and (ii) the formation of a dipole bar-

rier. Most n-channel FETs reported have used Ca as the electron injecting elec-

trode. These devices however have the limitation of operation in inert conditions

or require a high degree of encapsulation.

9.4

Progress in Electrical Performance

The performance of OFET in terms of mobility, on/off ratio, stability etc. has been

improving continuously over the last decade. Considerable research efforts have

also resulted in an increase in field-effect mobility by five orders of magnitude

over the past two decades to values in the range 0.1–1 cm2 V�1 s�1. The typical

route of impressive improvements can be summarized by the following pro-

cesses: (i) design and synthesis of organic semiconductor; (ii) optimization of

the film deposition parameters for the active layer to obtain superior morphology

and structural orientation; and (iii) optimization of injection from the source and

drain contacts. OFETs can be divided into two categories, p- and n-channels, ac-

cording to the nature of the charge carriers that form the conducting channel at

the semiconductor/insulator interface. However, it is noteworthy to specify that p-

or n-channel does not imply the type of doping, unlike for the inorganic counter-

parts, but it signifies the more mobile charge carriers, either holes or electrons,

respectively. Recently, extensive research is being conducted on design and opti-

mization of ambipolar OFET, consisting of both types of charge carriers with bal-

anced mobility.

9.5

Progress in p-Channel OFETs

Most of the organic semiconductors that are used for OFET, display p-type be-

havior in the transistor characteristics. The unintentional doping during syn-
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thesis and the appearance of electron-trapping centres at the semiconductor/

insulator interface during the fabrication process make them convenient p-type

conductors. The most widely used p-type organic semiconductors are pentacene

and the other acene-based molecules and thiophene oligomers as active materials.

Numerous efforts have been carried out on thiophene oligomers such as sexi-
thiophene (6T) to improve and optimize the organic-based transistor characteris-

tics. The first report on 6T-based FET, which was also the first report on a small

conjugated molecule, showed the mobility, m, to be of the order of 10�3

cm2 V�1 s�1 [34]. The importance of the ordering of the film was first realized

with a 10–100-fold increase of thiophene oligomers upon substitution of di-

methyl at both ends of the oligomers [35]. The interpretation was confirmed

using dihexyl-sexithiophene (DH6T) obtaining m as high as 0.05 cm2 V�1 s�1

due to the very regular microscopic arrangement [36]. On proper purification

treatment of the source materials, a high m of 0.03 cm2 V�1 s�1 and on/off ratio

@106 were obtained, which are amongst the highest reported values for unsubsti-

tuted 6T-based OFETs [37]. The variation of field-effect mobility with different

polymer dielectric layer has been studied comprehensively with DH6T on a poly-

methylmethacrylate (PMMA) layer (m@ 0:04–0.08 cm2 V�1 s�1), DH6T on a poly-

amide layer (m@ 0:09–0.10 cm2 V�1 s�1) and DH6T on perylene (m@ 0:095–0.13

cm2 V�1 s�1) [37]. Recently, values of m@ 1:1 cm2 V�1 s�1 have been reported for

alkyl-substituted oligothiophene [38]. Over the past decade, pentacene has proved

to be a leading candidate for OFET due to its morphology and crystalline property.

Pentacene can be deposited using the organic vapor phase deposition technique

[39], the solution process method [40] and even the pulse-laser deposition tech-

nique [41]. The crystalline pentacene with controlled growth has a remarkably

high value of field-effect mobility ranging from 0.038 [42] to 0.62 [43] to 1.5

cm2 V�1 s�1 [44]. Recent progress has registered m value of pentacene-based

transistor up to 3 cm2 V�1 s�1 using a polymer dielectric layer [45] and 6.4

cm2 V�1 s�1 for a treated alumina dielectric layer [46].

The mobilities in the case of polymer FET are usually lower than the small mol-

ecule counterpart due to the poor molecular ordering and low crystallinity ob-

tained by solution techniques. One of the first solution-processable organic semi-

conductors, used for an efficient FET structure, was (P3HT) [47, 48] where the

mobility value of the OFET based on P3HT, spun from the chloroform solution,

was reported to lie in the range 10�5–10�4 cm2 V�1 s�1. Typical FET characteris-

tics of a P3OT-based device are shown in Fig. 9.3. A comparative study of P3AT

transistors as a function of the side chain showed that m decreases from 1–

2� 10�4 cm2 V�1 s�1 for poly(3-butylthiophene) and P3HT to 6� 10�7

cm2 V�1 s�1 for poly(3-decylthiophene) [49]. Regioregular P3HT-based FET de-

vice structures consisting of 98.5% or more head-to-tail linkages have shown a

dramatic increase in mobility when compared to that of regiorandom P3AT-based

FETs [19, 25]. With the drop-casting method, m has been increased to 0.045

cm2 V�1 s�1, due to formation of a self-assembled lamella structure of RRP3HT

film [19]. Studies on the correlation between the mobility and the deciding factors

such as degree of regioregularity, deposition technique and orientation of poly-

mer stacking atop the insulator surface have evoked tremendous interest [25]. It
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is observed that highly regioregular P3HT (>91% head-to-tail linkage) forms a

lamellar structure with an edge-on orientation (p–p stacking in the plane of

the substrate) when spun from chloroform. High field-effect mobilities of

0.05–0.1 cm2 V�1 s�1 were obtained for 96% RRP3HT-based FET devices. In

contrast, spin-coated films of P3HT with low regioregularity (81% head-to-tail

linkage) give lamella with a face-on orientation (p–p stacking perpendicular to

the substrate) resulting in a low field-effect mobility of the order of 2� 10�4

cm2 V�1 s�1. However, drop-cast deposition of 81% regioregular P3HT repro-

duces the edge-on orientation of the lamella structure that increases m by an order

of magnitude (@ 10�3 cm2 V�1 s�1). This study states that, in addition to the de-

gree of the order of the film, the method of deposition also influences the p–p

stacking direction relative to the substrate, which in turn has direct impact on

the mobility of the materials. The mobility of RRP3HT is also influenced by the

solvents used and the surface modification of the insulator. m was observed to vary

by almost two orders of magnitude, depending on the solvents, and the highest

mobility was obtained using chloroform as the solvent for RRP3HT. In the case

of RRP3HT-based FET, it has been observed that treatment of silicon dioxide

with hexamethyldisilazane (HMDS) or alkyltrichlorosilane replaces the hydroxy

group at the silicon dioxide surface with methyl or alkyl groups. The apolar na-

ture of these groups apparently attracts the hexyl side-chains of P3HT, favoring

lamella with an edge-on orientation. Mobilities of 0.05–0.1 cm2 V�1 s�1 have

been achieved using HMDS treatment of the insulator surface. Recently, OFETs

based on RRP3HT have been fabricated using a dip-coating technique. The high-

est field-effect mobility value of 0.18 cm2 V�1 s�1 has been recently reported. The

origin of the high m was attributed to the formation of a rod-like morphology [50,

51]. However, exposure of RRP3AT to air causes an increase in conductivity, sub-

Fig. 9.3 Typical polymer FET characteristics, semiconductor: P3HT,

dielectric: PVA. See Refs. [67–69] for details.
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sequent degradation of the transistor, and low on/off ratio that have been attrib-

uted to oxidation defects [19, 50].

Poly(9,9-dioctylfluorene-co-bithiophene) (F8T2) is another promising polymer

semiconductor and is more environmentally stable than P3HT [51, 52]. F8T2 pos-

sesses a thermotropic, nematic liquid crystalline phase above 265 �C. It can be

oriented using a rubbed polyamide alignment layer to form a macroscopic do-

main. The carrier mobility is higher in the case of oriented films along the rub-

bing direction rather than in isotropic films and can be as high as 0.02

cm2 V�1 s�1 with an on/off ratio@105 at room temperature [51, 52]. The prom-

ising potential of this polymer was demonstrated using device processing meth-

ods involving ink-jet printing technology. Design of an all-polymer transistor

inverter-circuit with channel length down to 5 mm was implemented [52].

It has been shown that both molecular self-assembly and stability against oxida-

tive doping by atmospheric oxygen are key to designing solution processable or-

ganic semiconductors for low-cost OTFTs. Oxidative doping stability and excellent

TFT performance characteristics can be built into a polythiophene system via

structural design [54]. It has been found that systems such as regioregular

poly(3,3-dialkyl-quaterthiophene) 3 (PQT) [54] exhibit stable efficient properties.

This is essentially a semiconducting polythiophene that is designed to assemble

into large crystalline domains on crystallization from a liquid-crystal phase, and

to possess an extended, planar p electron system that allows close intermolecular

p–p distances, which facilitate high charge carrier mobility. In addition, rather

than increasing the IP by sterically twisting the repeat units in the backbone,

which intuitively should reduce the crystalline perfection, a linear conjugated

comonomer, thieno[3,2-b]thiophene was incorporated. The delocalization of elec-

trons from this fused aromatic unit into the backbone is less favorable than from

a single thiophene ring, due to the larger resonance stabilization energy of the

fused ring over the single thiophene ring. This reduced delocalization along the

backbone results in a lowering of the polymer HOMO. Furthermore, the forma-

tion of highly ordered crystalline domains can be promoted due to rotational in-

variance of the linearly symmetrical thieno[3,2-b]thiophene in the backbone

which facilitates the adoption of the low-energy backbone conformation. Tail-to-

tail regiopositioning of the alkyl chains on the bithiophene monomer helps pro-

mote self-organization while minimizing any steric interactions between the

neighbouring alkyl groups, thus preserving backbone planarity [54].

9.6

Progress in n-Channel OFET

The major problem in fabricating n-channel OFETs is the presence of traps. A

low trace of oxygen is enough to degrade the device by introduction of deep elec-

tron trap sites. Protonic sites, contributed by moisture, can also attach to the func-

tional groups by hydrogen bonding, and can serve as additional trap sites for elec-

trons. However, the deciding factors for the device engineering are the electron
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affinity of the semiconductor and the energy level matching between the semi-

conductor and the metal electrodes (source and drain) to promote efficient

electron injection. An early study using lutetium (Pc2Lu) and thulium (Pc2Tm)

bisphthalocyanines-based n-channel OFET was reported, where the mobilities

were between 2� 10�4 and 1:4� 10�3 cm2 V�1 s�1 for both the materials [55].

C60 and C60/C70 fullerenes were also used as the active layer with mobility

5� 10�4 cm2 V�1 s�1. The mobility of C60 was raised to 0.08 cm2 V�1 s�1 by

modifying the deposition technique [56]. Further research has produced a mobil-

ity of 0.56 cm2 V�1 s�1 in C60-based FET, which is quite a reasonable value for a

n-channel transistor system [57]. It has recently been shown that OFETs based on

N,N 0-dioctyl-3,4,9,10-perylenetetracarboxylicdiimide(PTCDI-C18H) as the organic

semiconductor provide bottom contact devices with mobility as high as 0.6

cm2 V�1 s�1 [58]. There are only a few reports available on n-type based

PFET device structures. Some of these polymers are ladder type, rigid systems

such as poly(benzobisimidazobenzophenanthroline)(BBL), poly(p-phenylene-2,6-
benzobisthiazole) [59, 60]. Field-effect mobilities of 3–4� 10�3 cm2 V�1 s�1

have been achieved in the encapsulated, bottom-gate FET configuration consist-

ing of methanofullerene [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) as

active semiconductor and calcium as the drain-source contacts [61].

9.7

Progress in Ambipolar OFET

In addition to the development of p-channel and n-channel FETs, there are a few

reports on ambipolar transistors, where both p- and n-type transport can be

achieved in a single device with an interesting property of light emission from

these devices. The advantages of such devices are: (i) the possibility of a comple-

mentary circuit with low power consumption analogous to CMOS technology; (ii)

the possibility of having radiative recombination in a transistor by balancing the

injection of both electrons and holes at the same place. Despite high purity with

few acceptors (<1013 cm�3), unipolar transport characteristics are typically ob-

served in organic semiconductors. This can be attributed to different injection ef-

ficiencies for electrons and holes and, to some extent, can be related to the effec-

tive masse of the charge species. An approach using heterostructure FET was

reported to obtain ambipolar transport in a single device with bottom-contact ar-

chitecture [36]. The device structure consisted of 6T and C60 as the two active

layers for p- and n-channel operations, respectively. The active layers were sub-

limed on top of a silicon oxide layer, drain and source contact pads. The two ma-

terials were chosen because the HOMO level of 6T is energetically lower for holes

than the HOMO of C60 while the LUMO of C60 is energetically lowered for elec-

trons. The drawback of this structure was the use of similar metal electrodes, one

of which forms a schottky barrier with C60. Recently two different drain and

source were adopted according to the semiconductors pentacene and N,N 0-
ditridecylperylene-3,4,9,10-tetracarboxylic diimide (PTCDI-C13H27) to obtain bal-
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anced mobility [62]. An alternative approach was adopted by making a film of het-

erogeneous polymer blends consisting of interpenetrating networks and also by

using narrow-bandgap organic semiconductors [63]. A blend of hole-transporting

poly(methoxy dimethyloctyloxy)-phenylene vinylene (OC1C10-PPV) with electron-

transporting PCBM was used for ambipolar conduction. The electron mobility in

such blends (7� 10�4 cm2 V�1 s�1) was two orders of magnitude lower than the

electron mobility of a pure film of PCBM, while the hole mobility was similar to

that of single-component OC1C10-PPV (3� 10�5 cm2 V�1 s�1). Ambipolar trans-

port was also found in the OFET structure fabricated with a layer of PCBM [64].

Pentacene film together with calcium as source and drain were also used to ex-

tract ambipolar conduction incorporating hole mobility and electron mobility of

4:5� 10�4 cm2 V�1 s�1 and 2:7� 10�5 cm2 V�1 s�1 respectively [65]. A recent

breakthrough in ambipolar transport in most of the common p-type semiconduc-

tors has received considerable attention in this remarkable research field. Accord-

ing to this report, the origin of unipolar transport in such materials is the pres-

ence of the hydroxy group (OH) which may act as a trap centre [67] and oxygen

has high electron affinity, which replaces the hydrogen ion of OH with induced

electrons, providing hole-only transport. However, the inclusion of hydroxy-free

insulator, for example divinyltetramethylsiloxane-bis(benzocyclobutene) (BCB),

has produced ambipolar transport in almost all the well-known p-type conjugated

polymers [66].

9.8

PhotoPFETs

Interesting, unique phenomena in these device structures, arising from the com-

bination of device physics and photophysics in these systems, were observed by

Narayan et al. [67]. They demonstrated the utility of light as an additional control-

ling parameter of the transistor state. The transistor exhibits large photosensitiv-

ity, indicated by the sizable changes in the drain-source current, Id, at low levels

of light. The photo-induced response reported was considerably higher than that

of efficient conventional 2-terminal organic/polymeric photodiodes due to a pro-

cess of internal amplification. The light responsive polymer-FET opens up a new

device architecture concept for polymer-based electronics. The transistor action is

considerably modified with photoexcitation with large changes in the Id, and the

saturation value of drain-source current Id, depending on both the intensity of the

light and the gate voltage, as shown in Fig. 9.4. The large photo-induced Id is a

consequence of an internal amplification process resulting from the photogener-

ated carriers which is possible only in this transistor configuration. The studies

using regioregular polythiophenes were then extended to other polymers and or-

ganic molecules [67–69].

Apart from these large photoinduced changes in the transport processes, inter-

esting long-lived relaxation behavior is observed upon switching off the photo-
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excitation. An illustrative experimental investigation with a suitable theoretical

approach was accomplished to interpret the slow relaxation of the photoinduced

current in organic FET. A Vg dependence of photocurrent relaxation in the inter-

mediate stages of the decay in this three-terminal device was observed [68]. The

asymmetrical charge distribution, which is inherent in this device geometry upon

low-intensity photoexcitation can, to some extent, be manipulated by Vg. This fea-

ture was exploited to obtain the optical memory effect in a single device structure

[69]. The optically generated charged regions which can be accessed by Vg were

used to demonstrate memory effects comprising writing, storing and reading op-

erations. The writing process involves optical excitation of the FET operated

under a depletion mode, while the reading and erasing procedures involve appro-

priate gate voltage bias conditions as shown in Fig. 9.5. These results also provide

a measure of the carrier distribution profile and the electric field prevalent in the

semiconducting layer. The remarkably large photoresponsivity of these FETs has

also attracted considerable attention subsequently [70, 71]. The ability to tailor

photocarrier generation schemes in conjugated organic materials, both small

molecules and polymers [67–71], and the demonstration of FET characteristics

in the same media can form a set of potentially useful features to design opto-

electronic elements. An important figure of merit for photodetectors is light-

current/dark-current ratio. The ability to tune the two quantities independently

compared to two-terminal photodiodes is one of the most obvious advantages of

these photodetectors.

Fig. 9.4 Light induced photo-polymer FET based on P3OT as the

semiconductor, and PVA characteristics: (i) Photo-induced amplification

of source-drain current at �3 V gate bias. (ii) Transconductance

characteristics, Id vs. Vg in dark and light conditions (low intensity

regime).
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9.9

Photoeffects in Semiconducting Polymer Dispersed Single Wall Carbon Nanotube

Transistors

Compared to the organic/polymer FETs, single wall carbon nanotube SWCNT-

based FETs in terms of performance exhibit high drive currents, excellent trans-

conductance, fast switching response and large on/off ratios [72]. A comparison

between the two types of FETs, especially under photoexcitation, is instructive in

understanding the fundamental process involved. Direct forms of specific

chemical sensing have also been demonstrated using a variety of device struc-

tures. SWCNTFET are particularly appealing for use as optical detectors. How-

ever, methods based on optical excitation of isolated SWNT structures have been

rare, possibly because of physical constraints such as the low photon-capture area

of the isolated nanotubes, a large recombination probability and other intrinsic

reasons leading to low internal photon to current conversion efficiencies. How-

ever, changes in the Id current and threshold voltage shift of the SWCNTFET

upon laser illumination have been reported recently [73]. The excitation spectrum

of the photocurrent features was correlated to the optical absorption by the third

interband gap of the van Hove singularity of the semiconducting SWCNT [74]

and, in certain cases, was attributed to the schottky character of the electrode/

semiconductor interface [75]. In absolute terms, for a given number of photons

per unit area, the photoinduced changes in pristine SWCNTFETs are relatively

small compared to semiconducting polymer-based FETs which offer a large area

of absorption cross section for photocarrier generation and transport [62–65].

Under dark conditions, the polymer-based FETs have a much lower performance

Fig. 9.5 Optoelectronic memory effect in the photo-polymer FET based

on P3HT as the semiconductor, and PVA as the dielectric insulator at

20 K, using a periodic light pulse for writing (dashed line) and periodic

gate bias (solid line, erasure is carried out by the negative gate bias

NGB) as the two input parameters.
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efficiency than SWNTFETs. A combination of the characteristics of these two

classes of FETs in a single device is observed to offer interesting possibilities [76].

Recent methods for fabrication of such structures consisting of optically and

electrically active semiconducting polymers on the nanotube have been reported

[76, 77]. Upon photoexcitation, FET-characteristics display shifts in threshold volt-

age along with a presence of memory features [77]. The nanotubes have been

suggested to act as conduits for hole-transport and studies of hybrid photovoltaic

devices consisting of these set of materials exhibit increased efficiency of photo-

induced charge separation at the active interface. Such hybrid systems offer the

combination of efficient transport features of SWNT and the significant optical

properties of the conjugated polymers. The percolation behavior in such hybrid

systems has also been used to achieve an effective reduction in channel length,

thus increasing transconductance [78].

Recent studies of conjugated polymer poly(3-hexylthiophene) P3HT and

poly[2-methoxy-5-(2 0-ethylhexyloxy]-1,4-phenylenevinyelene MEHPPV dispersed

SWNTFET structures reveal interesting features resulting from a combination of

a molecular process initiated by photoexcitation of the polymer and facilitated by

device geometry conditions. The photoexcitation primarily affects the SWCNTFET

characteristics in the depletion mode. The changes in the current in the depletion

mode corresponding to the photoexcitation span several orders of magnitude, and

the transistor Id attains the saturation value corresponding to the on-state. It is to

be noted that the current traverses only across the SWNT channel and the poly-

mer network around the nanotube acts as the optically active antenna. The large

change in Id in the depletion mode is not instantaneous. Upon a close examina-

tion of experiments involving a periodic Vg, it is observed that the FET enters into

the off-state (for Vg > 0) and under these conditions the photogenerated charge

carriers induce the large increase in Ids in the nanotube channel. The mechanism

of this feature is speculated to be photocarrier generation in the polymer and

transport to the charging centers around the SWCNT, facilitated by the difference

in the energy levels in the depletion bias conditions. The changes in the current

span several orders in magnitude, controlled by the initial on/off ratio of the

SWCNT FET [76].

9.10

Recent Approaches in Assembling Devices

Apart from the approaches involving modifications in the device geometry and in

the semiconductor/insulator interface an important research direction has been

in the area of the molecular design of the active elements which permits self-

assembled structures where transistor properties can be realized. An attractive

paradigm is the self-organization of functional materials into molecularly ordered

domains that are hierarchically organized across length scales.

In the process, it should be possible to achieve short-channel FET characteris-

tics where one can study the scaling of mobility with respect to the molecular di-
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mension. It may be possible to achieve a high degree of performance if the effect

of the domain boundary is reduced. Apart from this it may be useful for organic

chips and RFID tag application if low threshold voltages are obtained. The re-

markable reduction of channel length was observed in the 30 nm channel FET

based on pentacene, where electron beam lithography was used to pattern the

platinum electrodes [79]. The field-effect mobility and the on/off ratio were ob-

served to be of the order of 10�2 cm2 V�1 s�1 and 102, respectively. This was at-

tributed to the effect of bottom contact geometry, where pentacene tends to form

smaller grains near the electrodes. The comparatively low on/off ratio was attrib-

uted to the large off current, which might be due to the large accumulation of

charge at contact. Another alternative approach using a de-wetting technique

was demonstrated where the top gate staggered geometry was maintained to ob-

tain a channel length of 30 nm [80]. F8T2 was used as semiconducting material

on top of PMMA dielectric to form an all-polymer short channel FET with mobil-

ity of 0.006 cm2 V�1 s�1.

The interface between the insulator and semiconductor is a very critical aspect

in transistor performance. The modification of the interface property is a promis-

ing approach to the improvement of device performance. The influence of differ-

ent deposition techniques and surface modification of the dielectric interface has

been extensively reported [81]. A twenty-fold improvement over mobility on bare

silicon oxide has been observed upon treating the dielectric surface with octade-

cyltrichlorosilane self-assembled monolayer. The surface treatment using a layer

of ultrathin solution-based polymer after defining the drain-source electrodes

has been reported more recently [82]. The self-organizing property selects the

SAM to be within the channel region and thiol groups on the electrodes leading

to better injection. Another promising method to improve the interface is the

surface-directed, self-organized bilayer of two organic bulk phases with sponta-

neous solvent evaporation technique [81]. This technique completely avoids expo-

sure of the interface to ambient contamination leading to the spontaneous forma-

tion of ultrathin and conformal semiconductor–insulator bilayers.

Microcontact printing (mCP), a parallel printing technique capable of structur-

ing large areas with high-resolution chemical patterns, in contrast to nanoimprint

lithography, can be readily applied to, e.g., flexible or structured substrates. It has

been found that the process yields OTFTs with similar or better electrical perfor-

mance than devices fabricated using conventional lithography [83]. The possibil-

ity of achieving molecular engineering and assembly via soft lithography methods

has immense potential. A precisely defined array of nanostripes consisting of

crystalline and highly ordered molecules obtained by a stamp-assisted deposition

of the molecular semiconductors from a solution, has been utilized as a short-

channel structure [84]. Interesting model systems such as rotaxane molecules

have also shown self-organization and manipulation to offer a prospective route

of improvement from the molecular level [85].

In summary, intense research activity over the last decade has been pursued in

the areas pertaining to the molecular design and synthesis of organic semicon-

ductors, purification procedures, solution processing methods, and engineering
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the metal/organic interfaces to realize optimum device structures. Some of these

systems are also capable of exhibiting a variety of interesting phenomena such as

optically induced current-enhancement, where the magnitude and relaxation pro-

cesses can be controlled by Vg. Organic-polymeric materials offer a promising and

commercially viable route for low-cost, large-area electronics. Prospects for large

scale integration of the OFETs will offer tremendous alternatives in designing a

variety of applications. The research breakthroughs and demonstration of new

concepts in fabrication can be expected to be translated into large scale manufac-

turing in the coming decade.
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10

Supramolecular Approaches

to Molecular Machines

M.C. Grossel

10.1

Introduction

Since the early days of supramolecular chemistry, the creation of molecular as-

semblies having a function has been a key goal [1], arising to a considerable ex-

tent from an interest in the mimicking of biological function. However, a key as-

pect of chemistry is the creation of novel structures rather than just functional

mimics, and as the field has grown so have the targets expanded, inspired for

example by the earlier proposals of Drexler [2] and Feynman [3]. Key functions

of supramolecular assemblies relevant to the construction of molecular machines

[4] are recognition, transport, and modification of a substrate. In addition supra-

molecular assemblies are dynamic (as a result of internal motions within the

complex) and switchable (mechanically, optically, electronically, etc.). They can

change their size and shape, and can be chiral. Each of these properties has po-

tential applications in materials science.

Stoddart and others [4a] have characterised a machine by a number of different

attributes which include:
� the type(s) of energy required to make it work
� the type(s) of movements performed by its components
� the manner by which its operation can be monitored and

controlled
� the possibility of repeating the operation at will and

establishing a cyclic process
� the timescale needed to complete a cycle of operation
� the function(s) performed by the machine.

Photons and electrons are the best options for controlling molecular-scale ma-

chines since they can be involved in both the input and output operations. They

produce no chemical by-products and circumvent the problem of the need for a

continual supply of reagents. Processes can be readily monitored and controlled
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by optical spectroscopy or electrochemistry. However, as will be seen later, pH

changes have also been successfully used to drive such systems.

Supramolecular assemblies are more likely to undergo larger amplitude varia-

tions in shape etc. in comparison with the internal conformational or configura-

tional changes which can occur within a single molecule, though Feringa, Tour

and others [5] have constructed elegant ‘‘molecular motors’’ and nanovehicles.

To date one of the most promising approaches to ‘‘mechanical’’ molecular ma-

chines has been through the use of catenanes and rotaxanes.

10.2

Catenanes and Rotaxanes

Catenanes and rotaxanes are two types of structure which have only become

readily accessible with the advent of supramolecular chemical techniques A cate-
nane is a structure in which two or more rings are threaded through each other

but are not joined covalently (i.e. they behave like links in a chain, see Fig. 10.1).

An [n]-catenane refers to a catenane chain consisting of ‘n’ interlinked rings.

A further level of sophistication arises when the interlocked rings are unsym-

metrical or are multiply entwined – the latter form molecular knots (also known

as knotanes); such structures can be chiral (as in the case of the trefoil knot shown

in Fig. 10.1).

A rotaxane consists of a ring surrounding a thread which is stoppered so that

the ring cannot escape (Fig. 10.2), whereas the corresponding structure consist-

ing of a ring around an unstoppered thread is called a pseudorotaxane (Fig. 10.2).
An [n]-rotaxane has n – 1 rings surrounding the thread.

One key difference between the two is that pseudorotaxanes can thread and un-

thread, depending on their environment etc., whereas rotaxanes cannot. In addi-

Fig. 10.1 Catenanes and knotanes.

Fig. 10.2 Rotaxanes and pseudorotaxanes.
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tion both structures are dynamic through internal motion; the thread can rotate

within the ring (or the ring about the thread) and, if the thread is long enough

and contains several binding sites, the ring can shuttle between various ‘‘sta-

tions’’ on the thread, effectively behaving like a molecular-scale abacus (Fig. 10.3).

Catenanes are also dynamic structures in which one ring can either hop around

or rotate through another.

10.2.1

Synthetic Routes to Catenanes and Rotaxanes

Basic strategies for catenane and rotaxane synthesis are summarised in Fig. 10.4.

In the case of catenanes one ring is preformed, a chain is threaded through it and

the ends of this are then joined together. The two (or more) rings involved in the

catenane need not, of course, be chemically identical. For rotaxanes and pseudo-

rotaxanes, the ring can either be constructed around a stoppered rod or an un-

stoppered rod can be threaded through a ring to form a pseudorotaxane which

can then be stoppered if required.

Several successful routes to catenanes have been developed using a variety of

self-assembly techniques. These employ one of three basic approaches involving:

Fig. 10.3 Schematic of a rotaxane acting as a molecular shuttle.

Fig. 10.4 Strategies for catenane and rotaxane synthesis.
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(i) aromatic p–p association; (ii) hydrogen-bonded preorganisation; or (iii) ion

templating.

10.2.2

Aromatic p–p Association Routes to Catenanes and Rotaxanes

10.2.2.1 Preparation and Properties of [2]-Catenanes

One of the leading pioneers in assembling structures of this type has been Fraser

Stoddart. His observation [6] that the electron-rich aromatic rings in large crown

ethers such as dibenzo-30-crown-10 form complexes with electron-deficient bipyr-

idinium cations, led him to develop an efficient route to [2]- and higher order cat-

enanes and rotaxanes. For example, when 4,4 0-bipyridine is reacted with 1,4-bis-
(bromomethyl)benzene in the presence of dibenzo-34-crown-10 the [2]-catenane

1 is formed in good yield (Scheme 10.1) as a result of the strong complexation of

the dialkoxybenzene units by the cyclobis-(paraquat-p-phenylene) ring (PQT4þ)
[7].

As has already been noted, catenanes are potentially dynamic structures; in-

deed in the [2]-catenane 1 for example the crown ether rotates through the

Scheme 10.1 Stoddart’s route to a [2]-catenane [7].
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PQT4þ ring at ca. 300 Hz, whilst precessing around this latter at ca. 2 kHz (at

room temperature).

10.2.2.2 Multiple Catenanes

In the original synthesis outlined in Scheme 10.1 there is insufficient space with-

in the structure for the threading of further rings. However, if the PQT4þ box is

enlarged, higher order catenanes can be prepared (Scheme 10.2). These struc-

tures are also dynamic with the dibenzo-34-crown-10 rings rotating through the

PQT4þ ring at ca. 8 kHz (at ca. 298 K).

Alternatively expansion of the crown ether unit, thereby introducing additional

dialkoxybenzene units, also provides a route to a [3]-catenane (Fig. 10.5). In this

structure the two paraquat boxes roll through the crown ether at ca. 28 kHz at

room temperature and chase each other around the crown ring at ca. 300 Hz be-

having somewhat like a molecular train set, always keeping one ‘‘station’’ apart.

Further development of this synthetic approach with careful choice of the

crown ethers and cationic boxes used has enabled Stoddart to prepare a variety

of catenane and rotaxane-based polymers including the [5]-catenane known as

olympiadane [8].

Scheme 10.2 Preparation of higher-order catenanes.
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10.2.2.3 Switchable Catenanes

This approach to catenanes has proved quite versatile. By varying the nature and

number of the electron-rich aromatic rings in the crown ether it is possible to cre-

ate more complex catenanes and to fine-tune their dynamic behavior. Replace-

ment of the 1,4-dialkoxybenzene moiety by a better electron donor such as 1,5-

dialkoxynaphthalene or tetrathiafulvalene (TTF) results in stronger complexation

with the PQT4þ box. A key advantage which arises from incorporation of the TTF

unit into a catenane is that the structure can be switched between different states.

TTF0 is an electron donor which forms complexes with the PQT4þ box, whereas

TTFþ does not show donor/acceptor character and TTF2þ is an electron acceptor

which forms charge transfer complexes with the 1,5-dialkoxynaphthalene moiety

[9].

For example, in the TTF/1,5-dialkoxy-naphthalene-based catenane shown in

Fig. 10.6 a neutral TTF ring is the favored guest within the PQT4þ box but oxida-

tion of the TTF leads to switching of the location of the crown ether, placing the

naphthalene ring inside the PQT4þ box cavity as the preferred guest.

Another key feature of such catenanes is that the complexes are colored, the

PQT4þ/1,5-dialkoxynaphthalene complex being red (lmax 473 nm) whereas the

TTF complex is green (lmax 854 nm) – see Table 10.1 [10]. Thus the catenane

Fig. 10.5 The molecular train set: a [3]-catenane derived from

tetrabenzo-68-crown-20 and two PQT4þ rings.
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shown in Fig. 10.6 is a bistable, electrochemically switchable system, i.e. a color-

switchable dye.

A further development of this concept is the introduction of a third ‘‘blue’’ sta-

tion thereby affording a tristable structure (Fig. 10.7) which is switchable between

three color states and is thus capable of acting as a pixel in a solid-state display

device. This has been achieved through the addition of a substituted benzidine.

Key variables in this system are the display colors, the binding energies of the in-

dividual complexes, and the oxidation potentials of the electron-donor guests. The

2,2 0-difluorinated benzidine derivative has been found to give a particularly good

blue (Table 10.1). Thus the neutral catenane is green but oxidation of the TTF

unit pushes the PQT4þ ring onto the benzidine site changing the color to blue

(Fig. 10.7). Subsequent oxidation occurs at the benzidine unit resulting in a shift

of the PQT4þ ring onto the dialkoxynaphthalene position resulting in a change of

color to red [11].

Table 10.1 Colors of various complexes with the PQT4þ box [10].

Fig. 10.6 A bistable color-switching [2]-catenane.
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10.2.2.4 Other Synthetic Routes to Paraquat-based Catenanes

A number of alternative approaches to paraquat-based catenanes have been

reported recently. One method exploits intramolecular 1,3-dipolar cycloadditions

involving an azide and a terminal alkyne (the latter is needed to avoid isomer

issues), a process known as ‘‘Click’’ chemistry (Scheme 10.3) [12].

Fig. 10.7 A three-color switchable [2]-catenane [11].

Scheme 10.3 Preparation of a [2]-catenane using ‘‘Click’’ chemistry [12].
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Another route uses the Eglington coupling of terminal alkynes which can be

carried out as a one-pot catenane synthesis (Scheme 10.4) [13].

Scheme 10.4 A ‘‘one-pot’’ route to [2]-catenanes using Eglinton coupling [13].

Scheme 10.5 Paraquat-based route to a [2]-rotaxane.
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10.2.2.5 Rotaxane Synthesis

Rotaxanes can be prepared using the same chemical approaches as have been de-

vised for the synthesis of catenanes. Thus formation of the paraquat box in the

presence of a bulky stoppered or unstoppered 1,4-bis-poly(ethyleneoxy) benzene

or similarly 1,5-disubstituted naphthalene core affords a [2]-rotaxane (Scheme

10.5).

If a sufficient number of electron-rich alkoxybenzene units are incorporated

into a thread and the PQT4þ box is added, a pseudorotaxane will readily form

(Scheme 10.6).

10.2.2.6 Switchable Catenanes

The TTF/Dialkoxynaphthalene/PQT4þ ring combination has also been used to

create an electromechanically controllable device which might be regarded as an

analog of a muscle [14].

The design uses a symmetrical [3]-rotaxane (Fig. 10.8) each side of which has

two stations (a TTF and a dialkoxynaphthalene site, allowing redox switching of

a PQT4þ box between them in the usual manner. However, in this case each

PQT4þ box has been functionalised to allow it to be attached to one side of a

gold-surfaced array of microcantilever arms. Chemical or electrochemical oxida-

tion and reduction of the TTF units in such (non-aligned) coatings causes the

PQT4þ boxes to move towards the middle of the rod and out again and, in order

Scheme 10.6 A self-assembling PQT4þ box-based pseudorotaxane.
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to accommodate these movements, the surface flexes, behavior which can be de-

tected optically. This system can by cycled about 25 times but slowly degrades.

10.2.2.7 Neutral Catenane Assembly

Sanders and coworkers [15] have exploited the complexation of pyromellitic di-

imides by bis-1,5-(dinaphtho)-38-crown-10 as a means of templating the forma-

tion of a mixed [2]-catenane using acetylene coupling to create the second ring

in good yield (Scheme 10.7). Similar results were obtained using the correspond-

ing 1,4,5,8-naphthalenecarboxylic acid di-imide. The structures are dynamic with

the pirouetting of the crown around the bis-di-imide ring being the lower energy

process since it does not involve complete breaking of the donor–acceptor interac-

tions present in these systems.

10.2.3

Ion Templating

10.2.3.1 Approaches to Redox-switchable Catenanes and Rotaxanes

The use of 2,2 0-bipyridyl, phenanthroline and related ligands for catenane forma-

tion has been successfully exploited by Sauvage and others [16]. Scheme 10.8 out-

lines the basic principles of this approach.

The initial step involves formation of a tetrahedral complex of Cu(i) using two

bipyridyl ligands, one of which is part of a crown ether. The subsequent linking

of the ends of the acyclic ligand results in formation of a catenate (a metal com-

Fig. 10.8 An artificial muscle mimic [14].
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plex of a catenane) which can finally be demetallated using KCN (Scheme 10.9)

[17]. Sauvage and coworkers [18] have also explored the use of other metal-ion

templates, e.g. pentacoordinate Zn2þ complexes, for catenane synthesis.

Incorporation of additional coordination sites (e.g. by use of a terpyridine unit)

within one crown opens up the possibility of producing a redox-switchable device.

In the presence of Cu(i) the two bipyridyl units assemble in a tetrahedral manner

Scheme 10.7 Strong p-donor–p-acceptor interactions between neutral

substrates facilitate catenane assembly [15].

Scheme 10.8 Metal ion-templated catenane synthesis.
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around the metal ion, but oxidation to Cu(ii) results in a switching of the cate-

nane (see Fig. 10.9) so that the terpyridine coordinates with the metal ion. In

this way one ring can be rotated about the other in a controlled manner by redox

switching [19].

Scheme 10.9 Metal ion-templated catenane synthesis [16, 17].

Fig. 10.9 A simple catenane-based rotary motor [18, 19].
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The same approach can be used in a rotaxane to produce a redox-switchable

shuttle, providing a simple approach to a molecular abacus (Fig. 10.10) [20] and

more recently has been used to develop muscle mimics [21].

10.2.3.2 Making More Complex Structures

Metal-ion templating also allows the multiple entwining of a poly-pyridyl-

containing thread and a poly-pyridyl-containing ring to give a multiply entwined

catenane which, upon demetallation, produces a knotane [see Fig. 10.11 and

Scheme 10.10] [22].

This concept has recently been further developed by Stoddart in a thermo-

dynamically controlled synthesis of a Borromean ring 4 (Fig. 10.12) [23]. In such

a structure there are three interlocked but non-cocatenanted rings such that if

one is cut all the rings fall apart.

This synthesis exploits the Zn2þ-templated condensation of a bipyridyl-cored

diamine ligand with pyridine 2,6-dicarboxaldehyde. Imine formation occurs, lead-

ing to a macrocycle having two exo- and two endo-receptor sites where zinc-

complexation can occur (Fig. 10.13). The two other macrocycles assemble around

this core in the required fashion to give a hexa-zinc complex. Careful borohydride

reduction of the imines is accompanied by demetallation to give the Borromean

ring. The potential use of Borromean rings remains unclear though it is sug-

gested that the unique symmetrical architecture of the metal complex may lead

to interesting electronic and optical properties, particularly since such structures

can be made chiral [24].

Fig. 10.10 A simple molecular abacus [20].
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10.2.3.3 Routes to [n]-Rotaxanes using Olefin Metathesis – Molecular Barcoding

The strategies described so far for metal-ion templating have exploited tetra-

hedral or octahedral complexes formed from multidentate ligands to achieve

interwoven/intertwined architectures, However, Sauvage [25] and Leigh [26] and

coworkers have successfully demonstrated the application of square-planar metal

complexes in catenane and rotaxane synthesis. The key here is to use one triden-

tate and one monodentate ligand in order to achieve the orthogonal ligand

geometry required. The combination of an N,N 0-disubstituted pyridine 2,6-

dicarboxamide ring precursor (which affords a tridentate ligand when both amide

Scheme 10.10 Sauvage’s knotane synthesis [22].

Fig. 10.11 Metal ion-templated knotane synthesis.
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groups are deprotonated [27]) and a stoppered thread containing a simple disub-

stituted pyridine centre have been docked around a PdII core (Scheme 10.11).

Subsequent treatment of the complex with Grubb’s catalyst followed by reduction

and demetallation results in rotaxane formation in ca. 77% yield.

This strategy has subsequently been used to develop a controlled synthetic

route to [n]-rotaxanes – structures which might be regarded as molecular scale

barcodes since several different rings can be attached around the thread in a con-

trolled sequence. The general concept is outline in Scheme 10.12. The use of a

longer thread with just one pyridine complexation site encourages the first ring

formed to move away from this point after demetallation. Addition of more

Fig. 10.12 A Borromean ring 4 and the components required for its synthesis [23].

Fig. 10.13 The Borromean ring synthesis – key assembly interactions

around one ring component.
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palladium-complexed ring precursor (bearing different substituent(s) on the pyri-

dine dicarboxamide) results in further assembly around the thread. Alkene meta-

thesis, followed by reduction and demetallation produces a [3]-rotaxane. This

process can be repeated at will provided that there is sufficient room on the

thread.

The same approach has also been applied successfully to [2]-catenane synthesis

(Scheme 10.13) [29]. Various combinations of thread, preformed ring and pre-

formed complex have been explored, the most successful involving use of a pre-

formed acyclic pyridine dicarboxamide PtII complex with a pyridine-containing

macrocycle.

10.2.3.4 Anion-templating

Another recent development in ion-templated catenane and rotaxane synthesis

has been the use of anion templates. A pioneer of this approach has been Beer

Scheme 10.11 Metal-ion templated rotaxane formation using olefin metathesis [26].
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Scheme 10.12 A simple approach to molecular-scale bar-coding [28].

Scheme 10.13 Using olefin metathesis to make a [2]-catenane [29].
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[30] who has used chloride ion as a template for pseudorotaxane threading

(Scheme 10.14).

In a variation on this procedure a rotaxane has been formed by complexation of

a 3,5-dialkyl N-methyl-pyridinium-stoppered thread with a bis-N,N 0-(o-alkenyl)
isophthaloyl dicarboxamide in the presence of chloride ion and subsequent

metathesis-based ring closure [31].

10.2.3.5 Other Approaches to Ion-templating

Fujita has prepared [2]-catenanes by a metal-ion mediated self-assembly process

involving PdII-complexes and a variety of bis-pyridine ligands in water (Fig.

10.14) [32]. At low concentrations the equilibrium lies in favor of the simple

macrocycle but at high concentrations the catenane is the dominant species pre-

sent. The key to this process is the cavity size within the macrocycle, the van der

Waals’ separation of the aromatic walls being just right (at 3.5 Å) for inclusion of

an aromatic guest.

Fujita has used this self-assembly process to generate a molecular lock [33]. In

this case a stable macrocycle is formed irreversibly by reaction of a bis-pyridyl

ligand with a PtII-complex in water but on addition of NaNO3 and heating to

100 �C the ring unlocks and reassembles as a [2]-catenane. Cooling and removal

of the salt ‘‘relocks’’ the catenane structure.

Scheme 10.14 Anion-templated pseudorotaxane assembly [30].
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Puddephat has produced catenanes using di-gold di-acetylide complexes [34].

Another interesting approach involves catenane self-assembly from preformed

CuII dithiocarbamate-based macrocycles by controlled oxidation [35].

10.2.4

Hydrogen-bonded Assembly of Catenane, Rotaxanes, and Knots

A third approach to the construction of catenanes and rotaxanes exploits

hydrogen-bonding interactions to control the assembly of such structures. The

work of Hunter, Vögtle, Leigh and others has focussed on the use of neutral com-

ponents whilst that of Stoddart has explored the behavior of complexes formed

between dialkyl ammonium cations and crown ethers.

10.2.4.1 Catenane and Knotane Synthesis

The first successful preparation of a catenane using simple hydrogen-bonded self

assembly was carried out by Hunter [36], who obtained a significant yield (ca.

34%) of a symmetrical [2]-catenane as an unexpected by-product from the syn-

thesis of a macrocyclic benzoquinone receptor (Scheme 10.15).

In this synthesis the intertwining of the developing macrocyclic rings arises

from the presence of a number of hydrogen-bonding contacts and several edge-

to-face and face-to-face p–p interactions between the aromatic rings as the

threaded structure assembles. This discovery opened an important new approach

Fig. 10.14 An example of Fujita’s metal-ion mediated [2]-catenane self-assembly [32].
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to catenane and rotaxane synthesis, particularly from the groups of Vögtle and

Leigh.

At the same time as Hunter reported his catenane synthesis, Vögtle was also

exploring this one-pot route to catenanes and the effect of incorporating a variety

of aromatic and heterocyclic groups into the structure. In the course of this work

it was discovered that multiply intertwined structures (molecular knots or kno-

tanes) are also formed if pyridine 2,6-dicarbonyl chloride is used as one of the

components [37], and that the sequence in which the components are reacted

with each other is critical in determining the outcome of this process (Scheme

10.16).

Subsequently Vögtle’s group demonstrated [38] that a knotane (incorporating

three diamine and three 2,6-dicarbonyl pyridine units) can be formed in a one-

pot synthesis. Some knotanes are chiral.

10.2.4.2 Routes to Functional Catenanes and Rotaxanes

Just as Hunter had discovered catenanes present while trying to synthesise a ben-

zophenone receptor, Leigh obtained a significant quantity of [2]-catenane while

trying to synthesise a macrocycle capable of binding CO2 (Scheme 10.17) [39].

Subsequently Leigh and coworkers have demonstrated that this approach pro-

vides a versatile route to catenanes and rotaxanes.

A particularly interesting feature of the isophthaloyl diamide route to catenane

formation is that it occurs under thermodynamic control. This has been elegantly

demonstrated using olefin metathesis reaction conditions to open and reclose an

isophthaloyl diamide-based macrocycle containing an alkene unit (Scheme 10.18),

as a result of which catenane is formed in >95% yield [40].

Leigh has also shown that the bis-isophthaloyl-based macrocycle can be formed

around other hydrogen-bonding cores such as simple diamides [41]. This has al-

Scheme 10.15 Hunter’s catenane synthesis [36].
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lowed him to explore a number of different ways of controlling the position of the

shuttle along the thread. For example, the use of a thread incorporating a succi-

namide station connected by a C12 linker to an N-alkyl naphthalimide stopper

produces a photochemically driven molecular piston-like system capable of rapid

cycling [42].

Another example of particular interest is the use of a fumaramide station to

create a photo-switchable rotaxane [43]. The fumaramide group forms four hydro-

gen bonds to an isophthaloyl dicarboxamide-based macrocycle (see Fig. 10.15) but

Scheme 10.16 V€oogtle’s preparative route to knotanes [37].

Scheme 10.17 Leigh’s catenane synthesis [39].
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Scheme 10.18 Hydrogen-bonded isophthaolyl diamide catenane

assembly occurs under thermodynamic control as demonstrated under

olefin metathesis reactions [40].

Fig. 10.15 Hydrogen-bonding contacts in Leigh’s isophthaloyl

dicarboxamide-based macrocycle/fumaramide complex (together with a

schematic representation of it) [41].
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photoisomerisation to the maleamide stereoisomer results in a significant weak-

ening of the complex as a result of there being fewer hydrogen-bonding contacts

between this stereoisomer and the macrocycle’s amide substituents.

If another hydrogen bonding site is introduced onto the thread having a

complexation energy lying between those of the two stereoisomers (but with

DGcomplexation at least 2 kcal mol�1 less than that for the fumaramide complex) it

is possible to achieve >95% shift of the macrocylic shuttle from the fumaramide

station to a second station upon photoisomerisation of the fumaramide to its

maleamide form (at 298 K). In practice a succinamide group has proved to be

the ideal partner for achieving good light-induced switching and the process can

be readily reversed thermally, as summarised in Fig. 10.16.

In an elegant extension of this concept Leigh’s group have created a rotaxane in

which the succinamide station is tetrafluorinated (Fig. 10.17) [44]. In the fumara-

mide form the polarophobic fluorinated succinamide region is exposed whereas,

when the alkene is isomerised, the shuttle moves to cover the fluorinated region,

thereby increasing the polar nature of the rotaxane. Using a pyridinium 3,5-

dicarboxamide-based shuttle (Fig. 10.17) the rotaxane has been coated onto a

self-assembled monolayer obtained by treating a gold surface with 11-mercapto-

undecanoic acid. The resulting surface has been shown to change its wetability

on exposure to light (Fig. 10.17), the contact angle of CH2I2 for example being

reduced by ca. 22� as the surface becomes less polarophobic upon irradiation.

Consequently when a drop of CH2I2 is placed on the surface and one end of the

drop is irradiated, it moves across the surface (Fig. 10.17 inset), driven by the

pressure gradient arising from differences in contact angles between the opposite

sides of the drop. Motion ceases when the all of the surface has reached photo-

Fig. 10.16 The components of Leigh’s hydrogen-bonded switchable

rotaxane (plus schematic representations) [43].
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equilibrium (n.b. under these conditions there is a ca. 50:50 mixture of fumara-

mide:maleamide present but this produces sufficient change in contact angle to

be useful).

It has already been noted that a variety of catenanes and rotaxanes can be

readily made from these components. The incorporation of the fumaramide-

based photoswitchable station introduces the possibility of controlling the posi-

tion of the aromatic dicarboxamide shuttle around a ring containing multiple

binding sites/stations, thus providing another approach to catenane-based molec-

ular motors but one in which there is the opportunity for control of the direction

of motion of the shuttle, a key problem in molecular-scale motors. Two examples

are of particular interest.

A simple 3-station [2]-catenane has been assembled [45] in which each of the

stations has a different binding affinity for the bis-isophthaloyl dicarboxamide-

based shuttle. One station is a secondary fumaramide which binds the shuttle

well (see Fig. 10.15), the second is a tertiary bis-N,N 0-dimethyl fumaramide

(which binds the shuttle less effectively because of the steric effect of the methyl

groups), and the third is a succinic half amide half ester in which only the amide

group can hydrogen bond with the shuttle (Fig. 10.18). In addition the design

also includes a benzophenone group which is used to photosensitise the alkene

Fig. 10.17 A photoswitchable fluorinated rotaxane coating which can

cause a droplet of CH2I2 to move up a slope (inset photograph [4b])

upon irradiation [44].
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isomerisation. Sequential photoisomerisation of the fumaramide groups followed

by thermal re-equilibration does indeed move the shuttle around the ring in the

required sequence but in this system there is no control over the actual direction

in which the shuttle moves between the different stations. One way of overcom-

ing this is to introduce a second shuttle onto the ring, taking advantage of the fact

that the benzophenone amide linker is also a potential, albeit rather weaker,

hydrogen-bonding site. In the resulting [3]-catenane the presence of the second

shuttle blocks motion of the first in one direction and leads to a system in which

there is much greater control of ring movement.

Another approach to this problem is to use a catenane which incorporates

switchable ‘‘gates’’ to control the direction of shuttle movement thereby produc-

ing a ratcheted system [46]. This has been achieved through the incorporation of

two removable stoppers into a switchable [2]-catenane through the use of two or-

thogonal protecting groups (a trityl and a bulky silyl group) as shown in Fig.

10.19. In the initial state the bis-isophthaloyl dicarboxamide shuttle (Fig. 10.15)

is located on the fumaramide station but photo-switching of the alkene destabil-

ises this complex and removal of the silyl protecting group (stopper 1) allows the

shuttle to migrate to the succinamide station. Reintroduction of stopper 1 pre-

vents further return via this route. Subsequent chemical re-isomerisation of the

maleamide station back to fumaramide followed by removal of stopper 2 (the tri-

tyl protecting group), thermal equilibration, and final reintroduction of the trityl

Fig. 10.18 A switchable 3-station [2]-catenane-based unidirectional motor [45].
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stopper returns the catenane to its starting point having undergone a controlled,

unidirectional rotation cycle. This system is robust but its chemical complexity

makes it impractical for general use. None-the-less it demonstrates a viable

approach to achieving unidirectional motion of a motor-like structure through

the use of ratcheting groups.

Fig. 10.19 Leigh’s approach to a ratcheted-motor [46].

Fig. 10.20 Dialkyl ammonium salt complexes with crown ethers [47].
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10.2.4.3 Catenanes and Rotaxanes Derived from Dialkyl Ammonium Salts

Stoddart and others [47] have also explored the formation of rotaxanes and

pseudorotaxanes in non-polar solvents by crown ether complexation of rod-like

dialkylammonium salts, principally through Nþ–H���OR2 hydrogen bonding

Fig. 10.21 A pH-switchable pseudorotaxane-based energy transfer system [48].

Fig. 10.22 Stoddart’s pH-switchable rotaxane.
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(Fig. 10.20). Such structures have the advantage of being pH-controllable since

deprotonation of the ammonium ion results in unthreading of the complex.

An elegant demonstration of an optical ‘‘plug and socket’’ system using such

ammonium ion complexation is shown in Fig. 10.21. When the binaphthyl crown

and 9-(N-methyl)aminomethyl anthracene are mixed in acid solution and illumi-

nated with ultraviolet radiation, anthracene luminescence is seen, but when base

is added this light switches off. Within the complex, energy transfer occurs lead-

ing to visible light emission. The system is size selective, no luminescence being

observed for the N-benzyl analog which is too large to form a pseudorotaxane.

Complex formation is also anion-sensitive, threading occurring in the presence

of PF6
� but when chloride ion is added the rotaxane falls apart [48].

A further development of this concept is outlined in Fig. 10.22. Here the rotax-

ane thread incorporates two stations, one a paraquat dication unit and the other a

dialkyl ammonium center attached to an anthracene stopper. In acid conditions,

when the latter is protonated, it complexes with the crown ether, but in base de-

protonation occurs and the shuttle moves to the paraquat dication station.

Elements of these two experiments have been combined to produce a ‘‘molecular
elevator ’’. If three dibenzo-24-crown-8 units are linked via a triphenylene core,

they form a tripod-like complex with a suitably matched 1,3,5-trisubstituted ben-

zene core connected to three dibenzylamine-containing side arms in acid condi-

tions (Fig. 10.23). Attachment of paraquat2þ units to the ends of each of the

amine side arms (as in Fig. 10.22) produces a switchable complex in which the

position of the tris-crown platform can be shunted up and down, much like an

elevator, by changes in pH. The platform moves about 0.7 nm, generating a force

Fig. 10.23 The molecular elevator [49].
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of ca. 200 pN, more than an order of magnitude larger than that generated by nat-

ural linear motors such as kinesin and myosin [49].

10.2.5

Cyclodextrin-based Rotaxanes

Anderson and coworkers have shown that cyclodextrins can be used as rings for

the formation of rotaxanes. Suitable threads include azo-dyes [50] and stilbenes

[51]. Threading is mainly driven by the hydrophobic effect and so such rotaxanes

Fig. 10.24 Switching the geometry of the unsaturated-core (2, 3 or 4) of
a cyclodextrin-threaded rotaxane forces the shuttle to move, a process

which occurs preferentially in one direction [51, 52].
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are generally synthesised in water. Cyclodextrin-encapsulation has been found to

increase both the photostability and the fluorescence behaviour of solutions of

azo dyes thereby making them potentially more suitable for use in luminescent

display devices [52]. Such systems can show different photoisomerisation behav-

iour in comparison with the free dyes.

10.2.5.1 Controlling Motion

Anderson has used steric constraints to control the photo-behavior of such com-

plexes. For example whereas E-azobenzene 2 undergoes photoisomerisation af-

fording a photostationary state in which both E and Z isomers are present, the

corresponding a-cyclodextrin rotaxane complex remains unchanged. Whilst other

azobenzene/a-cyclodextrin rotaxane complexes do isomerise [53], there is consid-

erable steric constraint in [2.a-cyclodextrin] preventing the Z-isomer from being

formed here. The stilbene-based rotaxane [3.a-cyclodextrin] also proves to be

rigid; the corresponding b-cyclodextrin complex does photoisomerise as do both

the a and b-cyclodextrin complexes of 4, showing that the smaller end-groups

present in 4 allow the cyclodextrin shuttle to move away from the double bond

sufficiently to accomodate its isomerisation (Fig. 10.24). NOE studies indicate

that in the (4.a-cyclodextrin) complex the shuttling only occurs in the direction

which places the wide rim close to the rotaxane stoppers, thereby introducing

some directional control into the direction of shuttling. (i.e. the ring would be

shuttled only in one direction along a thread.) Anderson has also recently used

such shuttling to prevent enzyme-catalysed hydrolysis of a peptide-linked azo-

benzene chain [54].

10.3

Molecular Logic Gates

Molecular scale information processing will only become possible when molecular

systems capable of performing logic functions become available. Consequently

molecular scale logic gates which can simultaneously treat multiple inputs are

potentially very exciting intelligent ‘‘bottom-up’’ components for molecular-scale

computing. Particularly attractive targets are systems which produce a fluores-

cence signal, since this can be detected even in one molecule, thereby addressing

the inherent problem of input and output present for many rotaxane-based

devices.

YES and NOT single input gates are the simplest logical devices. In the former

the input is passed to the output unchanged whereas in the latter the input is re-

versed (Table 10.2).

In molecular terms systems of this sort can be achieved very simply. For exam-

ple, a molecule which fluoresces only when protonated (whilst under suitable ir-

radiation) can be regarded as a YES gate whereas a system in which fluorescence

is quenched upon protonation is a simple NOT gate.
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de Silva has been particularly active in this field using systems based on PET

(photo-induced electron transfer) [55, 56]. The anthryl crown ether (Fig. 10.25)

was the first efficient example of an AND gate [57]. In this case there are two

ionic inputs and a fluorescence output. This system consists of an anthracene flu-

orophore attached to two PET-active and ion-selective receptors: the amine which

can be protonated; and the benzo-15-crown-5 which can complex with a sodium

ion. The ‘‘off ’’-states which are essentially non-fluorescent arise when there is un-

protonated amine or uncomplexed crown present. In such situations fluorescence

is quenched by electron transfer, either from the free nitrogen atom or from the

uncomplexed catechol unit. If, however, the amine is protonated and the crown is

complexed to a sodium ion, no PET can occur and anthracene fluorescence is ob-

served, i.e. there is output only when both cations are present.

More recently de Silva has reported a fluorescent polymeric AND logic gate

with temperature and pH as inputs [58].

In an elaboration of the plug and socket systems described earlier, Balzani has

reported a pseudorotaxane-based XOR (eXclusive OR) logic gate (Figs. 10.26 and

10.27) [59].

Whilst the dinaphtho-30-crown-10 and the dibenzyl diazapyrenium dication

both strongly fluoresce, the charge-transfer complexed pseudorotaxane which is

Fig. 10.25 de Silva’s PET logic gate [57].

Table 10.2 Logical operations associated with an YES/NOT logic gate.

Logic Input Output

YES 0 0

YES 1 1

NOT 0 1

NOT 1 0
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Fig. 10.26 A pseudorotaxane capable of acting as an XOR logic gate [59].

Fig. 10.27 The operation of Balzani’s catenane-based XOR logic gate [59].
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formed when they are mixed does not (Fig. 10.26). However, if tributylamine is

added, it reacts with the diazapyrenium salt breaking down the pseudorotaxane

and liberating free crown which does then fluoresce. Subsequent addition of acid

breaks down the amine/diazapyrenium complex, the pseudorotaxane reforms and

fluorescence ceases (Fig. 10.27).

If the proton source is added first, this also breaks up the pseudorotaxane by

forming a complex with the crown (which again fluoresces). Subsequent addition

of a stoichiometric amount of amine (acting as a base), leads to reformation of

the pseudorotaxane and loss of the fluorescence once again. This system is an

XOR gate because fluorescence at 343 nm is only seen when either a proton

source or tributylamine are present (Fig. 10.27).

10.4

Conclusions

It should be evident from the work described in this chapter that a wealth of com-

plex, dynamic and controllable supramolecular assemblies having a wide range of

optical and electronic behaviour are readily accessible. In 1960 in his now famous

lecture ‘‘There is plenty of room at the bottom’’ [3] Richard Feynman considered

the possibility of molecular-scale machines:

‘‘What would be the utility of such machines? Who knows? I cannot
see exactly what would happen, but I can hardly doubt that when we
have some control of the arrangements of things on a molecular scale
we will get an enormously greater range of possible properties that
substances can have, and of different things that we can do.’’

In recent years chemists have created a considerable variety of supramolecular

structures showing a range of controllable and monitorable functions. Some of

these have already been shown to produce macroscopic effects which are poten-

tially useful. Despite their inherent thermal and oxidative instability, organic-

based structures offer unlimited and exciting opportunities for creating complex

and polyfunctional ‘‘designer’’ materials constrained only by the imagination of

the scientists involved. As Feynman implies in his lecture, we should not assume

that nanoscale machines should be direct mimics of those in the macroscopic

world but rather we need to be imaginative in developing new ways of exploiting

the behavior of these molecular-scale systems.
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12 O. Š. Miljanić, W. R. Dichtel, J. F.

Stoddart, Poster 188, International

Symposium on Macrocyclic and

Supramolecular Chemistry, Victoria,

Canada, June 25–30, 2006; see also:

W. R. Dichtel, O. Š. Miljanić, J. M.
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Nanoscale Electronic Inhomogeneities

in Complex Oxides

V.B. Shenoy, H.R. Krishnamurthy, and T.V. Ramakrishnan

11.1

Introduction

The study of complex oxide materials has been a great source of stimulation for

quantum condensed matter physics. Many fundamental concepts such as that of

a Mott insulator, spin frustration, exotic superconductivity etc., have been moti-

vated by and are realized in these systems. The fascinating and bewildering pleth-

ora of phenomena seen in them have thrown up many surprises which continue

to challenge condensed matter physicists, and perhaps offer great future techno-

logical opportunities for the imaginative. One of these surprises is the phenome-

non of electronic inhomogeneity.

A standard paradigm of condensed matter theory is the notion of homoge-

neous systems (suitably enlarged to include periodic arrangements of ‘‘broken

symmetry’’ variables) with periodic boundary conditions. However, there is

strong experimental evidence suggesting that a new paradigm may be necessary

to describe many novel complex oxides. Most of the doped oxides (including man-

ganites, cuprates and cobaltates) are found to be inhomogeneous on scales rang-

ing from nanometers to microns [1–3]. These inhomogeneities are ‘‘electronic’’

in nature in the sense that different regions of the material have very different

electronic properties, e.g., they can be metallic or insulating, have differing mag-

netic order, etc. In addition to the large range of length scales over which these

inhomogeneities are found, they also exhibit a large range of time scales – in

some systems these are found to be static while in others they are dynamic and

even evolve under external influences such as magnetic/electric fields. This phe-

nomenon observed in oxides is often referred to as ‘‘phase separation’’ and is the

subject of this chapter.

Several obvious and fundamental questions arise with regard to the origin of

these inhomogeneities. Are they ‘‘intrinsic’’ or ‘‘extrinsic’’? That is, are they in-
trinsic to the system in that they correspond to the low energy configurations of

the Hamiltonian of the system, or, are they extrinsic in that their presence is con-

tingent on the existence of external influences, such as surfaces, stresses, etc.?
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What is the origin of the wide range of length and times scales seen? Further-

more, as we discuss below, there are suggestions that the presence of such inho-

mogeneities is the key to understanding many of the interesting properties exhib-

ited by oxides. For example, in the context of doped manganites, one of the

important questions that arises is whether these inhomogeneities are essential

for the material to show such responses as colossal magnetoresistance. In addi-

tion to these fundamental issues, there have been suggestions in the literature

that transition metal oxides are characterized by ‘‘electronic softness’’ [3, 4] and

this property can be used to generate spatially modulated electronic properties,

not unlike the spatial tuning of the properties of a liquid crystal. This provides

an important research direction in tailoring atomic arrangements at nanometric

scales using ideas of solid state chemistry and materials science to design ‘‘elec-

tronically patterned’’ materials.

In this chapter, we discuss electronic inhomogeneities in oxides. In Section

11.2 we discuss the experimental work which shows conclusive evidence for the

presence of electronic inhomogeneities. Following this, we present a brief discus-

sion (Section 11.3) of the past theoretical work aimed at understanding the ex-

periments. We then discuss (Section 11.4) a strong-correlation model recently in-

troduced by two of us and collaborators [5–8], called the lb model, especially

appropriate for the doped manganites which, as mentioned above, prominently

show electronic inhomogeneities. The lb model, when treated in a homogeneous
dynamical mean field theory framework, has been shown to successfully explain

the colossal magneto-resistance and many other hitherto poorly understood fea-

tures of doped manganites seen in experiments. However, this model, which has

only short-range interactions, has the limitation that it leads to ‘‘macroscopic

phase separation’’ induced by strong local electronic correlations. Since this

macroscopic phase separation involves ‘phases’ with different charge densities, it is
rendered unfavorable by the ubiquitous long-ranged Coulomb interaction. Hence,

in Section 11.5, we discuss very recent work by us [9] on an ‘extended lb model’

which includes the long-range Coulomb interaction, showing that its presence

frustrates the macroscopic phase separation resulting in an electronic inhomoge-

neity with a scale of nanometers. Based on these points we argue (Section 11.6)

that the nanoscale electronic inhomogeneities in manganites arise from long-range
Coulomb interaction frustrating macroscopic phase separation induced by strong local
electronic correlations, whereas the large length scale inhomogeneities seen in ex-

periments owe their origin to unscreened long-range elastic interactions, and we

suggest an experiment to test our hypothesis.

11.2

Electronic Inhomogeneities – Experimental Evidence

Electronic inhomogeneities manifest themselves in many ways, so that their pres-

ence can be discerned from structural, magnetic and transport properties, and
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also by direct observation. In cases where these inhomogeneities are of a large

length scale (exceeding about one hundred nanometers), probes such as X-ray

and neutron diffraction show their presence; where the length scale is small (a

few nanometers), local probes such as NMR and Mössbauer spectroscopies have

proved to be useful tools. Thermodynamic and transport properties also contain

signatures of electronic inhomogeneities. The most convincing proof for the in-

homogeneities is provided by direct observational evidence such as electron

microscopy, scanning tunneling microscopy, photo-emission spectroscopy etc. In

this section, we briefly review the experimental work on electronic inhomogene-

ities, focusing on doped perovskite manganites with the formula Re1�xAkxMnO3,

where Re is a rare-earth ion (such as La, Pr, Nd, etc.) and Ak is an alkaline earth

ion (such as Ca, Sr, Ba, etc.).

Some of the first studies on manganites actually contained evidence for elec-

tronic inhomogeneities although they were not recognized as such. Wollan and

Koehler [10] studied the magnetic structure of La1�xCaxMnO3 (LCMO) by neu-

tron diffraction. They observed both ferromagnetic and antiferromagnetic peaks

being simultaneously present in the doping range of xk 0:3, as shown in Fig.

11.1. More recently, Woodward et al. [11] studied the magnetic structure of

Nd1=2Sr1=2MnO3 by neutron scattering. This compound becomes ferromagnetic

at 250 K, and upon further cooling to 220 K seems to become a mixture of ferro-

magnetic and A-type antiferromagnetic phases. At an even lower temperatures of

about 150 K, a third, CE-type, antiferromagnetic phase appears, as seen in the

neutron data. Clearly the size scales (greater than a hundred nanometers) of the

electronic inhomogeneities are large enough to produce well defined neutron

peaks. Figure 11.2(A) shows the evolution of the volume fraction of the phases

with temperature. The influence of external perturbations on the electronic inho-

mogeneities in the same compound was investigated by Ritter et al. [12]. Figure

11.2(B) shows the transformation of the antiferromagnetic regions into ferromag-

netic regions on application of an external magnetic field. These experiments pro-

vide evidence for mesoscale phase separation in this manganite, their tempera-

ture dependence and the influence of external stimuli such as a magnetic field.

A further example [13] is Pr0:7Ca0:3MnO3 which shows the presence of two dis-

tinct phases below the charge ordering transition at 80 K. Neutron diffraction

shows a charge-ordered AFM phase and a charge-delocalized phase.

Although the experimental works cited above clearly indicate the presence of

different electronic and magnetic ‘phases’ within a structurally and chemically

pure sample, they do not provide precise information on the scale and nature of

these inhomogeneities. The only inference to be made from X-ray and neutron

data is that the inhomogeneities are of mesoscale (few hundred nanometers).

There are, however, several experiments that provide direct visual evidence of

electronic inhomogeneities including the length scales associated with them. Pos-

sibly the first of these was by Mori et al. [15], who observed charge stripes in high

resolution transmission electron microscopy of thin films of La1�xCaxMnO3

(LCMO) with 0:5a xa 0:75. The spatial structure consisted of paired Jahn–
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Teller distorted oxygen octahedra surrounding the Mn3þ ions, separated by

stripes of Mn4þaO6 octahedra. The stripes were spaced at about five to ten lattice

spacings, the spacing being doping dependent, providing clear evidence of elec-

tronic inhomogeneity on the nanoscale. There are other direct observations of

Fig. 11.1 Earliest evidence of electronic inhomogeneites in LCMO.

Hatched regions show antiferromagnetic peaks while other peaks are

ferromagnetic. After Wollan and Koehler [10].
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Fig. 11.2 (A) Volume fraction of phases as a function of temperature in

Nd1/2Sr1/2MnO3. Diamonds, circles and squares respectively represent

ferromagnet (FM), antiferromagnet (A-type, A-AF) and antiferromagnet

(CE-type, CO-CEAF) respectively. (After Woodward et al. [11]) (B) Phase

fractions at 125 K at different magnetic fields (a) 0 T and (b) 6 T; (c)

and (d) show the magnetic moment in each of the phases. After Ritter

et al. [12].
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nanoscale electronic inhomogeneities; for example, in a scanning tunneling mi-

croscopy study of Bi1�xCaxMnO3 ðxA0:75Þ, Renner et al. [16] found nanoscopic

charge-ordered and metallic domains correlated with structural distortions.

Possibly the first direct evidence of mesoscale inhomogeneities in manganites

was provided by Uehara et al. [17]. Their transmission electron microscopy study

of La5=8�yPryCa3=8MnO3 demonstrated the coexistence of insulating charge-

ordered regions with interspersed metallic ferromagnetic regions with a size scale

of about 0.2 mm. Based on these observations they suggested that these inhomo-

geneities are key to understanding the colossal magneto-response of manganites.

Their argument is that the spin alignment direction in different ferromagnetic

regions is different, and hence conduction electrons which are spin polarized can-

not easily hop to neighboring domains. On application of a magnetic field, the

moments in each of the ferromagnetic domains aligns with the magnetic field

and this allows conduction electrons to freely hop from one domain to the other,

drastically reducing the resistance and producing the colossal magnetoresistance

effect.

Another interesting direct observation of mesoscale inhomogeneities was re-

ported by Fäth et al. [18]. They studied the metal–insulator transition in

La0:7Ca0:3MnO3 by scanning tunneling microscopy and found electronic inhomo-

geneities below the ferromagnetic transition temperature with a length scale of

about 0.2 mm. These samples also showed metallic ferromagnetic regions inter-

spersed within insulating regions similar to the observations of Uehara et al.

[17]. Fäth et al. [18] also studied the evolution of the inhomogeneities in an ap-

plied magnetic field. They found that the volume fraction of the metallic ferro-

magnetic domains increased at the expense of the insulating parts with increas-

ing magnetic field, closely correlating with the decrease in the resistivity with the

magnetic field. Again, this work suggested a possible mechanism for colossal

magnetoresistance (this may be contrasted with the suggestion of Uehara et al.

[17]) in which the electronic inhomogeneity is the key player. Zhang et al. [19]

reported a magnetic force microscopy study of La0:33Pr0:34Ca0:33MnO3. They

found that the magnetic domains on the mesoscopic scale evolved with tempera-

ture showing magnetic hysteresis which coincided with the resistivity hysteresis.

This study again reinforced the idea that the electronic inhomogeneities are the

crucial players in producing the colossal responses in manganites.

A transmission electron microscopy and electron holography study of

La0:5Ca0:5MnO3 by Loudon et al. [14] found mesoscopic domains of ferromag-

netic regions interspersed in insulating regions (see Fig. 11.3). Most interestingly

they found that some of the ferromagnetic regions were charge ordered! This ex-

periment suggests that even the mesoscopic ferromagnetic region is inhomoge-

neous on the nanoscale with coexisting metallic and charge-ordered nanodo-

mains.

Our last example of mesoscale electronic inhomogeneities is from a novel pho-

toemission spectro-microscopy study of La1=4Pr3=8Ca3=8MnO3 reported by Sarma

et al. [20]. This technique has the advantage of spatially resolving the local
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metallic/non-metallic nature along with a simultaneous determination of the

local chemical composition with a spatial resolution of about 0.5 mm. They found

very large (15 mm� 5 mm) domains of insulating patches surrounded by a metal-

lic background (see Fig. 11.4). Moreover, with the increase in temperature, the re-

gions evolved with the metallic regions undergoing a metal–insulator transition

at higher temperatures. A key finding of the experiment was that the insulating

regions appeared essentially at their initial location on cooling the sample, indi-

cating a novel memory effect associated with the electronic inhomogeneities.

Electronic inhomogeneities have also been observed in other oxides, notably

cuprates [21–24] and cobaltates [25–32]. But in this chapter we confine our atten-

tion mostly to manganites, although some of our conclusions may have implica-

tions for these other contexts as well.

Fig. 11.3 Transmission electron micrography and electron holography

showing ferromagnetic domains with charge order. After Loudon et al.

[14].
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11.3

Theoretical Approaches to Electronic Inhomogeneities

We now turn to a discussion of theoretical ideas that have been proposed to ex-

plain the origin of the electronic inhomogeneities, with specific focus on man-

ganites.

Manganites are known to have many competing energy scales which give rise

to a fascinating range of phenomea in them. The simplest possible description of

manganites at a microscopic level involves the Mn d-orbitals and the lattice distor-

tion of the oxygen octahedron surrounding the Mn ion [33]. The octahedral crys-

tal field splits the degeneracy of the five Mn d-orbitals into three degenerate t2g
orbitals and two degenerate eg orbitals. In the doped manganites, both Mn3þ

and Mn4þ configurations are present; both have three electrons in the t2g orbitals,

Fig. 11.4 Microscopic electronic

inhomogeneities in La1/4Pr3/8Ca3/8MaO3. The

indicated region represents a microscopic

insulating patch of 15 mm� 5 mm. On

warming the sample, the surrounding

metallic regions become insulating. On

cooling the sample, the insulating patch

appears in essentially the same locations

(where it was present before the warming

process). Thus the electronic inhomogenei-

ties exhibit memory effects. On the length

scale of 0.5 mm (the spatial resolution) the

material is chemically homogeneous. Colour

key: Blue/green – metallic, Yellow-red –

insulating. After Sarma et al. [20].
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and Mn3þ has, in addition, a lone electron in one of the eg orbitals. The spins of

the t2g electrons are aligned parallel, due to strong Hund coupling, and it is only

the resulting ‘‘core spin’’ ðS ¼ 3=2Þ of the t2g electrons that affects the low energy

physics of manganites. Thus, the relevant degrees of freedom at each manganese

site are: an average of ð1� xÞ electrons per site populating the two eg orbitals,

the t2g core spins, and lattice (phonon) degrees of freedom corresponding to the

distortion of the oxygen octahedra surrounding the manganese ion. The eg elec-

trons hop from a Mn site to a neighboring Mn site with an amplitude t (@ 0.2

eV). The spin of the eg electron has a strong ferromagnetic Hund coupling JH
(@ 2.0 eV) with the local t2g core spin. Another important energy scale in the elec-

tronic sector is the on-site Mott–Hubbard repulsion U (@ 5.0 eV) which forbids

double occupancy of the local eg sector. Neighboring t2g spins interact with each

other via an antiferromagnetic superexchange coupling JSE (@ 0.02 eV). Finally,

the energy gained by the Jahn–Teller distortion of the oxygen octahedron is

given by EJT (@ 0.5 eV). As discussed elsewhere [6, 34–37], the competition be-

tween these different interactions, leading to a variety of states very close in

energy, is responsible for the complex phase diagram of manganites, and their

extreme sensitivity to external perturbations such as temperature, magnetic field

and strain.

Because of the difficulties of dealing with all the degrees of freedom and com-

peting interactions mentioned above, much of the early work aimed at under-

standing colossal responses and electronic inhomogeneities in manganites has

been based on simplified models which neglect one or more of them. A promi-

nent example is the work of Dagotto and coworkers [33] who studied simple mag-
netic Hamiltonians with competing phases that are separated by a first order

transition. Based on these studies, they suggested that the system is prone to

macroscopic phase separation, which is frustrated by disorder leading to the elec-

tronic inhomogeneities at various scales, the magnitude of the disorder determin-

ing the scale. From the real space structure obtained from simulations they con-

structed a random resistor network to explain the colossal responses by a

mechanism similar to that proposed by Fäth et al. [18], again suggesting that the

phase separation is key to colossal responses. Other simplified models have been

studied, and alternate scenarios have been proposed. There are also suggestions

that manganites close to half doping are near a multicritical point with compet-

ing phases affected by disorder [38, 39]. Ahn et al. [40] consider a model Hamil-

tonian including electron–phonon interaction, and long-range elastic coupling

between local lattice distortions. They present a scenario for mesoscopic/

microscopic inhomogeneities, and suggest that these are responsible for the co-

lossal responses.

Next, we turn to our study of electronic inhomogeneities in manganites [9]

which attempts to take into account all the degrees of freedom and their interac-

tions. It is based on the lb model developed by Ramakrishnan et al. [7], of which

we present a brief review in the next section. A more detailed discussion of this

model and earlier work on it may be found in the paper by Ramakrishnan et al.

[6].
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11.4

The lb Model for Manganites

The key physical idea behind the lb model is that under the conditions prevailing

in the doped manganites, namely interactions that inhibit the kinetic energy of

the eg electrons and the strong eg electron – JT phonon coupling, the eg electrons

spontaneously reorganize themselves into two types of fluids, labeled l and b,
with very different quantum dynamics.

The majority of the eg electrons go into polaronic l states, each of which is a

specific linear combination of the eg orbitals accompanied by a strong local JT

distortion (of magnitude Q0 F g=K where K is the force constant for the JT pho-

nons and g is the eg electron – JT phonon coupling strength), thereby gaining

local JT energy EJT ðF g 2=ð2KÞÞ. The quantum coherent hopping of an l polaron

involves the transfer of the electron from one site to the next, accompanied by

relaxation of the lattice distortion at the first site and the formation of lattice

distortion at the second site. Its amplitude is therefore much reduced, by the

Huang–Rhys or JT-distortion wavefunction overlap factor (given by h@
expf�ðEJT=2�ho0Þgf 1 where �ho0 F 0:05 eV is the JT optical phonon energy).

Thus at temperature scales larger than ht the l polarons do not hop coher-

ently and can be considered static. The direction of the JT distortion Yi, which

determines the orbital state of the l polaron, can vary from site to site, and Yi as

well as the sites where the polarons are present can also change on long time-

scales determined by ht. In the metallic regime for x < 0:5, the orbital angles typ-

ically have only short-range correlations, corresponding to an orbital liquid state.

States with long-range orbital order are also known, e.g., at x ¼ 0:5.

However, some kinetic energy gain is still possible by having a small number of

eg electrons in broad-band, non-polaronic, mobile b states. They have large ampli-

tudes on undistorted or weakly distorted sites, and hence have zero site energy, and

nearly undiminished inter-site hopping amplitude@ t. There is a strong repul-

sion between the two fluids, as double occupancy on a polaronic site costs a large

extra energy U ¼ ðU þ 2EJTÞ. So the b electrons mostly run around on the frac-

tion ½@ x� of sites which are typically unoccupied and undistorted. Both types of

electrons have a strong Hund’s coupling JH with the t2g core spins. Over long

timescales, sites can exchange roles between being hosts for l polarons and being

empty and hosts for b electrons.

Finally, the presence of the localized polaronic l states, large U and JH gives

rise to a new, occupancy-dependent, ferromagnetic, ‘‘virtual double exchange’’

coupling between nearest neighbour t2g core spins. This comes about due to vir-
tual, fast (adiabatic) hopping of an l electron to neighboring sites and back, i.e.,

leaving the local lattice distortion unrelaxed, by paying an energy cost of 2EJT in

the intermediate state, provided the neighboring site is empty and the t2g spins

on the two sites are parallel. (Otherwise the energy of the intermediate state in-

creases by U and JH respectively.) For EJT g t, from second-order perturbation

theory the interaction can be seen to be of the form
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2EJTS
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 !
1

2
ðSi � Sj þ S2Þ½nlið1� njÞ þ nljð1� niÞ� ð11:1Þ

Here, for simplicity, the dependence on the angles Yi etc., has been ignored (ex-

tensions in contexts with orbital ordering effects where one must include these

are discussed in Refs. [37, 41], and the t2g spins have been approximated as clas-

sical spins of fixed length S ¼ 3
2 . The

1
2S2 ðSi � Sj þ S2Þ factor above comes from

large JH, and the occupancy-dependent terms from large U. This term (and

longer range extensions which become important if EJT is not very large compared

to t) is crucially responsible for many features of doped manganites, in particular

the ubiquitous appearance of ferromagnetic correlations upon doping.

The above considerations lead to the following lb model Hamiltonian:

Hlb ¼ �EJT

X
i;s

l
y
islis � t

X
hiji

byisbjs � JH
X
i

ðsil þ sibÞ � Si þU
X
i

nilnib

� m
X
i

ðnil þ nibÞ � ðJVDE � JSEÞ
X
hiji

Si � Sj ð11:2Þ

where silðnilÞ and sibðnibÞ are spin (number) operators respective to the l and b
states at site i, and m is the chemical potential determined from the condition that

hnl þ nbi ¼ 1� x. The last term contains the virtual double exchange process

discussed above approximated as a homogenized, average ferromagnetic interac-

tion, of strength JVDE @ xð1� xÞ t2

EJT
, which dominates JSE, the antiferromagnetic

superexchange interaction once x is substantial. Two other simplifying approxi-

mations have been made in writing the Hamiltonian (11.2). The first is that or-

bital quantum numbers of the l and b states have been ignored, and the kinetic

energy in the Hamiltonian is ‘orbitally averaged’, i.e., the hopping amplitude t
represents an average over the possible orbital configurations at the two pertinent

sites. This is a reasonable approximation for the parameter ranges where the

manganite is an ‘orbital liquid’ (i.e., when there is no long-range orbital order,

and orbital correlations are short ranged). Second, there are no cooperative/long-

range lattice effects, i.e., no intersite polaron correlations. Despite all these sim-

plifications, the l-b Hamiltonian has the merit that it includes all the main en-

ergy scales that govern manganite physics, whereas much of the previous work

on manganites is based on simplified models [33, 42, 43] that neglect one or

more of the main energy scales.

The Hamiltonian (11.2) closely resembles the Falicov–Kimball model. The

model was solved [5–7] using the dynamical mean field theory [44] (DMFT). It

is successful in capturing the colossal magnetoresistance effect, the role of ion ra-

dius, the ferromagnetic insulating state and the ferro-insulator to ferrometal tran-

sition found at low doping in low band width manganites, etc., in the orbital fluid

regime. The key result is that the on-site Coulomb interaction U (the largest en-

ergy scale in the problem) effectively renormalizes the effective half bandwidth of
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the b states to a smaller value Deff which is doping ðxÞ dependent; with increase

in x, the effective bandwidth increases. At zero temperature [5] with U; JH ! y,

and a ferromagnetic ordering of the core spins, the effective half bandwidth (in

terms of the bare half bandwidth D0) is given by

Deff ¼ ffiffiffi
x

p
D0 ð11:3Þ

At low doping, the effective band bottom is above the polaronic energy level �EJT.

Hence only the polaronic l states are occupied, the chemical potential m is pinned

at �EJT, and the system is an insulator. A critical doping xc is necessary for

b-states to become occupied, with

xc ¼ EJT

D0

� �2
ð11:4Þ

signaling an insulator to metal transition. For a given doping, the effective band-

width decreases from its zero temperature value as the temperature increases (see

Fig. 11.5), because the hopping of the b electrons, which are strongly Hund’s rule

coupled to the core spins, becomes greatly inhibited when the spins get thermally

disordered. This leads to the thermal ferro-metal to para-insulator transition. Ap-

plication of an external magnetic field causes the spins to align and thus in-

creases the effective bandwidth and consequently decreases the insulating gap,

Fig. 11.5 Spectral density of b-electrons, for various doping x and

temperature T. The polaron level is indicated by the vertical line. The

results are for the parameters EJT ¼ 0:5 eV, D0 ¼ 1:2 eV, U ¼ 5:0 eV.

The effective virtual double exchange is 2.23 meV. (a) x ¼ 0:1, T ¼ 0 K;

ferromagnetic insulator. (b) x ¼ 0:3, T ¼ 180 K; ferromagnetic metal.

(c) x ¼ 0:3, T ¼ 350 K, paramagnetic insulator. After Ramarkishnan et

al. [7].
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leading to a dramatic reduction in the resistivity. This causes the colossal magne-

toresistance. The theory is able to reproduce several observed experimental trends

in the resistivity (see Fig. 11.6) as well as in other propeties [5–7].

The work of Ramakrishnan et al. [7] did not address the issue of electronic in-

homogeneities. In fact, an effective homogeneous state is imposed in the DMFT

treatment. This is a drastic assumption, for, from previous work on the Falicov–

Kimball model [46] the ground state of the lb Hamiltonian (11.2) (under the pa-

rameter ranges discussed above) is known to be a macroscopically phase separated
state due to the strong on-site Coulomb correlation U, which forbids the simulta-

neous site occupancy of l and b states at a site. All the holes in the system move

to one side of the box; this allows the band states ðbÞ to gain (negative) kinetic

energy by hopping amongst these sites freely, without being scattered from repul-

sive l sites. We emphasize that this phase separation is induced by strong elec-

tronic correlation rather than by phase competition. However, as is well known

from earlier work on other such cases [47–49], since the two portions have differ-

ent electron densities, such a phase separation is, of course, rendered unfavorable

by the long-range Coulomb interactions. Indeed, as we have shown elsewhere [9],

in an lb model extended to include the long-range Coulomb interactions, these

interactions suppress phase separation and lead to nanoscale inhomogeneities

with ‘puddles’ of b and l regions. We describe this work in the next section.

Fig. 11.6 Resistivity of La1�xCaxMnO3 as a function of temperature.

Circles – experimental data [45], solid lines – calculation with realistic

density of states, dashed lines – calculation with semi-circular density

of states. After Ranmakrishnan et al. [7].
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11.5

The Extended lb Model and Effects of Long-range Coulomb Interactions

The model we consider assumes that the Mn ions occupy the sites of a cubic lat-

tice (taken to be of unit lattice parameters), while the dopant Ak ions occupy an x
fraction of the ‘body center’ sites of each unit cube formed by the Mn ions. Since

our aim is to study the effect of long-range Coulomb interactions on phase sepa-

ration, we make further simplifying assumptions. We assume that the t2g core

spins are aligned ferromagnetically, and assume that JH ! y, and this effectively

projects out l or b electron spin opposite to that of the t2g core spins – we obtain

an effectively spinless model. The above considerations lead us naturally to the

following extended lb Hamiltonian

H ¼ Hlb þHC ð11:5Þ

with

Hlb ¼ �EJT

X
i

nli � t
X
hiji

ðbyi bj þ h: c:Þ þU
X
i

nlinbi ð11:6Þ

and

HC ¼
X
i

Fiqi þ V0

2

X
i0 j

qiq j
rij

ð11:7Þ

Here l
y
i and byi create l and b electrons respectively at site i, and nli 1 l

y
i li and

nbi 1 byi bi are the corresponding number operators. In terms of the hole operator

(hyi 1 li which removes an l polaron at site i) the electron charge operator

qi 1 hyi hi � byi bi, and has the average value x per site because of overall charge

neutrality. The Coulomb term HC has two parts; the charge at site i has energy

qiFi, where Fi is the electrostatic potential there due to Ak2þ ions, and the inter-

action between the charges at site i and j leads to an energy V0
qiq j
rij
. The model in

Eq. (11.5) has several ingredients which are generic to strongly correlated sys-

tems: two different quantum states locally, of comparable energy; the competition

strongly influenced by phase coherence (kinetic energy gain due to hopping) and

strong coupling (e.g. to the lattice, leading to a localized polaronic state); tendency

of these states to phase separate due to short-range electron correlation, and the

inevitable long-range Coulomb interactions. In what follows, we take the short-

range Coulomb correlation U to be large ðyÞ.
We first briefly describe a simple approximate analytical treatment [9] of the ex-

tended lb Hamiltonian (11.5) by considering the Ak ions to be distributed uni-

formly in space. We then try a variational ground state with a periodic arrange-

ment of clusters of l polarons (the ‘bulk’), and of vacant sites (referred to as

‘clumps’) as sketched in Fig. 11.7 which has parameters nb (the b electron density
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in the clump), the size R of the clump, and the parameter a ¼ L=R representing

the spacing of the clumps (see Fig. 11.7). The hole density nh (see Fig. 11.7) and

the b electron density nb are related via the conservation condition. There are

three competing energies: the electrostatic energy, the polaronic energy of the l

states, and the kinetic energy of the b states. Estimating these three energies

using a series of physically motivated approximations, we arrive at (details may

be found in Ref. [9]) the following expression for the clump size

R2 ¼ 9nbð6tð1� nbÞ � EJTÞ
4pKV0ð1� nb � xÞ2 ð11:8Þ

where nb ¼ 1
2 1� EJT

6t

� �
, and K is a number of order 1. Note that the clump size

varies as 1=
ffiffiffiffiffiffi
V0

p
. Clump sizes for EJT ¼ 2:5t and x ¼ 0:3 are hence roughly be-

tween 10 and 5 lattice spacings for V0 between 0.01 and 0.1. Thus, for realistic

Fig. 11.7 Schematic of the ground state used

in the approximate analytical calculation.

‘‘Phase separation’’ takes the system to two

distinct types of regions called the ‘bulk’

(cluster of l polarons) and the ‘clump’

(cluster of hole sites). The dashed lines

indicate the assumed periodic nature of

the clump distribution – clumps of size R

(volume R3) are assumed to be arranged in a

periodic fashion (period L) with intervening

‘bulk’ regions. Delocalized b electronic states

are found in the clumps. The initial hole

density is x (also equal to the background

negative charge density). The charge density

in the clump is (1� nb � x) and that in the

‘bulk’ is nh � x. nb is the fraction of electrons

that are promoted to delocalized states, and

nh is the fraction of holes created in the

‘bulk’. The fractions x, nb and nh are related

via charge balance. After Shenoy et al. [9].
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values of parameters, even this simple analytical treatment predicts electronic in-

homogeneities of nanometric scale.

We now discuss results of full scale numerical simulations of the Hamiltonian

(11.5) on finite 3d periodic lattices, allowing for a random distribution of the Ak

ions. In our discussion below all energy scales are normalized by the bare inter-

site hopping amplitude t. We have considered systems as large as 20� 20� 20

(more details may be found in the paper by Shenoy et al. [9]). The numerical de-

termination of the ground state of the Hamiltonian (11.5) requires further simpli-

fying approximations. The most important approximation is the Hartree approxi-

mation, i.e., the charge operator qi is replaced by its expectation value in the

ground state hqii ¼ hyi hi � hbyi bii. Since we have assumed that U ! y, the b
electrons do not hop to sites where an l polaron is present. This leads to the seg-

regation of the two types of electrons into disjoint clusters. In a cluster of hole

sites (which has at least two nearest neighbor hole sites) which we call a ‘clump’,

the b electron states are determined by solving the quantum kinetic energy Ham-

iltonian exactly. The determination of the ground state begins with a random

charge neutral configuration on which successive electron moves are performed.

An electron move entails removing an electron from an l or a b state and placing

it in another l or b state (implying that there are four distinct types of electron

moves possible). At each step we calculate the energies of possible electron moves

and adopt the move that most reduces the energy. The ground state is the config-

uration at which there are no electron moves that can further reduce the energy.

This is a new generalization of the common Coulomb glass simulation [50–52] which
includes the quantum mechanically obtained b states within their clump or puddle. The
electrostatic energy is calculated accurately using the Ewald technique and fast

Fourier transform routines.

In the absence of the long-range Coulomb interaction ðV0 ¼ 0Þ this procedure
leads to macroscopically phase separated state (see Fig. 11.8). The holes aggregate

to one side of the simulation box and a fraction of the electrons occupying the l

states is promoted to the b states in the one large hole clump – with their concen-

trations determined by the equality of the chemical potential in the two regions

(i.e., the highest occupied b level equals �EJT). This phase separation is due to

the strong coulomb repulsion between the two types of electron fluids and is in

agreement with known results on the Falicov–Kimball model [46, 53].

Long-range Coulomb interaction ‘‘frustrates’’ this phase separation, i.e., macro-

scopic phase separation costs prohibitive energy in the presence of long-range

Coulomb interactions. The precise nature of the resulting ground state electronic

configuration depends on the Jahn–Teller energy EJT and the doping level x.
There are two critical doping levels xc1 and xc2 for any given Jahn–Teller energy

EJT (see Fig. 11.9). When the doping level is less than xc1, i.e., x < xc1, no b states

are occupied – the holes (and hence also the l polarons) form a Coulomb glass

[54]. When the doping exceeds xc1, some of the hole clumps are occupied and

the ground state consists of isolated b-electron puddles dispersed in a polaronic

background (see Fig. 11.10(a)). There is a second critical doping level xc2 (see

Fig. 11.9); when xl xc2 the occupied b-electron puddles percolate and the system
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attains metallicity (see Fig. 11.10(b)). Interestingly, the critical doping levels xc1
and xc2 are insensitive to V0 for small values of V0 (V0 a 0:5; typical values of V0

in manganites are in the range 0.01–0.1). For larger values of V0, the electrostatic

energy cost forbids large clumps. This renders b-electron puddles to be energeti-

cally unfavorable and the system is an insulator.

The underlying reasons for the results stated above can be understood from a

study of the density of states of the l-polarons and b-electrons as shown in Fig.

11.11. The results indicate that the chemical potential m (as noted in Fig. 11.11)

essentially follows m ¼ �EJT þ V0. As is evident from Fig. 11.11, the polarons

form a Coulomb glass with a soft gap [54]. Note also that the polarons have an

energy spread of the order of V0. The b electron density of states is band-like,

with a width that is determined by the doping x. The simulation results show

that the b band center (marked by Eb in the figure) is not affected by doping, and

scales as EbAV0 (for small V0 a 0:5). Interestingly, our results show that the ef-

fective band width of the b electrons obtained from the simulations scales as

Deff ¼ D0

ffiffiffi
x

p
, in remarkable agreement with the DMFT result (11.4).

The random distribution of the Ak ions is crucial to the observed behavior of

the band center and the chemical potential. From the positional correlation func-

tion between two holes, and a hole and an Ak ion, shown in Fig. 11.12, it is evi-

dent that the holes do cluster around the Ak ions, as one might expect. However,

we find that the effective electrostatic screening is quite strong in this system, as

is evident from the fact that the correlation functions reach a plateau within a few

lattice spacings. Due to the clustering of the holes around the Ak ions, the l po-

larons have an increased number of l polaron as neighbors, whence the average

energy of the l polarons is increased by V0, i.e., the average energy becomes

Fig. 11.8 ‘‘Macroscopic phase separation’’ in the lb model in the

absence of long-range Coulomb interaction. The lighter regions

correspond to holes that form a large clump (with occupied b states),

the darker regions are occupied by l polarons. This simulation is

performed with a cube of size 16� 16� 16. After Shenoy et al. [9].
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Fig. 11.10 Real space structure of the electronic state. The darkest

regions (magenta) denote hole clumps with occupied b electrons, the

lightest (white) denote hole clumps with no b electrons, the second

lighter shade (cyan) denotes singleton holes, and the second darkest

shade (light blue) represents regions with l polarons. The simulations

for each V0 are for the same realization of the random distribution of

Ak ions. The cell size is 16� 16� 16. After Shenoy et al. [9].

Fig. 11.9 Critical doping levels xc1 and xc2 obtained from simulations.

The lightest region in the contour plot contains no b electrons, the

intermediate shade has ‘‘trapped’’ b states occupied, and the darkest

regions correspond to b states that percolate through the simulation

box. The solid line corresponds to the analytical DMFT result for xc1.

After Shenoy et al. [9].

H
________________________________________________________________________________
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�EJT þ V0. The chemical potential is now given by �EJT þ V0 (since the average

energy of the states is the chemical potential in a Coulomb glass [54]). Similarly,

every b-electron sees an effective repulsive potential of V0 due to the Ak ions

(since the hole sites cluster around the Ak ions), and the b band center is shifted

from zero to V0. Noting that the b band width scales as
ffiffiffi
x

p
as noted above, we

conclude that the minimum doping for the b-band bottom to touch the chemical

Fig. 11.12 Position correlation function for h� h and h� Ak. The figures in the left column

are for random distribution of Ak ions, while those in the right column are for uniform

distribution of Ak ions (uniform distribution means that the total charge of the Ak ions is

distributed equally among the Ak sites). The result is from simulations with a 20� 20� 20

cube (for a single realization of the random distribution of the Ak ions in the left-side graphs).

After Shenoy et al. [9].

H
________________________________________________________________________________

Fig. 11.11 Density of states (DOS) of l

polarons and b electrons obtained from

simulations with 10� 10� 10 cubes

averaged over one hundred random initial

conditions. The occupied states are shaded.

The chemical potential m and the b band

center Eb are marked. In all cases the

polarons have a soft Coulomb gap at the

chemical potential. Panels (a), (b) and (c)

show the effect of the long-range Coulomb

parameter V0. Comparison of (a), (d) and (e)

shows how the band width increases with

doping. The effect of EJT on the chemical

potential and the bandwidth can be seen

from a comparison of (a) and (f ). After

Shenoy et al. [9].
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potential (allowing for b state occupancy) is xc1 ¼ EJT

D0

� �2
which is precisely the

DMFT prediction [5].

It should be noted that the full scale simulations presented here provide further

insights into the physics of the system beyond the single site DMFT. As indicated

above, an important feature seen here, distinct from that obtained in DMFT, is

that the b site occupancy per se does not make the system metallic. The occupied

b-electron puddles must percolate through the sample, and furthermore, ex-

tended states in the percolating puddles must get occupied, to obtain metallicity,

and this cannot be captured in a single site DMFT. We are able to obtain reason-

able estimates for the second critical doping xc2 based on calculations of inverse

participation ratio and Kubo conductivity (see Fig. 11.9). We are able to make fur-

ther inferences and predictions based on our simulations, especially useful in the

study of low bandwidth manganites (such as Pr-based manganites) which have a

large ferro-insulating regime. For very low doping ðx < xc1Þ, the conductivity will

be due to the thermally activated motion of the l polarons which now form a

Coulomb glass. In this case the low temperature conductivity is expected to be

that of the Coulomb glass i.e., sðTÞ@ e�A=
ffiffiffi
T

p
where A is a constant. In the dop-

ing range x > xc2 we expect a ‘‘bad metal’’ – with small metallic conductivity that

decreases with temperature. In the doping regime xc1 a xa xc2, many different

types of excitations contribute to the conductivity. These will include polaron hop-

ping, variable range hopping of b electrons from one puddle to another etc. We

note here that the transport measurements on doped manganites reported by

Rao [55] do show such features.

We next address the issue of the size scale of the electronic inhomogeneities.

The b-electron puddle sizes obtained from our simulations are shown in Fig.

11.13. We note that the size scale of the electronic inhomogeneity is nanometric,

as expected from the analytical calculations. However, its dependence on V0 dif-

fers fundamentally from the analytical result presented before, which assumed a

Fig. 11.13 Clump size as a function of the Coulomb interaction

parameter V0 (normalized by t) for EJT ¼ 2:5t, x ¼ 0:3 obtained from

simulations. After Shenoy et al. [9].
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homogeneous distribution ( jellium) of the dopant Ak ions. For the more realistic,

random distribution of the Ak ions, the size of the electronic inhomogeneity is

almost independent of the long-range Coulomb parameter V0, in that even an ex-

tremely small V0 produces clump sizes that are of the size scale of a few lattice

spacings. The dependence of the average size of the electronic inhomogeneity is

thus due to the long-range Coulomb interaction which, along with the random

distribution of Ak ion, acts as a ‘singular perturbation’ that frustrates macroscopic

phase separation. However, the sizes and the distribution of the clumps are deter-

mined by the random distribution of the Ak ions, and thus we conclude that

doped manganites (and similarly, possibly many other correlated oxides) are nec-

essarily and intrinsically electronically inhomogeneous, on a nanometric scale.
The results of our extended lb model with realistic energy parameters pre-

sented in this chapter provide several new insights into the complex electronic

inhomogeneities seen in correlated oxides, and in particular the low bandwidth

manganites with a large ferromagnetic region in their phase diagram. Our argu-

ments may be sharply contrasted with earlier work. In particular our work sug-

gests that the nanoscale inhomogeneities in manganites arise not out of ‘phase

competition’ induced phase separation frustrated by disorder as argued from the

studies of model spin Hamiltonians [33], but from short-range Coulomb correla-

tion induced phase separation frustrated by long-range Coulomb interaction, sim-

ilar to what has been suggested in cuprates [47, 48]. Most importantly, nanoscale

electronic inhomogeneities are present in both the insulating and metallic phases

of doped manganites. As is evident from Fig. 11.10, each of these constitute a sin-

gle thermodynamic phase that is homogeneous at mesoscales. One has a metal

insulator transition between two such nanoscopically inhomogeneous phases at

xc2 as a function of doping. These observations are in agreement with experi-

ments; indeed the electron holography results of Loudon et al. [14] show that

even the ferrometallic regions have interspersed in them charge-ordered insulat-

ing regions which can be interpreted as the cluster of l states. We note here that

these experiments are at half filling and the orbital degrees of freedom are impor-

tant (our model here is an orbitally averaged one appropriate for describing an

‘‘orbital liquid’’). Modifications to the l� b Hamiltonian to account for these are

available in the literature [37, 41]. However we believe that the key features of the

electronic inhomogeneities discussed above would remain even after the inclu-

sion of these modifications.

Are the mesoscale electronic inhomogeneities essential for colossal responses?

We infer from our work, in contrast to previous work [33, 56], that there is no need
to appeal to mesoscale phase separation to explain CMR in manganites. The full scale
simulations with a random distribution of dopant ions including the long-range

Coulomb interactions reproduce the results of a homogenized DMFT calculation

(which does not consider mesoscale phase separation). Colossal responses in the

lb model are obtained by changes in the b electron energetics brought about by

the external field, that causes exponential changes in their occupancy. As is well

known experimentally, there are many manganites that are mesoscopically homo-
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geneous and that show colossal responses [57]. We also point out that our argu-

ments are substantially different from those put forth by Ahn et al. [40], who

again argue for the necessity of mesoscale phase separation for colossal re-

sponses. Their model considers electron lattice coupling with two localized states
at every site with an additional long-range elastic interaction between the sites.

They, however, neglect the local Coulomb correlation, long-range Coulomb inter-

actions and doping disorder. Furthermore, the relationship between the parame-

ter values in their model and the microscopic parameters, and hence the rele-

vance of their conclusions in the context of manganites, is unclear without

further investigations.

Finally, we turn to the issue of mesoscale patterns clearly seen in experiments

[17, 19, 20]. They could have two possible origins. First, due to ‘incomplete trans-

formations’, i.e., they are metastable configurations in which the system gets

trapped due to ‘kinetic arrest’ [58]. A second, in our opinion, more likely, cause

is the effect of unscreened long-range elastic inhomogeneities [1, 20, 59, 60]. It

is well established that uniform pressure has a strong influence on the stability

of different manganite phases; pressure is indeed known to drive metal–insulator

and magnetic transitions [61]. Moreover, there is solid experimental evidence [1,

20, 59, 60] for preexisting strain sources (such as cracks etc.) seen in surface

probes. These could lead to the coexisting metal/insulator regions. It is not hard

to think of experiments that could corroborate this point further. One proposal we

make is that a pre-cracked single crystal manganite sample on which a load is ap-

plied should be studied (Fig. 11.14); the load-dependent singular stress fields near

the crack tip should drive metal insulator/magnetic transitions which can be ob-

served using a scanning probe microscope.

There remains an intriguing question. Can a chemically homogeneous, defect-

free, large single crystal of doped manganite spontaneously generate mesoscale
electronic inhomogeneities? It is known that strain strongly affects the micro-

scopic energy scales in manganites [62, 63]. The key question is whether the sys-

tem will spontaneously generate spatial patterns in the elastic strain that will re-

duce the electronic energy. The length scale of the pattern chosen will depend on

the competition between the electronic energies (which would, in general, de-

pend on the local strains and their spatial gradients) and the elastic energy.

11.6

Conclusion

It is evident from our survey of the experiments on oxides that electronic inhomo-

geneities are very common in them. Their scales can vary from nanoscopic to

mesoscopic. We have presented a theoretical model that throws light on the ori-

gins of these inhomogeneities. Our model has two fluids, one that is localized

and polaronic, the other delocalized and band-like. Strong on-site Couloumb cor-

relation between these fluids induces their phase separation into two regions with
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different charge densities. This phase separation is frustrated by the ubiquitous

long-range Coulomb interactions giving rise to a nanoscale structure with pud-

dles of band-like electrons dispersed in a polaronic background. The puddles are

nanometric in size, which is determined by the distribution of dopant ions. Nano-

scale electronic inhomogeneities in manganites are, therefore, a result of strong

correlation physics (as in cuprates [47, 48]). Further, we infer that the mesoscale

inhomogeneities seen in experiments are likely to owe their origin to long-range

unscreened elastic strain fields, possibly due to defects. Our work also suggests

the possibility of controlling and tailoring these nanoscale inhomogeneites by

means of materials chemistry to make ‘‘electronically patterned’’ materials on the

nanoscale.
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Fig. 11.14 A possible experiment to study the effect of long-range strain

fields on the evolution of mesoscale inhomogeneities. On application of

the load to the sample (indicated by bold arrows), the singular strain

fields near the crack tip drive metal–insulator/magnetic transitions

which can be studied with a scanning probe microscope. The experi-

ments can also be conducted in the presence of a magnetic field.

After Shenoy et al. [9].
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FRET see fluorescence resonance energy

transfer

fuel cells, inorganic nanowires 103

fumaramide, rotaxanes 340

functionalization

– carbon nanotubes 54–60

– catenanes 339–346

– cyclic peptides 56

– dendrimers 267, 271

– DNA 57–58

– electrochemical 56

– inorganic nanotubes 77–79

– inorganic nanowires 90–92

– liquid-liquid extraction 55

– noncovalent 56

– peptides 56

– piranha solutions 55

– rotaxanes 339–346

– sidewall 54

– solvent-controlled synthesis 129

g
GaN nanoparticles 3

GaN nanowires 89

gas detection

– dendrimers 271, 272–275

– inorganic nanotubes 79

gate, molecular 349–351

gate voltage, photoPFETs 311

gene expression, inorganic nanowires 104

generalized multipole technique (GMT) 201

GeNW, Langmuir–Blodgett film 91

glucose biosensors 289–292

glutathione, assembly of nanorods 208–212

GMT see generalized multipole technique

gold

– electrode materials 305

– growth kinetics 153

– see also Au
gold nanocrystals see Au nanocrystals

gold nanorods 192

– absorbance of light by 192

– electrochemical deposition 198

– extinction coefficient 193

– fluorescence intensity 92

– surface plasmon absorption 186, 193

gradual channel approximation, OFET 301

growth

– anisotropic 7–17

– Au nanocrystals 153–154

– dendrimers 251

– diffusion limited 143

– GaN nanowire 88–89

– in situ 151

– inorganic nanowires 80

– layer-by layer 28

– LSW theory 143–147

– nanocrystals 141–143

– seed-mediated 15

– selective 17–18

– solid phase 139

– in solution 139–170

– SWNTs 48–49

– TiO2 nanorods 84

– ZnO nanocrystals 154–160

– ZnO nanowires 82

growth kinetics

– absorption 155

– adsorption 166–167
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growth kinetics (cont.)
– capping agents 160–161

– gold 153

– mixed diffusion–reaction 150

guest binding, dendrimers 276

h
halides, sol–gel routes 127–130

Hamiltonians

– extended 370

– magnetic 365

heterostructure FETs 310

heterostructure nanowire arrays 92

heterostructured nanoparticles 196

higher order nanostructures, plasmon

coupling 204–215

hole-transporting, OFET 311

hollow nanocrystals 5

HOMO, supercapacitors 228

Hunter’s catenane synthesis 338

hybrid electric vehicles, supercapacitors 225

hybrid electrodes 234

– capacitance 235

hybrid materials 220

– carbon nanotubes 71, 231–234

– conducting polymers 230–231

– double layer capacitor 225–226

– electrochemical capacitors 223–229

– electrolytes 241–243

– limitations 243–244

– metal oxides 229–230

– nanostructured 219–248

– polymer–carbon nanotube 237–238

– polymer–transition metal oxide 235–

237

– polymers 235

– polypyrrole (PPy) 235

– salts 241

– solid state electrochemical capacitor

235

– supercapacitors 241–243

– transition metal oxides 229–230

– transition metal oxides–carbon

nanotube 238–241

hybrid surface waves 185

hybrid systems 239

– redox reaction 240

– specific capacitance 240

hydrogels, bioinspired composite

nanomaterials 180

hydrogen-bonded assembly 338–348

hydrophobic tails 175

hydrous ruthenium, electrode materials

229

i
iced lipid nanotubes 76

ideally reversible electrode, supercapacitors

227

impurities, solvent-controlled synthesis

130

InAs quantum dots, spectra 20

indium tin oxide, electrode materials 305

inhomogeneities, electronic see electronic
inhomogeneities

inorganic nanotubes 75–79

– covalent functionalizaion 77

– precursors 76

– properties and applications 79

– solubilization 77–79

– synthesis 75–77

– tunable bandgap 76

inorganic nanowires 79–104

– anti-epidermal growth factor receptor

104

– bandgap 96

– cancer treatment 103

– carbothermal synthesis 82

– cathodoluminescence 98

– coplanar fuel cells 103

– crystal structure 83

– CVD 86

– domain-wall propagation 99

– elastic modulus 102

– electrodeposition 81

– ethanol sensing 101

– ferromagnetism 99

– field effect transistors 98

– fuel cells 103

– functionalization 90–92

– gene expression 104

– growth 80

– interconnects 97

– nitridation 89

– optical trapping 96

– oriented attachment 86

– photothermal therapy 103

– piezoelectric generators 103

– planes 85

– rare-earth chlorides 89

– ring resonator lasers 96

– rotors 96

– self-assembly 90–92

– sensing characteristics 100

– SET transistors 103

– superconductivity 98

– surfactant 81

– synthesis 79–90

– thermal decomposition 87
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– transistors 103

– waveguide behavior 95

– Young’s modulus 101

inorganic–organic nanocomposite 221

InS nanorods 11

insulating regions, electronic inhomogeneities

363

intercalation 100

interconnects, inorganic nanowires 97

interfaces, surface plasmons 185

interparticle distance, surface plasmons

206

intrinsic viscosity, dendrimers 262–264

IO material see inorganic–organic
nanocomposite

ion templating, molecular machines 329–

338

ionic diffusion 159

ionic liquids 242–243

iron-platinum alloy, nanocrystals 5

isosbestic point, assembly of nanorods 213

isotropic–nematic phase transition 66

j
junctions, carbon nanotube–molecule–silicon

74

k
ketones 134

– sol–gel routes 131–132

kinetic energy gain, electronic

inhomogeneities 366

knotanes 333

– molecular machines 320, 338–339

knots, hydrogen-bonded assembly 338–348

Kondo effect, carbon nanotubes 66

l
Langmuir-Blodgett (LB) films, self-assembly

91

Langmuir-Blodgett (LB) model

– electronic inhomogeneities 366–369

– extended 370–381

Langmuir-Blodgett (LB) technique, OFET

304

Lanreotide 173

laser photothermal destruction, localized

surface plasmons 197

lasers, optical devices 31

lattice defects 58

lattices

– binary 25

– ordered assemblies 24

– two-dimensional 4

layer-by-layer (LBL) assembly

– dendrimers 267, 283–284

– nanorods 214

– ordered 28

– superlattices 26

layered double hydroxides (LDH) 242

LCMO 359

LDH see layered double hydroxides

Leigh’s catenane synthesis 340

ligand exchange reactions 127

ligands, nonaqueous sol–gel routes 121

light confinement 185

light conversion, localized surface plasmons

196

light-current/dark-current ratio, photoPFETs

312

light emitting diodes 31

light transmission, enhanced 186

linear bis-conjugated peptides, amyloid fibrils

178

linear oligopeptides 176

linear peptide-based nanostructures 174–

177

linkers, dendrimers 250

lipid nanotubes 76

liquid-liquid extraction 55

lithium ion conductors 242

Llifshitz-Slyozov-Wagner (LSW) theory 143–

147

localized surface plasmons (LSP) 185, 189–

190

– colloidal gold 189

– excitation 196–204

– laser photothermal destruction 197

– light conversion 196

– Mie theory 189

logic functions, molecular machines 349

logic gates, molecular 349–351

long-range Coulomb interactions 370–381

LSP see localized surface plasmons

LSW see Llifshitz-Slyozov-Wagner (LSW)

theory

luminescence

– carbon nanotubes 61

– dendrimers 264

LUMO, supercapacitors 228

lymphocyte, fluorescent tags 33

m
M13 bacteriophage, self-assembly 91

machine, characterization 319

macrophage cells, fluorescent tags 33

magnetic filtration, purification 52

magnetic Hamiltonians 365
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magnetic modes, surface plasmon 197

magnetic nanocrystals 7

magnetic particles, biochemical application

33

magnetic quantum dots 22

magnetic resonance imaging 34

magnetization, temperature dependence

21

magnetron-sputtering techniques 76

manganese oxide, electrode materials 229

manganites 366–369

Medin, amyloid fibrils 177

memory devices, magnetic nanocrystals 35

memory effect, electronic inhomogeneities

363

3-mercaptoproponic acid (MPA) 208–210

11-mercaptoundecanoic acid (MUA) 208–

210

mesoscale inhomogeneities 362

metal acetylacetonates 132–133

metal alkoxides 130–132

metal cations, detection 277–279

metal/dielectric interface, surface plasmons

185–186

metal halide-benzyl alcohol system 127

metal halides 127–130

metal ion-templated synthesis

– catenanes 330–332

– knotanes 333

– rotaxanes 335

metal-ligand coordination bond formation

262

metal nanocrystals

– anisotropic growth 14–17

– cancer treatment 34

– contrast enhancing 34

– magnetic resonance imaging 34

– optical anisotropy 32

– optical response 31

– recent developments 4–6

– toxicity 33

metal oleylamine complexes 1

metal-organic vapor phase epitaxy (MOVPE)

92

metal oxide nanocrystals 119–138

– recent developments 6–7

metal oxide nanoparticles

– nonaqueous sol–gel routes to 121–

127

– process routes 126

– solvent-controlled synthesis 127–133

– surfactant-controlled synthesis 121–

127

metal oxide nanowires, ceramic coating 59

metal oxides

– hybrid materials 229–230, 238–241

– precursors 132

– synthesis 119

metal salts, reduction 4

metal–semiconductor transition 64

MgO nanowires, synthesis 82

micellar droplets, nanocrystals synthesis 13

microcatheters 72

microcrystals 29

microwave plasma CVD 48

Mie theory, localized surface plasmons 189

mineral acids, purification 51

MISFET 302

mixed diffusion-reaction control

– Monte-Carlo simulations 150

– nanocrystal growth 148–151

molecular abacus, catenanes 332

molecular barcoding 333–335

molecular design 314

molecular elevator 347–348

molecular lock 337

molecular logic gates 349–351

– input operation 350

– pseudorotaxane 351

molecular machines 319–356

– ammonium salts 346–348

– anion-templating 335–337

– aromatic p-p association routes 322–

329

– catenanes see catenanes
– complex structures 332–333

– controlling motion 349

– cyclodextrin-based rotaxanes 348–349

– dialkyl ammonium salts 346–348

– hydrogen-bonded assembly 338–348

– ion templating 329–338

– knotanes 338–339

– light emission 346

– logic functions 349

– molecular logic gates 349–351

– motion control 343–344, 349

– multiple catenanes 323–324

– olefin metathesis 333–335

– photo-induced electron transfer 350

– p-p association routes 322–329

– ratcheted-motor 345

– rotaxanes see rotaxanes
– steric constraints 349

– switchable catenanes 324–326

– synthetic routes 321–322, 326–328

molecular modeling 262–264

molecular recognition 279

molecular-scale barcoding 336
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molecular-scale motors 343

molecular self-assembly see self-assembly

molecular shuttle 321

molecular train 324

monodisperse magnetic nanoparticles 122

monodisperse oxide nanocrystals 6

monodisperse semiconductor nanocrystals 1

monomer concentration

– capping agents 162

– Monte-Carlo simulations 150

monomer diffusion 158

monomer flux, theory of nucleation 142

Monte-Carlo simulations, mixed diffusion-

reaction control 150

motors

– catalytic nano- 100

– molecular 320, 343, 348

MOVPE see metal-organic vapor phase

epitaxy

MPA see 3-mercaptoproponic acid

MUA see 11-mercaptoundecanoic acid

multi-walled carbon nanotubes (MWNT) 45

– conducting polymers 237

– see also carbon nanotubes; single-wall

carbon nanotubes

multilayer deposition

– electronic devices 34

– ordered assemblies 27

multilayered ceramic capacitors 225

multiple catenanes 323–324

multiple exciton generation 18

multipolar excitation 197

multipole resonances 197–200

muscle analog, catenanes 328

MWNT see multi-walled carbon nanotubes

n
n-channel OFETs, progress 309–310

n-type carbon nanotube FETs 73

NADH see b-nicotinamide adenine

dinucleotide

nano-switches 34

nanochain formation 212

nanocomposites 71–72

nanocrystals

– applications 30–34

– arrangements 22–29

– bandgap variation 18–19

– colloidal 29–30

– copper 4

– devices 30–35

– different shapes 7–17

– electronic properties 18–21

– electro-optical devices 30–31

– exciton generation 18

– fluorescent tags 33

– iron-platinum alloy 5

– low-dimensional arrangements 22–24

– magnetic properties 7, 21–22

– metal see metal nanocrystals

– metal oxide 6–7, 119–138

– nickel-iron alloy 5

– oleylamine complexes 1

– one-dimensional arrangements 22–24

– optical devices 30–31

– optical properties 18–21

– ordered assemblies 22–30

– organometallic precursors 5

– oxide 7–14

– precursors 2, 5

– properties 18–22

– quantum confinement 18

– quantum dots 7

– quantum yields 18

– reaction-limited growth 147–148

– recent developments 1–44

– selective growth 17–18

– semiconductor see semiconductor

nanocrystals

– shapes 7–17

– spherical 1–7

– superparamagnetism 21

– surface atoms 10

– thermolysis 1

– three-dimensional superlattices 26–

29

– two-dimensional arrays 24–26

– two-dimensional lattice 4

– water solubility 3

– ZnO see ZnO nanocrystals

nanocrystals growth

– anisotropic 7–17

– diffusion-reaction control 148–151

– in solution 139–170

– LSW theory 143–147

– mechanism 141–143

– oleic acid 161–163

– solution 139–170

– theory of nucleation 140–141

– thiols adsorption 166–167

nanocrystals synthesis

– micellar droplets 13

– solvothermal decomposition 7

– structure-directing agent 14

– thermolysis 4, 6

nanodiamond coated SWNTs 49

nanoelectronics 34–35

nanolasers, optical properties 95
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nanoparticles

– shape 191–194

– size 190–191

nanoprisms 13, 16

– surface plasmon 200

nanorods 191

– assembly 208–215

– gold 192

– isosbestic point 213

– modal overlap 199

– MPA 208–210

– MUA 208–210

– synthesis 8–11

nanoscalar electronic devices 34–35

nanoscale electronic inhomogeneities 357–

385

nanoscale sensors 249–298

nanosphere lithography 32

nanospheres, assembly 204–208

nanostructured materials

– hybrid 219–248

– multipole resonances 197–200

– peptide-based 172–180

– plasmon coupling 204–215

– surface plasmon resonances 185–218

nanotubes

– molecular self-assembly 175

– recent developments 45–118

nanovesicles formation 175

nanowires

– biological aspects 103–104

– electrical and magnetic properties

97–100

– recent developments 45–118

– sensor applications 100–101

– transistors and devices 102–103

NaOH concentration, capping agents 164

natural amyloid 177–178

near-field coupling 204

near-infrared photovoltaic devices 72

nebulized spray pyrolysis 47

neutral catenane assembly 329

nickel-iron alloy 5

b-nicotinamide adenine dinucleotide (NADH)

68

NiO nanocrystals 6

NiS nanoprism 13

nitridation, inorganic nanowires 89

noble metal nanoparticles, extinction

spectrum 198

non-conjugated peptides, molecular self-

assembly 176

non-covalent bond formation 262

nonaqueous sol–gel routes 119–138

– aldol-like condensation 133

– alkyl halide elimination 133

– CaC bond formation 133

– crystallinity 120

– ester elimination 133

– ligands 121

– metal oxide nanoparticles 121–127

– monodisperse magnetic nanoparticles

122

– particle morphology 122

– precipitation 121

– precursors 120

– reaction pathways 133

– solvents 121

– stabilizing ligands 121

– steric repulsion 122

– superlattices 122–123

– surface capping agents 122

noncovalent functionalization, carbon

nanotubes 56

nonspherical nanostructures 191

nucleation 154

– capping agents 161

– La Mer’s condition 141

– theory see theory of nucleation
numerical approximate methods 201

o
OFET see organic field-effect transistors

(OFETs)

OI material see organic–inorganic
nanocomposite

olefin metathesis 335–336

– molecular machines 333–335

oleic acid, nanocrystal growth 161–163

oleylamine complexes 1

oligo(phenylene ethynylene) (OPE) 74

oligopeptides 176

on/off current ratio, OFET 300

one-dimensional arrangements, nanocrystals

22–24

OPE see oligo(phenylene ethynylene)

optical anisotropy, metal nanocrystals 32

optical cross sections, size-normalized 93

optical devices

– biotin-streptavidin binding detection

32

– light emitting diodes 31

– nanocrystals 30–33

– nanosphere lithography 32

– solar cells 30

optical response

– metal nanocrystals 31

– surface plasmon 201
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optical trapping

– inorganic nanowires 96

– plasmon coupling 207

optoelectronic memory effect, photoPFETs

313

optoelectronics, surface plasmons 204

ordered assemblies

– II-VI semiconductors 23

– dendrites 24

– DNA 22–23

– electrostatic self-assembly 29

– films 26

– LBL growth 28

– multilayer deposition 27

– nanocrystals 22–30

– PAH 27

– rings 23–24

– semiconductors 23

– superlattices 25

– templates 22

– weak interactions 28

organic amines, dendrimers 270

organic field-effect transistors (OFETs) 299

– accumulation mode 300

– BCB 311

– carbon nanotube 73

– charge density 301

– CMOS technology 310

– coplanar geometry 302

– dip-coating 303

– field-effect mobility 307

– heterostructure FET 310

– LB technique 304

– molecular approaches 299–318

– polymer FET 307

– polymer semiconductor 309

– printing technology 303

– progress 306–311

– self-organization 314

– staggered geometry 302

– traps 309

– unipolar transport 310

– see also field-effect transistors
organic-inorganic nanocomposite (OI

materials) 221

organic solar cells, optical devices 30

organic solvents

– sol–gel routes 132–133

– solvent-controlled synthesis 127

osteoblast proliferation, biomedical sensors

69

Ostwald ripening 151

– theory of nucleation 142

oxide nanocrystals, anisotropic growth 7–14

oxide nanoparticles, biomedical applications

33–34

oxyen quenching constant 274

p
p-channel oFETs, progress 306–309

p-doped SWNTs 64

p-n junction diodes 73

p-p association routes 322–329

PAH see poly(allylamine hydrochloride)

PAMAM see poly(amido amine)

PANI see polyaniline
paraquat-based synthetic routes

– catenanes 326–328

– rotaxanes 327

particle size measurement

– bandgap 152

– electromagnetic waves 151

– SAXS 151

– UV absorption 152

pathologically associated proteins 178

PbS nanowires, synthesis 86

PDDA see poly(diallyldimethylammonium

chloride)

peak shifts, distance dependent 206

PEDOT see poly (3,4-
ethylenedioxythiophene)

PEDOT-MoO3 nanohybrid electrode 244

PEI see polyethyleneimine

peptide-based nanostructures 178–180

– composites 180

– cyclic 172–174

– linear 174–177

peptide building blocks, molecular self-

assembly 171

peptide fragments 177–178

peptide nanomaterials 171–184

peptides, functionalization 56

performance improvement, OFET 315

perovskite manganites, electronic

inhomogeneities 359

pesticides, biosensors 281–282

pH-switchable rotaxane 346

photo-switchable rotaxane 340

photochemically prepared gold nanorods

solution 192

photoconversion, carbon nanotubes 72

photodetector, inorganic nanowires 103

photoexcitation 314

photonics, surface plasmon-based 188

photons, surface plasmons 186

photopFETs 311–313

photoswitchable fluorinated rotaxane coating

340
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photothermal therapy, inorganic nanowires

103

photovoltaic devices, carbon nanotubes 72

phthalocyanins 271

piezoelectric generators, inorganic nanowires

103

piranha solutions, functionalization 55

planes

– inorganic nanowires 85

– superlattices 26

plasma, resonance frequency 185

plasmon bands, particle size measurement

152

plasmon coupling 204–215

– near-field 204

– optical trapping 207

plasmon oscillations, tuning 190–196

plasmon peak 195

plasmon resonances 190

– absorption 200–204

– dielectric environment 194–196

– heterostructured nanoparticles 196

– nanostructured materials 185–218

– scattering 200–204

– see also surface plasmon resonances

platinumII complex 272

polaritons 186

polarized light, surface plasmons 193

polaronic l states 366

poly(allylamine hydrochloride) (PAH) 27

poly(amido amine) (PAMAM) 249, 281

poly-amino acids 171

polyaniline (PANI) 237

polyaniline-coated carbon nanofiber 238

poly(diallyldimethylammonium chloride)

(PDDA) 27

poly(9,9-dioctylfluorene-co-bithiophene)

(F8T2) 309

polyelectrolytes

– hybrid materials 242

– layer-by-layer (LBL) approach 214

– optical devices 30

– structures 27

polyethyleneimine (PEI), ordered assemblies

27

poly(3,4-ethylenedioxythiophene) (PEDOT)

236

– conducting polymers 237

polymer-carbon nanotube hybrids 237–238

polymer composites

– alignment of gold nanorods 90

– carbon nanotubes 71

polymer dispersed single wall carbon

nanotube transistors 313–314

polymer FET, OFET 307

polymer films, OFET 303

polymer-fullerene photovoltaic devices 72

polymer ligand 3

polymer matrix, composite electrolytes 242

polymer semiconductors, OFET 309

polymer-transition metal oxide nanohybrids

235–237

polymeric field-effect transistors see organic
field-effect transistors

polymers

– hybrid materials 230–231

– optical devices 30

polypyrrole (PPy)

– conducting polymers 237

– hybrid polymer 235

poly(sodium-4-styrenesulfonate) (PSS) 46

poly(styrene sulfonate)sodium salt (PSS) 27

polyvinyl pyrollidone (PVP) 16, 163–166

post-LSW theories, nanocrystal growth 143–

147

power densities

– carbononaceous materials 231

– supercapacitors 223

PPI dendrimers 281

PPy see polypyrrole
precursors

– carbon nanotubes 46

– inorganic nanotubes 76

– nanocrystals 2, 5

– nonaqueous sol–gel routes 120

– solvent-controlled synthesis 132

propagating surface plasmons (PSP) 185

prostate-specific antigen, detection 101

protein immunosensors 69

protein-nanotube conjugates 70

proton conducting properties 241

pseudocapacitance 227

pseudorotaxane

– assembly 337

– molecular logic gates 351

PSP see propagating surface plasmons

PSS see poly(sodium-4-styrenesulfonate);

poly(styrene sulfonate)sodium salt

purification

– carbon nanotubes 50–54

– electronic absorption bands 53

– magnetic filtration 52

– mineral acids 51

PVP see polyvinyl pyrollidone

q
QCM see quartz crystal microbalance

quadrupole surface plasmon absorption 198
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quantum confinement

– nanocrystals 18

– spatial 220

quantum dots 33

– bandgap 19

– magnetic 22

– nanocrystals 7

– spectra 20

– supercapacitors 220

quantum efficiency 95

quantum yields, nanocrystals 18

quartz crystal microbalance (QCM) 268

quasi-zero dimensional systems 220

r
RADA16-I hydrogel 176

radicals, dendrimers 271

radio frequency identification (RFID) 299,

315

Ragone plot, electrochemical power sources

224

Raman spectra, carbon nanotubes 52, 63

random telegraph signal, SWNT-FETs

75

rare-earth chlorides 89

ratcheted-motors 345

reaction-limited growth, nanocrystals 147–

148

reaction pathways, nonaqueous sol–gel routes

133

redox-switchable catenanes 329–332

redox-switchable rotaxanes 329–332

resonance energy transfer (FRET) 289

resonance frequency, surface plasmons

185

RFID see radio frequency identification

ring resonator lasers, inorganic nanowires

96

rodlike micelles 193

rotary motors, catenanes 331

rotaxanes

– aromatic p–p association routes 322–

329

– bar-coding 336

– coatings 343

– cyclodextrin-based 348–349

– dialkyl ammonium salts 346–348

– fumaramide 340

– hydrogen-bonded assembly 338–348

– molecular machines 320–348

– paraquat-based route 327

– redox-switchable 329–332

– routes 333–335

– synthetic routes 321–322, 328

rotors

– inorganic nanowires 96

– self-powered 99

RRP3HT, OFET 307

RTS see random telegraph signal

s
S-layers, molecular self-assembly 172

salts

– hybrid nanostructured materials 241

– reduction 4

SAM see self-assembled monolayers

SAM-dendrimer conjugates, dendrimers

284–288

SAXS see small angle X-ray scattering

scattering

– anisotropic noble metal nanoparticles

202

– plasmon resonances 200–204

seed-mediated growth 15

self-assembled monolayers (SAMs) 174

self-assembly

– catenanes 321

– DNA-directed 60

– DNA oligonucleotides 90

– inorganic nanowires 90–92

– Lanreotide 173

– LB film 91

– M13 bacteriophage 91

– naturally occurring 171–172

– peptides 171–184

– RADA16-I hydrogel 176

– silica nanowires 90

– S-layers 172

– viruses 172

– see also assemblies

self-organization, OFET 314

self-powered synthetic nanorotors 99

semiconducting polymer dispersed SWNT

transistors 313–314

semiconductor nanocrystals

– anisotropic growth 7–14

– ordered assemblies 23

– recent developments 1–4

sensing

– anion 279–281

– biomolecular 284–288

– chiral 275–277

– CO and CO2 271–272

– in solution 272–275

– organic amines and acids 270

– vapor 34, 267–270

sensing characteristics, inorganic nanowires

100
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sensors 100–101

– biomedical 69

– chemical see chemical sensors

– dendrimers 249–298

– glucose 289–292

– b-nicotinamide adenine dinucleotide

(NADH) 68

– surface plasmon resonance 283

SET see single electron tunneling transistors

shape-controlled synthesis, nanocrystals 13

shape dependence, surface plasmon

resonance 191

shapes, nanocrystals 7–17

sidewall functionalization, carbon nanotubes

54

silicon linkages, dendrimers 281

silicon nanowires (SiNWs)

– self-assembly 90

– synthesis 79

silver, surface plasmons 186

silver nanoparticles, extinction spectra 199

single crystalline nanowires 81

single-electron tunneling (SET) transistors

– electronic devices 34

– inorganic nanowires 103

single-wall carbon nanotubes (SWNT)

– charge separation 314

– electronic spectrum 53

– FETs 75, 313

– semiconducting 313–314

– nanodiamond coated 49

– p-doped 64

– synthesis 48

– transistors 73

– see also carbon nanotubes; multi-walled

carbon nanotubes

SiNW see silicon nanowires

site-selective positioning, dendrimers 275

size distribution

– capping agents 166

– mixed diffusion–reaction 150

– reaction-limited growth 147–148

small angle X-ray scattering (SAXS), particle

size measurement 151

SNAP see superlattice nanowire pattern

transfer

SnO2 nanorods, ethanol sensing 101

sol–gel chemistry, aqueous and nonaqueous

120–121

sol–gel routes

– acetylacetonates 132–133

– alcohols 127–131

– aldehydes 131–132

– alkoxides 130–132

– chemical reactions 127–134

– halides 127–130

– ketones 131–132

– metal acetylacetonates 132–133

– metal alkoxides 130–132

– nanocrystalline metal oxides 119–

138

– nonaqueous see nonaqueous sol–gel
routes

– organic solvents 132–133

– selected reaction mechanisms 133–

134

solar cells 30

solid phase, growth 139

solid polymer electrolytes (SPEs) 242

solid state electrochemical capacitor 235

solubilization

– carbon nanotubes 54–60

– inorganic nanotubes 77–79

solution-phase Raman spectroscopy,

purification 52

solvent-controlled synthesis

– impurities 130

– metal oxide nanoparticles 119, 127–

133

– organic solvents 127

– precursors 132

– surface functionalization 129

– Ti nanoparticles 129

solvents

– effect on kinetics 160

– nonaqueous sol–gel routes 121

solvothermal decomposition, nanocrystals

synthesis 7

source, electrode materials 305

spatial quantum confinement, supercapacitors

220

SPE see solid polymer electrolytes

specific capacitance

– carbononaceous materials 234

– hybrid systems 240

spectra

– CdSe nanocrystals 2

– InAs quantum dots 20

spherical clusters, supercapacitors 221
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