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Preface

Tools shape how we think; when the only tool you have is an axe, everything resembles a
tree or a log. The rapid advances in instrumentation in the last decade, which allow us to
measure and manipulate individual molecules and structures on the nanoscale, have caused
a paradigm shift in the way we view molecular behavior and surfaces. The microscopic de-
tails underlying interfacial phenomena have customarily been inferred from in situ mea-
surements of macroscopic quantities. Now we can see and “finger” physical and chemical
processes at interfaces.

The reviews collected in this book convey some of the themes recurrent in nano-col-
loid science: self-assembly, construction of supramolecular architecture, nanoconfinement
and compartmentalization, measurement and control of interfacial forces, novel synthetic
materials, and computer simulation. They also reveal the interaction of a spectrum of dis-
ciplines in which physics, chemistry, biology, and materials science intersect. Not only is
the vast range of industrial and technological applications depicted, but it is also shown
how this new way of thinking has generated exciting developments in fundamental science.
Some of the chapters also skirt the frontiers, where there are still unanswered questions.

The book should be of value to scientific readers who wish to become acquainted
with the field as well as to experienced researchers in the many areas, both basic and tech-
nological, of nanoscience.

The lengthy maturation of a multiauthored book of this nature is subject to life’s con-
tingencies. Hopefully, its structure is sound and has survived the bumps of “outrageous for-
tune.” I wish to thank all the contributors for their courage in writing. It is their work and
commitment that have made this book possible.

Morton Rosoff
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Introduction

The problems of chemistry and biology can be greatly helped if our ability to see what we are
doing, and to do things on an atomic level is ultimately developed—a development which I
think can’t be avoided.

Richard Feynman

God created all matter—but the surfaces are the work of the Devil.
Wolfgang Pauli

The prefix nano-, derived from the Greek word meaning “dwarf,” has been applied most of-
ten to systems whose functions and characteristics are determined by their tiny size. Struc-
tures less than 100 nanometers in length (i.e., one-ten-millionth of a meter) are typical in
nano-technology, which emphasizes the approach of building up from molecules and nano-
structures (“bottom-up”) versus the “top-down,” or miniaturization, approach. Nano- actually
refers not so much to the size of the object as to the resolution at the molecular scale. At such
small scales, about half of the atoms are in the surface layer, the surface energy dominates,
and the surface layer can be considered a new material with properties different from those of
bulk. The hierarchy of scales, both spatial and temporal, is represented in the following table:

Scale

Quantum Atom/nano Mesoscopic Macroscopic

Length (meters) 10�11–10�8 10�9–10�6 10�6–10�3 �10�3

Time (seconds) 10�16–10�12 10�13–10�10 10�10–10�6 �10�6

Classical surface and colloid chemistry generally treats systems experimentally in a
statistical fashion, with phenomenological theories that are applicable only to building sim-
plified microstructural models. In recent years scientists have learned not only to observe
individual atoms or molecules but also to manipulate them with subangstrom precision.
The characterization of surfaces and interfaces on nanoscopic and mesoscopic length scales
is important both for a basic understanding of colloidal phenomena and for the creation and
mastery of a multitude of industrial applications.



The self-organization or assembly of units at the nanoscale to form supramolecular
ensembles on mesoscopic length scales comprises the range of colloidal systems. There is
a need to understand the connection between structure and properties, the evolution and dy-
namics of these structures at the different levels—supramolecular, molecular, and sub-
molecular—by “learning from below.”

When interaction and physical phenomena length scales become comparable to or
larger than the size of the structure, as, for example, with polymer contour chain length, the
system may exhibit unusual behavior and generate novel arrangements not accessible in
bulk.

It is also at these levels (10–500 nm) that nature utilizes hierarchical assemblies in bi-
ology, and biological processes almost invariably take place at the nanoscale, across mem-
branes and at interfaces. Biomolecular materials with unique properties may be developed
by mimicking biological processes or modifying them. There is still much to discover about
improving periodic arrays of biomolecules, biological templating, and how to exploit the
differences between biological and nonbiological self-assembly.

The linkage of microscopic and macroscopic properties is not without challenges,
both theoretical and experimental. Statistical mechanics and thermodynamics provide the
connection between molecular properties and the behavior of macroscopic matter. Coupled
with statistical mechanics, computer simulation of the structure, properties, and dynamics
of mesoscale models is now feasible and can handle the increase in length and time scales.

Scanning proble techniques (SPM)—i.e., scanning tunneling microscopy (STM) and
atomic force microscopy (AFM), as well as their variations—have the power to visualize
nanoscale surface phenomena in three dimensions, manipulate and modify individual
molecules, and measure such properties as adhesion, stiffness, and friction as well as mag-
netic and electric fields. The use of chemically modified tips extends the technique to in-
clude chemical imaging and measurement of specific molecular interactions. Improved op-
tical methods complement probe images and are capable of imaging films a single molecule
thick. Optical traps, laser tweezers, and “nano-pokers” have been developed to measure
forces and manipulate single molecules. In addition, there is a vast range of experimental
tools that cross different length and time scales and provide important information (x-ray,
neutrons, surface plasmon resonance). Nevertheless, there is a further need for instrumen-
tation of higher resolution, for example, in the decreased ranged of space and time en-
countered when exploring the dynamics and kinetics of surface films.

Chapter 1 is a view of the potential of surface forces apparatus (SFA) measurements
of two-dimensional organized ensembles at solid–liquid interfaces. At this level, informa-
tion is acquired that is not available at the scale of single molecules. Chapter 2 describes
the measurement of surface interactions that occur between and within nanosized surface
structures—interfacial forces responsible for adhesion, friction, and recognition.

In Chapter 3, Langmuir–Blodgett films of varying organizational complexity are dis-
cussed, as well as nanoparticles and fullerenes. Molecular dynamic simulation of mono-
layers and multilayers of surfactants is also reviewed. Chapter 4 presents those aspects of
supramolecular layer assemblies related to the development of nanotechnological applica-
tions. Problems of preparing particle films with long-range two-dimensional and three-di-
mensional order by Langmuir–Blodgett and self-assembly techniques are dealt with in
Chapter 5.

The next two chapters are concerned with wetting and capillarity. Wetting phenom-
ena are still poorly understood; contact angles, for example, are simply an empirical pa-
rameter to quantify wettability. Chapter 6 reviews the use of scanning polarization force



microscopy (SPFM), a new application of AFM using electrostatic forces, to study the
nanostructure of liquid films and droplets. The effect of solid nanometric deformation on
the kinetics of wetting and dewetting and capillary flow in soft materials, such as some
polymers and gels, is treated in Chapter 7.

Chapter 8 presents evidence on how the physical properties of colloidal crystals or-
ganized by self-assembly in two-dimensional and three-dimensional superlattices differ
from those of the free nanoparticles in dispersion.

A biomolecular system of glycoproteins derived from bacterial cell envelopes that
spontaneously aggregates to form crystalline arrays in the mesoscopic range is reviewed in
Chapter 9. The structure and features of these S-layers that can be applied in biotechnol-
ogy, membrane biomimetics, sensors, and vaccine development are discussed.

DNA is ideally suited as a structural material in supramolecular chemistry. It has
sticky ends and simple rules of assembly, arbitrary sequences can be obtained, and there is
a profusion of enzymes for modification. The molecule is stiff and stable and encodes in-
formation. Chapter 10 surveys its varied applications in nanobiotechnology. The emphasis
of Chapter 11 is on DNA nanoensembles, condensed by polymer interactions and electro-
static forces for gene transfer. Chapter 12 focuses on proteins as building blocks for nano-
structures.

The next two chapters concern nanostructured core particles. Chapter 13 provides ex-
amples of nano-fabrication of cored colloidal particles and hollow capsules. These systems
and the synthetic methods used to prepare them are exceptionally adaptable for applications
in physical and biological fields. Chapter 14, discusses reversed micelles from the theoret-
ical viewpoint, as well as their use as nano-hosts for solvents and drugs and as carriers and
reactors.

Chapter 15 gives an extensive and detailed review of theoretical and practical aspects
of macromolecular transport in nanostructured media. Chapter 16 examines the change in
transport properties of electrolytes confined in nanostructures, such as pores of membranes.
The confinment effect is also analyzed by molecular dynamic simulation.

Nanolayers of clay interacting with polymers to form nanocomposites with improved
material properties relative to the untreated polymer are discussed in Chapter 17.

Morton Rosoff



1
Molecular Architectures at Solid–Liquid
Interfaces Studied by Surface Forces
Measurement
KAZUE KURIHARA Tohoku University, Sendai, Japan

I. INTRODUCTION

Molecular and surface interactions are ubiquitous in molecular science, including biology.
Surface forces measurement and atomic force microscopy (AFM) have made it possible to
directly measure, with high sensitivity, molecular and surface interactions in liquids as a
function of the surface separation. Naturally, they have become powerful tools for study-
ing the origins of forces (van der Waals, electrostatic, steric, etc.) operating between
molecules and/or surfaces of interest [1–4]. They also offer a unique, novel surface char-
acterization method that “monitors surface properties changing from the surface to the bulk
(depth profiles)” and provides new insights into surface phenomena. This method is direct
and simple. It is difficult to obtain a similar depth profile by other methods; x-ray and neu-
tron scattering measurements can provide similar information but require extensive instru-
mentation and appropriate analytical models [4].

Molecular architectures are self-organized polymolecular systems where molecular
interactions play important roles [5]. They exhibit specific and unique functions that could
not be afforded by single molecules. Molecular architecture chemistry beyond molecules
is not only gaining a central position in chemistry but becoming an important interdisci-
plinary field of science. Investigations of molecular architectures by surface forces mea-
surement is important for the following reasons.

1. It is essential to elucidate intermolecular interactions involved in self-organization,
whose significance is not limited to material science but extends to the ingenuity of bi-
ological systems [5].

2. The importance of surface characterization in molecular architecture chemistry and en-
gineering is obvious. Solid surfaces are becoming essential building blocks for con-
structing molecular architectures, as demonstrated in self-assembled monolayer for-
mation [6] and alternate layer-by-layer adsorption [7]. Surface-induced structuring of
liquids is also well-known [8,9], which has implications for micro- and nano-tech-
nologies (i.e., liquid crystal displays and micromachines). The virtue of the force mea-
surement has been demonstrated, for example, in our report on novel molecular archi-
tectures (alcohol clusters) at solid–liquid interfaces [10].

3. Two-dimensionally organized molecular architectures can be used to simplify the
complexities of three-dimensional solutions and allow surface forces measurement. By



employing this approach, we can study complex systems such as polypeptides and
polyelectrolytes in solutions. For example, it is possible to obtain essential information
such as the length and the compressibility of these polymers in solutions by systemat-
ically varying their chemical structures and the solution conditions [11].

Earlier studies of surface forces measurement were concerned mainly with surface
interactions determining the colloidal stability, including surfactant assemblies. It has
been demonstrated, however, that a “force–distance” curve can provide much richer in-
formation on surface molecules; thus it should be utilized for studying a wider range of
phenomena [12]. Practically, the preparation of well-defined surfaces, mostly modified
by two-dimensional organized molecules, and the characterization of the surfaces by
complementary techniques are keys to this approach. A similar concept is “force spec-
troscopy” [13], coined to address force as a new parameter for monitoring the properties
of materials. A major interest in force spectroscopy is the single molecular measurement
generally employing an atomic force microscope. This measurement treats relatively
strong forces, such as adhesion, and discusses the binding of biotin-streptavidin [14] and
complementary strands of DNA [15] as well as the unfolding and folding of proteins
[16]. On the other hand, the forces measurement of two-dimensionally organized
molecules has advantages complementary to those of single molecule force spectroscopy.
It can monitor many molecules at the same time and thus is better suited for studying
long-range weaker forces. The measurement should bear a close relevance to real systems
that consist of many molecules, because interactions between multiple molecules and/or
macroscopic surfaces in solvents may exhibit characteristics different from those between
single molecules.

The aim of this review is to demonstrate the potential of surface forces measurement
as a novel means for investigating surfaces and complex soft systems by describing our re-
cent studies, which include cluster formation of alcohol, polyion adsorption, and polyelec-
trolyte brushes.

II. SURFACE FORCES MEASUREMENT

Surface forces measurement directly determines interaction forces between two surfaces as
a function of the surface separation (D) using a simple spring balance. Instruments em-
ployed are a surface forces apparatus (SFA), developed by Israelachivili and Tabor [17],
and a colloidal probe atomic force microscope introduced by Ducker et al. [18] (Fig. 1). The
former utilizes crossed cylinder geometry, and the latter uses the sphere-plate geometry.
For both geometries, the measured force (F) normalized by the mean radius (R) of cylin-
ders or a sphere, F/R, is known to be proportional to the interaction energy, Gƒ, between
flat plates (Derjaguin approximation),

�
F
R

� � 2�Gƒ (1)

This enables us to quantitatively evaluate the measured forces, e.g., by comparing them
with a theoretical model.

Sample surfaces are atomically smooth surfaces of cleaved mica sheets for SFA, and
various colloidal spheres and plates for a colloidal probe AFM. These surfaces can be mod-
ified using various chemical modification techniques, such as Langmuir–Blodgett (LB) de-
position [12,19] and silanization reactions [20,21]. For more detailed information, see the
original papers and references texts.



III. ALCOHOL CLUSTER FORMATION ON SILICA SURFACES
IN CYCLOHEXANE

Surface forces measurement is a unique tool for surface characterization. It can directly
monitor the distance (D) dependence of surface properties, which is difficult to obtain by
other techniques. One of the simplest examples is the case of the electric double-layer force.
The repulsion observed between charged surfaces describes the counterion distribution in
the vicinity of surfaces and is known as the electric double-layer force (repulsion). In a sim-
ilar manner, we should be able to study various, more complex surface phenomena and ob-
tain new insight into them. Indeed, based on observation by surface forces measurement
and Fourier transform infrared (FTIR) spectroscopy, we have found the formation of a
novel molecular architecture, an alcohol macrocluster, at the solid–liquid interface.

Adsorption phenomena from solutions onto solid surfaces have been one of the im-
portant subjects in colloid and surface chemistry. Sophisticated application of adsorption
has been demonstrated recently in the formation of self-assembling monolayers and multi-
layers on various substrates [4,7]. However, only a limited number of researchers have
been devoted to the study of adsorption in binary liquid systems. The adsorption isotherm
and colloidal stability measurement have been the main tools for these studies. The molec-
ular level of characterization is needed to elucidate the phenomenon. We have employed
the combination of surface forces measurement and Fourier transform infrared spec-
troscopy in attenuated total reflection (FTIR-ATR) to study the preferential (selective) ad-
sorption of alcohol (methanol, ethanol, and propanol) onto glass surfaces from their binary
mixtures with cyclohexane. Our studies have demonstrated the cluster formation of alco-
hol adsorbed on the surfaces and the long-range attraction associated with such adsorption.
We may call these clusters macroclusters, because the thickness of the adsorbed alcohol
layer is about 15 nm, which is quite large compared to the size of the alcohol. The follow-
ing describes the results for the ethanol–cycohexane mixtures [10].

Typical forces profiles measured between glass surfaces in ethanol–cyclohexane
mixtures are shown in Fig. 2. Colloidal probe atomic force microscopy has been employed.
In pure cyclohexane, the observed force agrees well with the conventional van der Waals
attraction calculated with the nonretarded Hamaker constant for glass/cyclohexane/glass,

FIG. 1 Schematic drawings of (a) the surface forces apparatus and (b) the colloidal probe atomic
force microscope.



3.1 � 10�21 J. At an ethanol concentration of 0.1 mol%, the interaction changes remark-
ably: The long-range attraction appears at a distance of 35 nm, shows a maximum around
10 nm, and turns into repulsion at distances shorter than 5 nm. The pull-off force of the con-
tacting surfaces is 140 � 19 mN/m, which is much higher than that in pure cyclohexane,
10 � 7 mN/m. Similar force profiles have been obtained on increasing the ethanol con-
centration to 0.4 mol%. A further increase in the concentration results in a decrease in the
long-range attraction. At an ethanol concentration of 1.4 mol%, the interaction becomes
identical to that in pure cyclohexane. When the ethanol concentration is increased, the
range where the long-range attraction extends changes in parallel to the value of the pull-
off force, indicating that both forces are associated with the identical phenomenon, most
likely the adsorption of ethanol. Separation force profiles after the surfaces are in contact
shows the presence of a concentrated ethanol layer near and on the surfaces (see Ref. 10a).
The short-range repulsion is ascribable to steric force due to structure formation of ethanol
molecules adjacent to the glass surfaces.

In order to understand the conditions better, we determined the adsorption isotherm
by measuring the concentration changes in the alcohol upon adsorption onto glass particles
using a differential refractometer. Figure 3 plots the range of the attraction vs. the ethanol
concentration, together with the apparent adsorption layer thickness estimated from the ad-
sorption isotherm, assuming that only ethanol is present in the adsorption layer [22]. For
0.1 mol% ethanol, half the distance where the long-range attraction appears, 18 � 2 nm, is
close to the apparent layer thickness of the adsorbed ethanol, 13 � 1 nm. This supports our
interpretation that the attraction is caused by contact of opposed ethanol adsorption layers.
Half the attraction range is constant up to ~0.4 mol% ethanol and decreases with increas-
ing ethanol concentration, while the apparent adsorption layer thickness remains constant
at all concentration ranges studied. The discrepancy between the two quantities indicates a
change in the structure of the ethanol adsorption layer at concentrations higher than ~0.4

FIG. 2 Interaction forces between glass surfaces upon compression in ethanol–cyclohexane mix-
tures. The dashed and solid lines represent the van der Waals force calculated using the nonretarded
Hamarker constants of 3 � 10�21 J for glass/cyclohexane/glass and 6 � 10�21 J for glass/ethanol
glass, respectively.



mol%. The structures of the adsorbed ethanol turned out to be hydrogen-bonded clusters,
via the study employing FTIR-ATR spectroscopy.

FTIR-ATR spectra were recorded on a Perkin Elmer FTIR system 2000 using a TGS
detector and the ATR attachment from Grasby Specac. The ATR prism made of an oxi-
dized silicon crystal was used as a solid adsorbent surface because of its similarity to glass
surfaces. Immediately prior to each experiment, the silicon crystal was treated with water
vapor plasma in order to ensure the formation of silanol groups on the surfaces. Obtained
spectra have been examined by referring to well-established, general spectral characteris-
tics of hydrogen-bonded alcohols in the fundamental OH stretching region, because ethanol
is known to form hydrogen-bonded dimers and polymers (clusters) in nonpolar liquids [23].
We have also experimentally examined hydrogen-bonded ethanol cluster formation in bulk
cyclohexane–ethanol mixtures using transmission infrared spectroscopy.

FTIR-ATR spectra of ethanol in cyclohexane at various ethanol concentrations
(0.0–3.0 mol%) are presented in Figure 4. At 0.1 mol% ethanol, a narrow negative band at
3680 cm�1, a weak absorption at 3640 cm�1 (free OH), and a broad strong absorption
(3600–3000 cm�1) with shoulders at 3530 cm�1 (cyclic dimer or donor end OH), 3450, and
3180 cm�1 are observed. It is known that the isolated silanol group exhibits an absorption
band at 3675–3690 cm�1 in a nonpolar liquid, e.g., CCl4 and when the silanol groups hy-
drogen bond with esters, the absorption band shifts to a lower wavenumber (3425–3440
cm�1) [24]. Thus, the negative absorption at 3680 cm�1 and the positive shoulder at 3450
cm�1 should correspond to the decrease in the isolated silanol groups and the appearance
of the silanol groups hydrogen bonded with the adsorbed ethanol, respectively. The strong
broad band ascribed to the polymer OH appeared at 3600–3000 cm�1 together with the rel-
atively weak monomer OH band at 3640 cm�1. This demonstrated the cluster formation of
ethanol adsorbed on the silicon oxide surface even at 0.1 mol% ethanol, where no polymer
peak appeared in the spectrum of the bulk solution at 0.1 mol% ethanol. With increasing
ethanol concentration, the free monomer OH (3640 cm�1) and the polymer OH peak (3330
cm�1) increased, while the peaks at 3530, 3450, and 3180 cm�1 remained the same.

FIG. 3 Plots of half the range of attraction (see Fig. 2) and the apparent thickness of the ethanol ad-
sorption layer vs. the ethanol concentration.



At higher ethanol concentrations, ATR spectra should contain the contribution from
bulk species, because of the long penetration depth of the evanescent wave, 250 nm. To ex-
amine the bulk contribution, the integrated peak intensities of polymer OH peaks of trans-
mission (ATS) and ATR (AATR) spectra are plotted as a function of the ethanol concentration
in Figure 5. The former monitors cluster formation in the bulk liquid, and the latter contains
contributions of clusters both on the surface and in the bulk. A sharp increase is seen in AATR

FIG. 4 FTIR-ATR spectra of ethanol on a silicon oxide surface in ethanol–cyclohexane binary liq-
uids at various ethanol concentrations: 0.0, 0.1, 0.3, 0.5, 1.0, and 2.0 mol%.

FIG. 5 Plots of integrated peak intensities of polymer OH (3600–3000 cm�1) as a function of the
ethanol concentration. Filled circles represent the value obtained from the transmission spectra (ATS),
while filled squares represent those from ATR (AATR).



even at 0.1 mol% ethanol, but no significant increase is seen in ATS at ethanol concentra-
tions lower than 0.5 mol%. A comparison of ATS and AATR clearly indicated that ethanol
clusters formed locally on the surface at concentrations of ethanol lower than ~0.5 mol%,
where practically only a negligible number of clusters exist in the bulk. The thick adsorp-
tion layer of ethanol most likely consists of ethanol clusters formed through hydrogen
bonding of surface silanol groups and ethanol as well as those between ethanol molecules.
A plausible structure of the ethanol adsorption layer is presented in Figure 6.

The contact of adsorbed ethanol layers should bring about the long-range attraction
observed between glass surfaces in ethanol–cyclohexane mixtures. The attraction starts to
decrease at ~0.5 mol% ethanol, where ethanol starts to form clusters in the bulk phase. It is
conceivable that the cluster formation in the bulk influences the structure of the adsorbed al-
cohol cluster layer, thus modulating the attraction. We think that the decrease in the attrac-
tion is due to the exchange of alcohol molecules between the surface and the bulk clusters.

A similar long-range attraction associated with cluster formation has been found for
cyclohexane–carboxylic acid mixtures and is under active investigation in our laboratory.
Such knowledge should be important for understanding various surface-treatment pro-
cesses performed in solvent mixtures and for designing new materials with the use of
molecular assembling at the solid–liquid interfaces. For the latter, we have prepared poly-
mer thin films by in situ polymerization of acrylic acid preferentially adsorbed on glass sur-
faces [25].

IV. ADSORPTION OF POLYELECTROLYTES ONTO
OPPOSITELY CHARGED SURFACES

The process of adsorption of polyelectrolytes on solid surfaces has been intensively stud-
ied because of its importance in technology, including steric stabilization of colloid parti-
cles [3,4]. This process has attracted increasing attention because of the recently developed,
sophisticated use of polyelectrolyte adsorption: alternate layer-by-layer adsorption [7] and
stabilization of surfactant monolayers at the air–water interface [26]. Surface forces mea-
surement has been performed to study the adsorption process of a negatively charged poly-
mer, poly(styrene sulfonate) (PSS), on a cationic monolayer of fluorocarbon ammonium
amphiphille 1 (Fig. 7) [27].

A force–distance curve between layers of the ammonium amphiphiles in water is
shown in Figure 8. The interaction is repulsive and is attributed to the electric double-layer

FIG. 6 Plausible structure of the adsorption layer composed of ethanol clusters.



force. The addition of 0.7 mg/L PSS (1.4 � 10�9 M, equivalent to the addition of 0.7 nmol
of PSS, which is close to the amount of the amphiphile on the surface) into the aqueous
phase drastically alters the interaction. Here, the molecular weight (Mw) of PSS is 5 � 105.
Over the whole range of separations from 5 to 100 nm, the force decreases more than one
order of magnitude and does not exceed 100 �N/m. The analysis of the force profile has
shown that more than 99% of the initial surface charges are shielded by PSAS binding. The

FIG. 7 Chemical structures of fluorocarbon ammonium amphiphile 1 and poly(styrene sulfonate)
(PSS).

FIG. 8 Force–distance dependence for surfaces covered with fluorocarbon amphiphile 1 in pure
water (1) and in aqueous solutions containing 0.7 mg/L poly (styrenesulfonate) (2) and 7.0 g/L poly
(styrenesulfonate) (3). The molecular weight of the polymer is 5 � 105. Lines are drawn as a visual
guide.



thickness of the adsorbed layer of PSS is in the range of 1.5–2.5 nm (it is less than 1 nm in
the case of PSS of 1 � 104 Mw). These data indicate flat and stoichiometric adsorption of
the polyelectrolytes onto the monolayer surface (Fig. 9a).

Increased concentration of PSS at 7.0 g/L (1.4 � 10�5 M) leads to an increase in the
force to value seven higher than that between the surfaces of fluorocarbon monolayers
alone. The origin of this force is electrostatic in nature. Recharging of the surface by addi-
tional adsorption of PSS should occur as shown in Figure 9b.

Our results demonstrate well the complexities of polyelectrolyte adsorption and pro-
vide a basis for various surface treatments utilizing polyelectrolytes. They especially afford
physical-chemical support for alternate layer-by-layer film formation of polyelectrolytes,
which is becoming a standard tool for building composite polymer nano-films in advanced
materials science.

V. POLYPEPTIDE AND POLYELECTROLYTE BRUSHES

Polypeptides and polyelectrolytes are essential classes of substances because of their im-
portance in such areas as advanced materials science (functionalized gel) and biology (pro-
teins, living cells, and DNA). Being polymers with charges and counterions and/or hydro-
gen bonding, they exhibit interesting, albeit complicated, properties. Two-dimensionally
organized brush structures of polymers can simplify the complexities of the polyelectrolyte
solutions. Attempts to investigate polyelectrolyte brushes have been carried out experi-
mentally [11,28–32] and theoretically [33,34]. Direct measurement of surface forces has
been proven useful in obtaining information about the concrete structures of polypeptide
and polyelectrolyte brush layers. Taking advantage of the LB method, we prepared well-
defined brush layers of chain-end-anchored polypeptides and polyelectrolytes [11,28–30].

FIG. 9 Schematic illustration of adsorption of poly(styrenesulfonate) on an oppositely charged sur-
face. For an amphiphile surface in pure water or in simple electrolyte solutions, dissociation of
charged groups leads to buildup of a classical double layer. (a) In the initial stage of adsorption, the
polymer forms stoichiometric ion pairs and the layer becomes electroneutral. (b) At higher polyion
concentrations, a process of restructuring of the adsorbed polymer builds a new double layer by ad-
ditional binding of the polymer.



We then investigated them based on the force profiles, together with FTIR spectra and sur-
face pressure–area isotherms by systematically varying the polymer chain length, chemical
structure, brush density, and solution conditions (pH, salt concentrations, etc). When the
surfaces of the opposed polymer layers approach to a separation distance of molecular di-
mensions, the steric repulsion becomes predominant and hence measurable. By analyzing
them, it is possible to obtain key parameters, such as thickness (length) and compressibil-
ity of polyelectrolyte layers, which are difficult to obtain by other methods, and to corre-
late them with polymer structures. Obtained information should form a basis for elucidat-
ing their properties and developing physical models. Moreover, it is more likely to discover
new phenomena via a novel approach: We have found the density-dependent transition of
polyelectrolyte brushes, which we have accounted for in terms of the change in the binding
modes of counterions to polyelectrolytes [30].

A. Brush Layers of Poly(glutamic acid) and Poly(lysine)

Polypeptides form various secondary structures (	-helix, 
-sheet, etc.), depending on so-
lution pHs. We have investigated end-anchored poly(L-glutamic acid) and poly(L-lysine) in
various secondary structures [11,29,35,36], using the analytical method for the steric force

FIG. 10 Schematic drawing of surface forces measurement on charged polypeptide brushes pre-
pared by LB deposition of amphiphiles 2 and 3.



in order to examine more quantitatively the structures and structural changes in polyelec-
trolyte layers. The elastic compressibility modulus of polypeptide brushes was obtained, to
our knowledge, as the first quantitative determination of the mechanical modulus of an ori-
ented, monomolecular polymer layer in solvents.

Poly(L-glutamic acid) and poly(L-lysine) brush layers were prepared using am-
phiphiles 2 and 3 carrying the poly(L-glutamic acid) (2C18PLGA(n), degree of polymer-
ization, n � 21, 44, 48) and the ply(L-lysine) segment (2C18PLL(n), n � 41), respectively
(Fig. 10). They formed a stable monolayer at the air–water interface in which different sec-
ondary structures, such as 	-helix and 
-structures, were formed through intra- and inter-
molecular hydrogen bonding, depending on surface pressure and subphase pH. They were
deposited onto mica surfaces and subjected to surface forces measurement. We used FTIR
spectroscopy to study the formation and orientation of their secondary structures.

Figure 11a shows a force–distance profile measured for poly(L-glutamic acid) brushes
(2C18PLGA(44)) in water (pH � 3.0, 10�3 M HNO3) deposited at 40 mN/m from the wa-
ter subphase at pH � 3.0. The majority of peptides are in the forms of an 	-helix (38% de-
termined from the amide I band) and a random coil. Two major regions are clearly seen in

FIG. 11 Force profiles between poly(glutamic acid), 2C18PLGA(44), brushes in water (a) at pH
� 3.0 (HNO3), (b) at pH 10 (KOH) 1/� represents the decay length of the double-layer force. The
brush layers were deposited at � � 40 mN/m from the water subphase at pH � 3.0 and 10, respec-
tively.



the force–distance profiles. At surface separations longer than 35 nm, the interaction is a typ-
ical double-layer electrostatic force, with a decay length of 10 � 1 nm, which agrees well
with the Debye length (9.6 nm) for 10�3 M HNO3, due to ionized carboxyl groups. At sep-
arations shorter than ~20 nm, the repulsion is steric in origin and varies depending on the
secondary structures existing in the surface layer. In order to examine detailed changes in
the interactions, a force–distance profile is converted to a stress–distance (P-D) profile by
differentiating the free energy of interaction Gƒ [Eq. (1)] between two flat surfaces as

P � � �
d
d
G
D

f
� � ���

2
1
�
�� ��d(

d
F
D
/R)
�� (2)

The stress curve sharply increases when the steric component appears upon compression.
The initial thickness of a deformed layer is equal to be half the distance D0 obtained by ex-
trapolating the sharpest initial increase to stress zero. The value D0 is 21 � 1 nm, which is
close the thickness of two molecular layers (19.2 nm) of the 	-helix brush, calculated us-
ing the CPK model and the orientation angles obtained by FTIR analysis. We have calcu-
lated the elastic compressibility modulus Y,

Y � ��
dD

d
/
P
D0
� (3)

to be 38 � 8 MPa from the steepest slope of the stress–distance curve. This value is one to
two orders of magnitude larger than the elasticity measured for a typical rubber (1 MPa).

Figure 11b shows a profile at pH 10, measured between the 2C18PLGA(44) LB sur-
faces prepared at 40 mN/m from the aqueous KOH subphase (pH 10). In this sample, two-
thirds of the carboxylic acid groups dissociate; therefore, it behaves as a simple polyelec-
trolyte. The initial thickness of the deformed layer is 35 � 2 nm, which is close to twice the
length of 2C18PLGA(44) in the extended form, 37 nm. The elastic compressibility modu-
lus is 0.2 � 0.1, which is even smaller than the value for a typical rubber. Unexpectedly,
the ionized layers are easily compressed. Counterion binding to the ionized chain should
play an important role in decreasing the stress for compression by reducing the effective
charges through the shielding and charge-recombination mechanisms.

Similar measurements have been done on poly(L-lysine) brushes. Table 1 lists a part
of our data, which display specific features: (1) The value D0 depends on the polymer chain

TABLE 1 Effective Length and Compressibility Modulus of Polypeptide Brushes Determined
by SFA in Water

	-Helix content D0 Compressibility modulus, Y
Peptide pH R	 (%) (nm) (MPa)

PLL (n � 41) 10 34 16 � 1 1.2 � 0.6
(ionized chain) 11 47 19 � 1 3.1 � 0.8

12 54 14 � 1 3.3 � 0.8
4 0 32 � 1 0.14 � 0.05

PLGA (n � 44) 3 38 21 � 1 38 � 8
(ionized chain) 5.6 32 22 � 1 22 � 5

10 0 35 � 2 0.2 � 0.1
PLGA (n � 21) 9.6 0 25 � 2 0.2 � 0.1

(ionized chain)

The length D0 corresponds to twice the thickness of the brush layers.



length as well as the secondary structures; thus it is a good measure for determining the
thickness (length) of the polypeptide (or polyelectrolyte brush); (2) the compressibility
modulus is sensitive to changes in the kind of secondary structures; (3) the moduli of 	-he-
lix brushes are one order of magnitude larger for poly(L-glutamic acid) than for poly(L-ly-
sine), which is likely due to interchain hydrogen bonding between the carboxylic acid
groups of neighboring poly(glutamic acid) chains; (4) the moduli of ionized chains are
identical for poly(L-glutamic acid) and poly(L-lysine).

The stress–distance profile measured by the surface forces apparatus thus provides
information on structural changes in polymers and polyelectrolytes in solvents. One ad-
vantage of our approach is that a model calculation is not necessary to extract physical pa-
rameters involved in the structural changes. One may note that the mechanical properties
discussed here reflect not only the intrinsic flexibility of polypeptide chains but also other
effects, such as the osmotic pressure of counterions present within charged brush layers.
Such knowledge is essential for the theoretical understanding of polyelectrolytes and
polypeptides. Our work employing surface forces measurement opens the door to studies
on a wide range of structural changes of polymers in solvents, including proteins and poly-
electrolyte networks in water. The complexities of their solution properties can be reduced
by aligning them in a two-dimensional manner. Very recently, polyelectrolyte brushes have
also begun to attract attention as a novel molecular architecture for nanotechnology [37].
The forces measurement should also provide valuable information for effectively design-
ing such materials.

B. Density-Dependent Transition of Polyelectrolyte Layers

The ionized forms of polypeptides exhibit many characteristics in common; therefore, we
have studied them under various conditions. The most interesting observation is the transi-
tion of a polyelectrolyte brush found by changing the polyelectrolyte chain density. The
brush layers have been prepared by means of the LB film deposition of an amphiphile,
2C18PLGA(48), at pH 10. Mixed monolayers of 2C18PLGA(48) and dioctadecylphos-
phoric acid, DOP, were used in order to vary the 2C18PLGA(48) content in the monolayer.

Surface force profiles between these polyelectrolyte brush layers have consisted of a
long-range electrostatic repulsion and a short-range steric repulsion, as described earlier.
Short-range steric repulsion has been analyzed quantitatively to provide the compressibility
modulus per unit area (Y) of the polyelectrolyte brushes as a function of chain density (�) (Fig.
12a). The modulus Y decreases linearly with a decrease in the chain density �, and suddenly
increases beyond the critical density. The maximum value lies at � � 0.13 chain/nm2. When
we have decreased the chain density further, the modulus again linearly decreased relative to
the chain density, which is natural for chains in the same state. The linear dependence of Y on
� in both the low- and the high-density regions indicates that the jump in the compressibility
modulus should be correlated with a kind of transition between the two different states.

To examine this peculiar behavior, we have converted the elastic compressibility
modulus, per unit area, Y (Fig. 12a), to the modulus per chain, Y � Y/1018� (Fig. 12b).
The elastic compressibility modulus per chain is practically constant, 0.6 � 0.1 pN/chain,
at high densities and jumps to another constant value, 4.4 � 0.7 pN/chain, when the den-
sity decreases below the critical value. The ionization degree, 	, of the carboxylic acid de-
termined by FTIR spectroscopy gradually decreases with increasing chain density due to
the charge regulation mechanism (also plotted in Fig. 12b). This shows that 	 does not ac-
count for the abrupt change in the elastic compressibility modulus.



The density-dependent jump in the properties of polyelectrolyte brushes has also
been found in the transfer ratio and the surface potential of the brushes [38], establishing
the existence of the density (interchain distance)-dependent transition of polyelectrolytes in
solutions.

The transition of the compressibility, and other properties of the polyelectrolyte
brushes, is most likely accounted for in terms of the transition in the binding mode of the
counterion to the polyelectrolytes, from the loosely bound state to the tightly bound one,
which reduces inter- and intrachain repulsive interactions. The following supports this ac-
count: (1) At the critical density, �c � 0.20 chain/nm2, the separation distance between poly-
electrolyte chains, d, is 2.4 nm. This distance is close to the sum, 2.6 nm, of the chain diam-
eter, 1.3 nm, and the size of two hydrated K� counterions, 1.32 nm, indicating that the abrupt
change in the compressibility modulus should be closely related to the counterion binding
mode. (2) The critical distance satisfies the energy requirement for the tight binding of coun-
terions (coulombic interaction between two unscreened elementary charges is equal to the
thermal energy). (3) The stress profiles can be fitted to the theoretical equation derived based
on the assumption that the stress of deformation arises from the osmotic pressure of the coun-
terions. The analysis revealed that the osmotic coefficient in the high-brush-density region
is one order of magnitude larger than that in the low-density region. (4) At the critical chain
density �c � 0.2 chain/nm2, we have found that the distance between the ionized charges
becomes close to twice the Bjerrum length [39]. Therefore, counterions must bind strongly
to the polyelectrolytes at densities greater than the critical density.

In polyelectrolyte solutions, the counterion condensation on linear polyelectrolyte
chains is known to occur when the charge density along the chain exceeds the critical value
[40]. Our work indicates the existence of a critical value for the separation distance between
chains, where the interchain interaction changes drastically, most likely due to the transi-
tion in the binding mode of the counterions (see Fig. 13). Many peculiar forms of behav-
ior, which are often interpreted by the cluster formation or the interchain organization of
polyelectrolytes, have been reported for high concentrations of aqueous polyelectrolytes

FIG. 12 Plots of elastic compressibility modulus (a) per unit area, Y; and (b) that per chain, Y, of
2C18PLGA(48) brushes as a function of chain density �. The ionization degree of the carboxylic acid
group, 	, is also plotted in part b.



[41]. Our observation should be important in understanding these properties of polyelec-
trolytes in solutions and perhaps in gels.

VI. CONCLUDING REMARKS

The nanometer level of characterization is necessary for nanochemistry. We have learned
from the history of once-new disciplines such as polymer science that progress in synthe-
sis (production method) and in physical and chemical characterization methods are essen-
tial to establish a new chemistry. They should be made simultaneously by exchanging de-
velopments in the two areas. Surface forces measurement is certainly unique and powerful
and will make a great contribution to nanochemistry, especially as a technique for the char-
acterization of solid–liquid interfaces, though its potential has not yet been fully exploited.
Another important application of measurement in nanochemistry should be the characteri-
zation of liquids confined in a nanometer-level gap between two solid surfaces, for which
this review cites only Refs. 42–43.
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Adhesion on the Nanoscale
SUZANNE P. JARVIS Nanotechnology Research Institute, National
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I. ADHESION OVERVIEW

Sticky, one of our earliest childhood experiences and probably one of the first words to en-
ter our vocabulary, is familiar to scientists and nonscientists alike. However, does our di-
rect experience of stickiness, or scientifically speaking, adhesion, have any relevance at the
nanoscale? How can adhesion be measured, how can it be manipulated, and what role does
it play both in technological applications and intrinsically in nature? These are the ques-
tions that I will try to address in this chapter.

The adhesion of surfaces on a macroscopic scale is usually associated with specially
designed glues or tapes, which are a prerequisite for holding two dry, solid surfaces to-
gether. Exceptions to this tend to be very smooth surfaces with small amounts of moisture
between them, such as two sheets of glass or a rubber sucker on a bathroom tile. Intuitively
then, even on a macroscopic scale, it is apparent that surface roughness and environment
play a critical role in adhesion. Similarly, for many years scientists have realized that as the
surfaces approach nanoscale dimensions, the surface roughness and the area of contact
reach comparable dimensions, such that the apparent and true contact areas become ap-
proximately equal, as shown in Figure 1. This significantly increases the importance of ad-
hesion in the interaction between the two surfaces. Ultimately it becomes necessary to con-
sider the materials as ideal systems with properties no longer limited by defects, impurities,
and contamination, which dominate for bulk materials. When considering the material on
a near-atomic level, there are a number of attractive forces that can act between two sur-
faces brought into contact that can cause them to adhere to each other. The force required
to separate the two surfaces is then known as the adhesive force or pull-off force. The mag-
nitude of this force depends on the true contact area and the nature of the attractive forces
holding the surfaces together. These forces could include, for example, van der Waals, cap-
illary, or electrostatic forces. An excellent text explaining intermolecular and surface forces
in detail is that of Israelachvili [1].

There are a number of industrial and technological areas in which nanoscale adhesion
is important. One of the earliest fields concerned with adhesion on this scale was colloid
science. Colloid particles lie in the intermediate region between macro and nano, with di-
mensions typically of the order of hundreds of nanometers up to a few microns. This means
that their true contact areas lie well within the nano-domain and are influenced by interac-
tions on this length scale. Adhesion between such particles is important, due to its influence
on mineral separation processes and on the aggregation of powders, for example, on the
walls of machinery or in the forming of medical tablets. In an extraterrestrial context, such



processes are also important, because cosmic dust aggregation plays a role in planet for-
mation.

As physical structures used in technological applications have been reduced in size,
there has been an increasing need to understand the limiting processes of adhesion and to
try to minimize them. For example, adhesion due to humidity is known to have a major ef-
fect on the durability and friction forces experienced at the recording head/disk interface.
Microelectromechanical systems (MEMS) are also detrimentally affected by nanoscale ad-
hesion, with their motion being perturbed or prevented.

On a molecular level there are a number of aspects of adhesion that are important.
Preventing the infection of biocompatible materials by preventing bacterial adhesion is
very important in the medical industry, particularly for artificial heart valves as well as the
more commonly used contact lenses and dentures. A wider understanding of adhesion will
be required to support the current boom in biotechnology, with particular regard to molec-
ular motors and drug delivery systems. Adhesion and its manipulation may also lie at the
heart of many biological functions and recognition processes.

II. THEORETICAL PERSPECTIVE

A. Continuum Mechanics

Various continuum models have been developed to describe contact phenomena between
solids. Over the years there has been much disagreement as to the appropriateness of these
models (Derjaguin et al. [2–4] and Tabor [5–7]). Experimental verification can be complex
due to uncertainties over the effects of contaminants and asperities dominating the contact.
Models trying to include these effects are no longer solvable analytically. A range of mod-
els describing contact between both nondeformable and deformable solids in various envi-
ronments are discussed in more detail later. In all cases, the system of a sphere on a plane
is considered, for this is the most relevant to the experimental techniques used to measure
nanoscale adhesion.

1. Nondeformable Solids
(a) In Vacuum. For smooth, ideal, rigid solids, the Derjaguin approximation [8] relat-
ing the force law between a sphere of radius R and a flat surface to the energy per unit area
W(D) between two planar surfaces separated by a distance D gives:

F(D)sphere � 2�RW(D)plane (1)

FIG. 1 Real and apparent contact areas. (a) macroscopic surfaces; (b) at the nanoscale.



This equation is useful in that it is applicable to any type of force law so long as the range
of interaction and the separation are much less than the radius of the sphere. Thus the force
to overcome the work of adhesion between a rigid sphere and a flat surface written in terms
of the surface energy �� is:

Fpull-off � 2�R �� where �� � �sphere � �flat � �interface (Dupré) (2)

If the sphere and the flat surface are the same material, then:

�interface � 0 and �sphere � �flat � �s ⇒ Fpull-off � 4�R�s (3)

This assumes that the only source of adhesion is the solid–solid contact.

(b) Forces Due to Capillary Condensation. For experiments conducted in air, the ad-
hesive force acting between the two bodies may be dominated by the presence of capillary
condensed water. These additional forces due to capillary condensation may be calculated
for smooth, ideal, rigid solids. For a sphere and a flat surface joined by a liquid bridge the
force F due to the Laplace pressure within the meniscus is given by [9]:

F � 4�R�LV cos � (4)

where �LV is the surface tension of the liquid in the condensate and � is the contact angle
of this liquid on the solid.

(c) Nondeformable Solids in Condensable Vapor. The capillary forces just discussed
act as an additional force; thus the force needed to separate a rigid sphere and a flat surface
of the same material joined by a liquid bridge is given by:

Fpull-off � 4�R�LV cos � � 4�R�SL (5)

2. Deformable Solids
The foregoing models considered incompressible bodies; however, this is never the case in
practice. The following section discusses models that specifically consider contact between
deformable solids.

(a) Hertz. For deforming solids, Hertzian analysis [10] gives the simplest approxima-
tion, for adhesive forces are ignored, i.e., no pull-off force and zero contact area for zero
applied load. Given an applied force, P, and a tip radius, R, the contact diameter, 2a, is

2a � 2 ��
4
3
R
E

P
*

��1/3
(6)

where
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and E1, �1 and E2, �2 are Young’s modulus and Poisson’s ratio of the sphere and plane, re-
spectively. Because surface forces are neglected in this model, it is not possible to apply it
to adhesion measurements. However, it is included here because it is used as the basis for
some of the other models.

(b) Johnson, Kendall, and Roberts (JKR). The theory of Johnson, Kendall, and Roberts
[11] incorporates adhesion via the change in surface energy only where the surfaces are in
contact. This gives:

2a � 2 ��
4
3
E
R
*

� (P � 3�R �� � �6���R�P� ���� �� (�3���R� ����)2�)� (7)



where �� is the work of adhesion. This is related to the force required to separate the sphere
and the flat surface after contact (known as the adhesive force) Fpull-off by the following
equation:

Fpull-off � �
3
2

� �R �� (8)

Note from Eq. [7] that even at zero applied load there is a finite contact area due to
the adhesive forces alone, which is given by:

a0 � ��9�
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Although this model seems to reflect well some experimental observations of contact
and separation [6,7] the assumptions made in its formulation are in fact unphysical. They
assume that the solids do not interact outside the contact region, whereas in reality electro-
static and van der Waals forces are nonzero at separations of several nanometers. The as-
sumptions made by JKR lead to infinite values of stress around the perimeter of the con-
necting neck between sphere and plane.

The model is found to be most appropriate for contact between low-elastic-moduli
materials with large radii when the work of adhesion is high. In comparison, the following
model assumes that the surface forces extend over a finite range and act in the region just
outside the contact. It is found to be more appropriate for systems with small radii of cur-
vature, low work of adhesion, and high modulus [12].

(c) Derjaguin, Muller, and Toporov (DMT). Derjaguin, Muller, and Toporov [2] as-
sume that under the influence of surface forces, the sphere will deform in the contact region
in accordance with the Hertzian model. Since the deformation is taken as Hertzian, the sur-
faces do not separate until the contact area is reduced to zero. At this instant, the pull-off
force is predicted to be:

Fpull-off � 2�R �� (10)

This is the same as Eq. [2], the value for nondeformable solids in vacuum. However, in the
case of deformable solids, DMT theory gives a finite contact radius at zero applied load:

a0 � ��3�
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(11)

Although the DMT theory attempts to incorporate distance-dependent surface inter-
actions into the adhesion problem, it does not take into account the effect surface forces
have on the elastic deformation. In other words, it does not predict the neck formation pre-
dicted by JKR.

(d) Maugis, Dugdale. Maugis [13] included a surface force, which acts both inside and
outside the contact perimeter. The attractive interaction is assumed to be constant up to a
separation of ho, at which point it falls to zero abruptly. The value of ho is defined such that
the maximum attractive force and the work of adhesion correspond to a Lennard–Jones po-
tential, the Dugdale approximation [14]. The error of this somewhat arbitrary approxima-
tion is only apparent at low values of the elastic parameter lambda, �,

� � �o��2�
9
w
R
E*2��1/3

(12)



where �oho � w, the work of adhesion, R is the radius, and E* is the combined modulus as
defined in Eq. (6). Even for low values of � the discrepancy in the elastic compression is
less than the atomic spacing. The net force acting on the contact is composed of a Hertzian
pressure associated with the contact radius and an adhesive Dugdale component extending
beyond the contact region up to a second radius. This radius can be found by solving two
simultaneous equations.

(e) Muller, Yushchenko, and Derjaguin (MYD)/Burgess, Hughes, and White (BHW).
Muller et al. [12] and Burgess et al. [in 15] have formulated more complete descriptions for
the adhesion between a sphere and a plane by allowing the solid–solid interaction to be a
prescribed function of the local separation between the surfaces. The complete solution is
mathematically complex and cannot be solved analytically. As a consequence it is rarely
applied to experimental data. In any case, the uncertainties inherent in experiments of this
type mean that a more precise model often gives very little advantage over the JKR and
DMT models.

From the previous sections it is clear that there are a number of different possible
models that can be applied to the contact of an elastic sphere and a flat surface. Depending
on the scale of the objects, their elasticity and the load to which they are subjected, one par-
ticular model can be more suitably applied than the others. The evaluation of the combina-
tion of relevant parameters can be made via two nondimensional coordinates � and P [16].
The former can be interpreted as the ratio of elastic deformation resulting from adhesion to
the effective range of the surface forces. The second parameter, P, is the load parameter and
corresponds to the ratio of the applied load to the adhesive pull-off force. An adhesion map
of model zones can be seen in Figure 2.

As discussed by Johnson and Greenwood [16], in principle both a full numerical
analysis using the Lennard–Jones potential and the Maugis analysis using the Dugdale ap-
proximation apply throughout the map with the Hertz, JKR, DMT and rigid zones being re-
gions where some simplification is possible. However, in practice both analyses become
less appropriate at high values of � (in the JKR zone).

Unfortunately, to determine the appropriate zone of an adhesion experiment requires
knowledge of a number of parameters, which may not be easily accessible, particularly for

FIG. 2 Map of the elastic behavior of bodies. (Reprinted from Ref. 16.) Copyright 1997 by Aca-
demic Press.



nanoscale experiments. Such parameters include the radius of the probe or the combined
modulus, which can be affected even by traces of contamination. In the literature, the most
popular models tend to be DMT and JKR. The induced errors from the incorrect use of such
models are usually less than the errors encountered in the experimental determination of the
relevant parameters on the nanoscale.

(f) Liquid Bridge. When working in the presence of condensable vapors (i.e., water un-
der ambient conditions), it is possible for an annulus of capillary condensate to form as the
tip approaches the surface of the sample, as shown in Figure 3. Capillary forces can then
dominate the interaction between the sphere and plane. The general formula for the adhe-
sive force between the two due to capillary condensation is given by [17]:

F � F(�P) � Fsolid–solid � F(�LV) (13)

where F(�P) is the force due to the Laplace pressure �P within the meniscus, Fsolid–solid is
the force due to direct solid–solid interaction, and F(�LV) is the resolved force due to the
liquid/vapor surface tension. Theory gives [5,18]:

F(�P) � 4�R�LV cos � (14)

Fsolid–solid � 4�R�SL (15)

F(�LV) � 2�R�LV sin � sin(� � �) (16)

where R is the radius of the sphere, � is the solid/liquid contact angle, �SL is the solid/liq-
uid interfacial free energy, �LV is the liquid/vapor interfacial free energy, and � is as shown
in Figure 3. In the case of deformable solids, Eq. [15] may be replaced by Fsolid–solid �
3�R�SL. The preceding equations rely on the liquid’s acting in a macroscopic, hydrody-
namic manner. If the contact angle is assumed to be small and the radius of the sphere
greatly exceeds the neck radius of the liquid condensate such that � is also small, then sin
� sin(� � �) � 1. Thus the direct surface tension contribution is negligible when compared
to the Laplace pressure contribution.

When the sphere and plane are separated by a small distance D, as shown in Figure
4, then the force due to the Laplace pressure in the liquid bridge may be calculated by con-
sidering how the total surface free energy of the system changes with separation [1]:

Utotal � �SV (A1 � A2) � �SL (A1 � A2) � �LVA3 � �SVAsolids

FIG. 3 Schematic of a liquid meniscus around the sphere.



where �SV is the solid/vapor interfacial free energy and A corresponds to the area of each
interface as defined in Figure 3.

If A1 � A2 � �R2 sin2 �, then for small �,

Utotal � 2�R2�2 (�SV � �SL) � constant � smaller terms

But �SV � �SL � ��L cos � (Young equation), so

Utotal � �2�R2�2�L cos � � constant

giving

F � ��
dU

dD
total
� � 4�R2 ��L cos � �

d
d
D
�
� (17)

Calculating the volume by considering a straight-sided meniscus and assuming that the liq-
uid volume remains constant, Eq. [17] then becomes:
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� (18)

Use of the condition of constant meniscus volume is most appropriate when growth and
dissolution of the meniscus is comparatively slow. An alternative is to consider the Kelvin
equilibrium condition. The Kelvin equation relates the equilibrium meniscus curvature
(also known as the Kelvin radius) to the relative vapor pressure; and if Kelvin equilibrium
is maintained during the separation process, then the adhesive force becomes [19]:

F � �4�R�LV cos � �1 � �
2rm

D
cos �
�� (Kelvin condition of constant rm) (19)

where the meniscus curvature,

rm � ��
r
1
1
� � �

r
1
2
��1

and r1 and r2 are as defined in Figure 4.

FIG. 4 Schematic of a liquid meniscus between the sphere and plane at finite separation.



In the limit of small surface separations, the adhesive force and its gradient tend to
the same value for both the constant-meniscus-volume and Kelvin-equilibrium conditions.

The derivations of the foregoing equations have been based on the principles of ther-
modynamics and the macroscopic concepts of density, surface tension, and radius of cur-
vature. They may therefore cease to be appropriate as the mean radius of curvature ap-
proaches molecular dimensions.

Including capillary condensation with the Hertz approximation, as considered by
Fogden and White [20], introduces pressure outside the contact area; i.e., adhesion enters
the problem nonenergetically through the tensile normal stress exerted by the condensate
in an annulus around the contact circle. The resulting equations cannot be solved analyti-
cally; however, their asymptotic analysis may be summarized as follows.

For nonadhering bodies in contact in the presence of capillary condensation, the pre-
vious result for rigid solids is found to apply more generally to systems of small, hard, but
deformable spheres in contact in vapor near saturation:

Fpull-off � 4�R�LV for � � 0 (20)

In the limit of large, softer solids in vapor pressure closer to the value marking the
onset of capillary condensation, the generalized Hertz and the original JKR theories are
found to be qualitatively identical. However, the contact area for zero applied load will in
general be different, since it is dependent upon the nature of the source of adhesion:

Fpull-off � 3�R�LV and a0 � �9��LV �
E
R

*

2

�	1/3
(21)

Thus (1/2)�� in the JKR approximation is replaced by �LV. The elastic modulus affects the
contact area but not the adhesion force.

B. Molecular Dynamics and First-Principles Calculations

Molecular dynamics (MD) permits the nature of contact formation, indentation, and adhe-
sion to be examined on the nanometer scale. These are computer experiments in which the
equations of motion of each constituent particle are considered. The evolution of the sys-
tem of interacting particles can thus be tracked with high spatial and temporal resolution.
As computer speeds increase, so do the number of constituent particles that can be consid-
ered within realistic time frames. To enable experimental comparison, many MD simula-
tions take the form of a tip-substrate geometry corresponding to scanning probe methods
of investigating single-asperity contacts (see Section III.A).

One of the earliest molecular dynamics simulations to be compared directly to
atomic-scale measurements was the work of Landman et al. [21]. They used MD simu-
lations to investigate the intermetallic adhesive interactions of a nickel tip with a gold
surface. The interatomic interactions of the nickel–gold system were described by many-
body potentials, which were obtained using the embedded-atom method [22,23]. Long-
range interactions, such as van der Waals forces, were neglected in the calculations. The
theoretically calculated force versus tip–sample separation curves showed hysteresis,
which was related to the formation, stretching, and breaking of bonds due to adhesion,
cohesion, and decohesion. This was characterized by adhesive wetting of the nickel tip
by the gold atoms. The wetting was instigated by the spontaneous jump to contact of the
sample and the tip across a distance of approximately 4 Å. In this case, mechanical in-



stabilities of the materials themselves caused the jump (dependent on the cohesive
strength of the material), and it should not be confused with the jump-to-contact phe-
nomenon often observed experimentally due to compliant measurement systems. Subse-
quent indentation resulted in plastic yielding, adhesion-induced atomic flow, and the gen-
eration of slip in the surface region of the gold substrate. The whole cycle of approach
and retraction can be seen in Figure 5. A more detailed evaluation of the wetting phe-
nomenon was obtained by considering pressure contours. In this way the atoms at the pe-
riphery of the contact were found to be under an extreme tensile stress of 10 GPa. In fact,
both the structural deformation profile and the pressure distribution found in the MD sim-
ulations were similar to those described by contact theories that include adhesion (see
Section II.A). On retraction of the tip, a conductive bridge of gold atoms was formed, the
elongation of which involved a series of elastic and plastic yielding events, accompanied
by atomic structural rearrangements. The eventual fracture of the neck resulted in gold
atoms remaining on the bottom of the nickel tip.

Subsequently, Landman and Luedtke inverted the system to look at a gold (001) tip
adhering to a nickel (001) surface [24] and noted a number of differences. In this case the
tip atoms jumped to the surface, instead of the surface atoms coming up to meet the tip.
Continuing the approach beyond this point resulted in the compression of the tip, wetting
of the surface, and the formation and annealing of an interstitial layer dislocation in the core
of the tip. Also, on retraction of the tip, a much more extended neck was drawn out between
tip and sample, in this case, consisting solely of gold-tip atoms. This occurred regardless of
whether or not additional force was applied to the contact region after the initial jump to
contact.

The study of adhesive contacts was further extended by Landman et al. to include in-
terionic CaF2 interactions and intermetallic interactions mediated by thin alkane films [25].
In the case of CaF2 the bonding is significantly different from that in the metallic systems
studied previously. The authors treated the long-range coulombic interactions via the
Ewald summation method and controlled the temperature at 300 K. As the tip and surface
were brought together, the tip elongated to contact the surface in an analogous way to the

(a) (b) (c)

(d) (e) (f)

FIG. 5 Atomic configurations generated by the MD simulation. (Courtesy David Luedtke.)



jump to contact observed in metallic systems but involving smaller displacements of ap-
proximately 0.35 Å. Retracting the tip after a small net repulsive interaction resulted in
clear hysteresis in the force–distance curve, as seen in Figure 6. This reflected the plastic
deformation of the crystalline tip leading to eventual fracture. After the final pull-off, part
of the tip remained fixed to the substrate surface. For their investigation of the effect of thin
films, the authors considered n-hexadecane (C16H34), which they modeled using the inter-
action potentials developed by Ryckaert and Bellmans [26]. This was used as the mediat-
ing layer between a nickel tip and a gold (001) substrate. Before the onset of the interac-
tion, the molecular film was layered on the gold substrate, with the layer closest to the
surface exhibiting a high degree of orientational order parallel to the surface plane. The ini-
tial stages of the interaction involved some of the alkane molecules adhering to the tip, fol-
lowed by flattening of the film and partial wetting of the sides of the tip. Continued reduc-
tion of the tip–sample distance induced drainage of the second layer of molecules under the
tip and the pinning of the final layer. Subsequently, drainage of these molecules from un-
der the tip was assisted by transient local inward deformations of the gold, which would
seem to lower for the relaxation of unfavorable conformations of the alkane molecules.
Finally, true tip–sample contact occured via displacement of gold-surface atoms toward
the tip.

Harrison et al. use MD [27] simulations to investigate diamond–diamond adhesion,
which occurs due to covalent bond formation (they neglect long-range interactions such
as van der Waals). Typical MD interaction times are orders of magnitude faster than
those typically used experimentally. However, they are still sufficiently slow to permit
equilibration of the system. In the case of hydrogen-terminated diamond (111) tip and
surface, a nonadhesive interaction was observed for an indentation with an applied load
of 200 nN. This ceased to be the case if the applied load was increased to 250 nN, for
plastic yielding of the diamond occurred and, consequently, adhesion between the tip and
sample. For a non-hydrogen-terminated diamond surface and a hydrogen-terminated tip,
adhesion was observed at both applied loads. Further, precise positions of the tip and sur-
face atoms could be evaluated during the transition to contact and subsequent retraction,
exposing different indentation and fracture mechanisms in the two cases. The main pre-
dictions of the simulation were that breaking the symmetry of the system and increasing
the applied load both had the effect of facilitating adhesion. In addition, removing the hy-

FIG. 6 Calculated force on the tip atoms for a CaF2 tip approaching (�) and subsequently retract-
ing (�) from a CaF2 (111) surface. The distance from the bottom layer of the tip to the topmost sur-
face layer for the points marked by letters is: A (8.6 Å), B (3.8 Å), C (3.0 Å), D (2.3 Å), E (1.43 Å),
F (2.54 Å), G (2.7 Å), and H (3.3 Å). (Reprinted from Ref. 25, copyright 1992, with permission from
Elsevier Science.)



drogen termination from the surface caused adhesive behavior to set in at smaller values
of applied load, a feature they attributed to the increased surface energy of the diamond
crystal when the hydrogen was removed. So far, it has proved extremely difficult to
mimic such precision experimentally.

However, it has been observed experimentally that even low levels of impurities can
have a strong influence on the adhesion of free surfaces and that they usually have the ef-
fect of lowering adhesion. Zhang and Smith [28] performed fully self-consistent, first-prin-
ciples calculations to investigate the cause of such impurity influence on an Fe–Al inter-
face. They found an asymmetry in the adhesion modification, depending on whether the
impurities originated on the Fe or the Al surface, as shown in Figure 7. Clearly, the effects
on the work of adhesion were much larger when the impurity was added to the Fe surface,
due to the much larger adhesive energies of the impurity monolayers to the Fe surface. The
effect of the impurity atoms were twofold: On one hand they pushed the surfaces apart, thus
weakening the Fe/Al bonds; on the other, they formed bonds across the interface. Of these
two competing effects, the former was always found to overwhelm the latter for their cho-
sen systems of five different contaminant layers. This impurity lowering of adhesion has
been found to be typical, both experimentally and theoretically.

FIG. 7 Total energy per cross-sectional area as a function of interfacial separation between Fe and
Al surfaces for the clean interface and for monolayer interfacial impurity concentrations of B, C, N,
O, and S. Graph (a) is for the case where the impurity monolayer is applied to the free Al surface prior
to adhesion, while graph (b) has the impurity monolayer applied to the free Fe surface prior to adhe-
sion. The curves fitted to the computed points are from the universal binding energy relation. (From
Ref. 28. Copyright 1999 by the American Physical Society.)



III. EXPERIMENTAL TECHNIQUES

A. Atomic Force Microscopy

One of the most popular methods of measuring adhesion on the nanoscale is to operate an
atomic force microscope in “spectroscopy mode.” The microscope consists of a small
lever, of submillimeter dimensions, that is usually microfabricated. At the end of this can-
tilever is a sharp tip used to probe the interactions with a given sample. The lever on which
the tip is mounted will change its position and also its apparent resonant frequency and
stiffness according to the interaction with the surface. These changes can be sensitively
measured by detecting either the static or dynamic motion of the lever with subangstrom
sensitivity. This is usually done via either optical interferometry or the more popular
method of optical beam deflection. The latter method, although inferior to the former in
terms of sensitivity and ease of calibration, dominates, due to its ease of use and its
widespread popularity among commercial AFM manufacturers. With this system, light
from a laser diode or light-emitting diode is reflected from the back of the cantilever onto
a four-segment photodiode. As the cantilever bends, the reflected beam moves across the
photodiode, thus altering the relative voltages from each segment. It is then possible to an-
alyze this to give normal and torsional motion of the lever, as seen in Figure 8.

The final component of the AFM is the tip–sample approach mechanism. Bringing
the probe tip and the sample within interaction range in a nondestructive manner involves
mounting one surface on an approach mechanism with subangstrom sensitivity. Most ap-
proach devices normally combine some form of stepper or slider with single step sizes of
the order of microns, with a piezo device providing displacements of the order of one tenth
of an angstrom up to a maximum of several microns. In microscopy mode, the piezo device

FIG. 7 Continued.



makes relative lateral displacements between the probe and the sample in order to build up
an image of the surface as a function of a particular value of applied force. However, it is
the “spectroscopy mode” that is of most interest for measuring adhesion. In this case the tip
and the sample are brought into intimate contact and the surfaces separated by applying
small, known displacements to one of the surfaces. Simultaneously, the motion of the lever
is recorded, resulting in a curve of the form shown in Figure 9. The attractive force in the

FIG. 8 Schematic of an atomic force microscope with optical beam deflection detection showing a
typical angle of 10° between lever and sample.

FIG. 9 Curve of sample motion versus lever motion. The experimental starting point for generat-
ing a force versus distance curve.



unloading part of the force–distance curve reflects the adhesion between the tip and the
sample. From this it is possible to extract the adhesion force from the pull-off distance us-
ing Hooke’s law. Thus, the force is derived by multiplying together the displacement and
the cantilever stiffness.

There are some exceptions to this method. For example, it is possible to apply forces
directly to the end of the cantilever rather than displacements to the sample in order to con-
trol the approach and separation of the two surfaces [29,30]. This more direct method re-
duces unwanted relative lateral motion between the tip and the surface. The application of
direct forces in this way also has alternative uses, such as enabling sensitive dynamic mea-
surements to be made [29].

One point, which is often disregarded when using AFM, is that accurate cantilever
stiffness calibration is essential, in order to calculate accurate pull-off forces from mea-
sured displacements. Although many researchers take values quoted by cantilever manu-
facturers, which are usually calculated from approximate dimensions, more accurate meth-
ods include direct measurement with known springs [31], thermal resonant frequency curve
fitting [32], temporary addition of known masses [33], and finite element analysis [34].

The lever deflection must also be calibrated. In the case of interferometric detection,
the calibration is readily at hand from the wavelength of the light used. In the case of the
optical beam method, the best calibration technique is less obvious. The most usual method
is to apply a large displacement to the sample via the piezo, with the tip and sample in con-
tact. If the lever is very compliant and the contact very stiff, then the lever and sample can
be assumed to be moving together, and thus the deflection sensor can be calibrated from
the known sample displacement. There are clearly a number of errors with this method, in-
cluding deformation in the contact region and unintentional lateral sliding of the tip on the
sample. An alternative calibration method for small displacements relies on the high-reso-
lution imaging of materials exhibiting a stepped structure of known height.

1. Relationship Between Pull-Off and Adhesion
The magnitude of the pull-off force depends on the nature of the tip–sample interaction dur-
ing contact. Adhesion depends on the deformation of the tip and the sample, because at-
tractive forces are proportional to the contact area. Quantifying the work of adhesion is dif-
ficult. The measured magnitude of �� is strongly dependent on environment, surface
roughness, the rate of pull-off, and inelastic deformation surrounding the contact.

An important consideration for the direct physical measurement of adhesion via pull-
off measurements is the influence of the precise direction of the applied force. In AFM the
cantilever does not usually lie parallel to the surface, due to the risk that another part of the
cantilever chip or chip holder will make contact with the surface before the tip. Another
problem relates to the fact that the spot size in the optical beam deflection method is usu-
ally larger than the width of the lever. This can result in an interference effect between the
reflection from the sample and the reflection from the cantilever. This is reduced if the can-
tilever and sample are not parallel. Most commercial AFM systems use an angle in the
range of 10°–15° between the sample and the cantilever. Depending on this angle and the
extent to which the cantilever is bent away from its equilibrium position, there can be a sig-
nificant fraction of unintentional lateral forces applied to the contact.

Chang and Hammer [35] investigated this issue theoretically by simulating the de-
tachment of receptor-coated hard spheres from ligand-coated surfaces using normal, tan-
gential, and shear forces after allowing the particles to bind to steady state. They point out
that we should not expect different types of force to be equally effective at removing the



spherical particles and attempt to quantify this by an adhesive dynamics computer simula-
tion method. The interacting molecules were regarded as linear springs, with their rate of re-
action dependent on the distance from the substrate. They found that tangential forces were
transmitted to the bonds at the interface much more efficiently than normal forces, due to
the small ratio of bond length to bead radius, causing a large axial strain in the former case.
Tangential forces were found to be 20 times more effective for detaching a single bond and
56 times more effective when there were many bonds, as demonstrated in Figure 10. Were
the radius of the spherical particle to be reduced, the difference between the normal and tan-
gential forces to break the adhesive bonds would also become smaller. The authors make
some harsh conclusions related to AFM. They show that if the force is to be exerted normal
to the substrate, then it must be controlled precisely, for deviations as small as 10° can sig-
nificantly alter the measured value of the adhesion. They also recommend that for systems
where the sphere–substrate separation is small, the calculation of average force per bond
made by dividing the pull-off force by the number of bonds in the interface should be abol-
ished, because the method produces very misleading results. Actually, a related problem was
also observed with surface forces apparatus (see Section III.B). Christenson [36] found that
the use of double cantilevers to reduce relative torsional movement of the two surfaces re-
sulted in larger measured adhesion values than with a single cantilever structure.

Stuart and Hlady [37] found that unintentional lateral forces influenced their mea-
surements of adhesion between surface-bound protein molecules and colloid probe–bound
ligands. They noted a greatly exaggerated separation distance and a stick-slip behavior in
their adhesion curves, which they attribute to rolling and buckling of the cantilever under
the influence of lateral forces as the sample was retracted with the probe stuck to it.

A similar concern due to lateral motion also applies to purely qualitative imaging.
Sugisaki et al. [38] observed an artifact in their simultaneously topographic and adhesion

FIG. 10 Critical force needed to rupture all the bonds as a function of 
, the angle at which the force
is exerted. Simulation results are given by solid circles. Tangential critical force TCF/cos 
 is also
plotted for comparison (solid line). (Reprinted with permission from Ref. 35. Copyright 1996 Amer-
ican Chemical Society.)



images as a consequence of lateral sliding of the tip on the surface during the retraction of
the surface. They showed schematically how the two images, although obtained almost in-
stantaneously, actually correspond to different points on the surface due to this lateral slid-
ing of the tip. The shift between the two points depended on the amount of cantilever de-
flection. The deflection depends on the stiffness of the cantilever and the strength of the
adhesion. Thus, for compliant levers on highly adhesive samples, the lateral sliding during
retraction is likely to be large. They do not discuss how this lateral sliding could also in-
fluence the quantitative measurement of adhesion.

2. Adhesive Force Measurements with AFM
Within the first five years after its invention, many adhesion measurements with AFM
were motivated by the fact that adhesion was seen to be limiting the imaging resolution
of the instrument. High adhesive forces were often observed that totally dominated the
interaction between the tip and the sample. The additional load from these surface forces
was sufficient in some cases to prevent the study of delicate biological samples. Weisen-
horn et al. [39] investigated adhesion between a microfabricated tip and a mica surface
in air and water and found adhesive forces larger than 100 nN while operating in air.
These could be reduced by two orders of magnitude by operating in water. They also saw
a two-stage pull-off in air, which they attributed to tip–sample separation followed by
tip–meniscus separation.

A subsequent and more detailed study by Weisenhorn et al. [40] investigated a Si3N4

tip on mica and a tungsten carbide tip on metallic foils in various liquids. While in ethanol
the adhesion force of both systems was sub-nN and reproducible, results in water were
much more erratic. The metallic surfaces showed high adhesion in water, more than an or-
der of magnitude larger than that measured in ethanol, which could be due to the adsorp-
tion of alkane contaminants in air prior to the experiment. These would be removed by the
solvent action of ethanol but not by water. The influence of applied load on the adhesion
force was also investigated for a Si3N4 tip on mica in water. Increasing the applied load
from 0.35 nN to 5.3 nN increased the measured pull-off force from 0.2 nN to 0.7 nN. Due
to the compliance of the levers in these measurements (k � 0.035 N/m), applying such
loads involved large displacements of the sample in contact with the tip. Due to the can-
tilever’s lying at an angle to the surface (typically 10°–15° in most commercial systems),
it is likely that a significant displacement would also have occurred in the lateral direction
in the form of sliding of the tip across the surface. Such effects were not usually considered
in early AFM measurements.

Operating in dry nitrogen, Burnham et al. [41] measured the adhesive forces between
a large tungsten tip (R � 2000 nm) and a variety of surfaces, including mica, graphite, and
two thin films of CH3(CH2)16COOH and CF3(CH2)16COOH. Using a double cross-can-
tilever designed to limit the motion of the tip to the direction perpendicular to the sample,
they compared measured adhesive forces with sample surface energies as determined from
advancing contact angle measurements. The high-surface-energy samples showed the ex-
pected square-root dependence on surface energy, but with lower magnitude, probably due
to the influence of microasperities on the tip. The lower-surface-energy materials, such as
the stearic acid films, exhibited significant deviation from the square-root dependence,
which may be related to mechanical-property differences. Interestingly, a large difference
in adhesive force was reported between the –CH3 and –CF3 terminated thin films, even
without any special treatment of the tip, suggesting chemical sensitivity without chemical
modification of the probe (see Section III.A.6).



In a similar environment, Blackman et al. [42] measured adhesive forces between a
smaller tungsten tip (R � 50–100 nm) and various molecularly thin organic films on a sil-
icon substrate. They found three distinctly different types of adhesive behavior, corre-
sponding to a liquid for unbound films of perfluoropolyether, intermediate for the bonded
films, and soft-solid for multilayers of cadmium arachidate. By comparison of their results,
they considered that contaminants and surface roughness of the tip may have had a signif-
icant effect on the measurements of Burnham et al. [41] and that forces in addition to van
der Waals, such as capillary and chemical bonding, were wrongly neglected in their inter-
pretation.

Mizes et al. [43] used AFM to investigate the dependence of adhesion on surface
roughness and material inhomogeneities. The former basically amounts to a dependence on
contact area, which was already well understood. If surface roughness and probe size are of
similar magnitude, then the contact area, and hence the adhesion, naturally depends on
whether the probe sits at the top of a ridge or the bottom of a ridge. To investigate the spa-
tial variation in adhesion, they created an adhesion map from pull-off measurements made
systematically in a 2D raster scan across the surface. Although not measured simultaneously
with topography, the thermal drift was sufficiently low that adhesion and surface topogra-
phy could be compared. For doped polymers, the adhesion map showed structure that was
not seen in the topography, indicating that adhesion could be used to identify regions of vary-
ing material property on the sample. The authors suggested extending this by coating the
cantilever to facilitate adhesion measurements between any two materials of interest.

Weihs et al. [44] made a conservative estimate of the work of adhesion in air between
an LB film and a tungsten tip in order to investigate the resolution limit for contact-mode
AFM imaging of soft samples. Pull-off measurements were performed with a compliant
cantilever (k � 1 Nm�1), no applied force, and a large tungsten tip (R � 2000 nm). The use
of a compliant cantilever allowed easy detection of contact and prevented the application
of forces, which can lead to inelastic deformation and greater adhesion. Their large tip
would tend to underestimate �� because of small asperities on the tip, which have smaller
adhesive forces. The average pull-off force for several tests was 510 � 100 nN, which com-
bined with the measured macroscopic tip radius of 2000 nm gave a work of adhesion equal
to 54 mJ-m�2. The authors used this value of �� to predict the adhesive force for a 200-nm
and a 20-nm tungsten tip and found it to be 51 nN and 5.1 nN, respectively. They then used
a JKR model to find the contact diameter, and hence resolution, as a function of small ap-
plied loads, the important aspect being that adhesive forces appeared to limit the best pos-
sible imaging resolution. Even at zero applied load, the contact diameter for the 20-nm tip
was calculated to be 6.3 nm. Further, from consideration of the yielding force, it was shown
that tip sharpening could be detrimental to the imaging resolution because it increased the
risk of sample damage through inelastic deformation. All measurements were made in air
and clearly showed that to avoid damage to compliant materials during contact of the probe,
it is necessary either to carefully consider the mechanics of the interaction or to move to
liquid environments, where the adhesive force can be more readily manipulated.

With the application of AFM to the nondestructive imaging of biological samples in
mind, Hoh et al. [45] investigated adhesion based on the formation of hydrogen bonds be-
tween a silicon nitride tip and a glass sample in aqueous environments. They found that the
adhesive force could be manipulated by altering pH, ion type, and concentration of buffer
solutions. Adhesion of the Si3N4-glass system was found to be very sensitive to pH, with
adhesion decreasing to undetectable levels above a pH of 9. This indicated that a signifi-
cant fraction of the adhesion was due to hydrogen bonding. The authors note that consis-



tent with this hypothesis was their observation of discrete steps in the adhesive interaction.
However, later work by the same group confirmed that this was not in fact due to hydrogen
bonding (see Section III.A.4). Phosphate-buffered saline (PBS) was also found to reduce
adhesion, even at a near neutral pH of 7.2, primarily due to the phosphate, although this ef-
fect was also concentration dependent. Also, PBS was compared with three other buffers
of tris(hydroxymethyl) aminomethane (Tres), glycene, and N-2-hydroxyethylpiperazine
N-2-ethanesulfonic acid (Hepes). The PBS was found to be the most effective at reducing
adhesion at low concentration.

In order to be able to more rigorously define the nature of the tip, Feldman et al. [46]
used either oxygen plasma–treated cantilevers or gold-coated cantilevers, with the former
providing a polar tip and the latter a nonpolar tip. Interactions with various polymer sur-
faces were investigated in a liquid medium of perfluorodecalin. This nonpolar liquid has
both a low dielectric constant and a low refractive index, as well as being inert toward most
polymers. Thus, it was a very appropriate medium in which to measure the dispersion com-
ponent of the van der Waals forces between the tip and surface. The authors found that for
a given series of polymers, their adhesive ranking varied greatly between polar and nonpo-
lar tips regardless of the precise composition. For nonpolar polymers they found a correla-
tion between adhesion force and calculations based on the Lifshitz theory of van der Waals
interactions, while with polar polymers a reasonable correlation with water contact angle
was found.

Ralich et al. [47] investigated the affect of chain length for adhesion measurements
in primary alcohols ranging from methanol to 1-nonanol. Measurements were made be-
tween a layer of phosphonic acid adsorbed on an aluminium substrate and an aluminium-
coated silicon nitride tip, chosen for their stability. Adhesion forces were found to decrease
with increasing chain length and to increase with increasing dielectric constant of the
medium. The latter observation rules out the possibility of electrostatic shielding, which
would serve to weaken the tip–sample interaction as the solvent permittivity increased. The
use of deionized water as a solvent in the same tip–sample system resulted in an adhesive
force at least an order of magnitude larger than that of methanol, the medium which had the
highest adhesive force of the alcohols. The authors could not explain their results in terms
of a single model and thus concluded that a combination of mechanisms must be evoked in
order to describe the observed adhesion.

One of the few experimental measurements of adhesion in ultrahigh vacuum (UHV)
was made by Carpick et al. [48]. Operating in UHV significantly reduces the contamina-
tion present, and, provided that the tip and sample are heated in UHV, it is also possible to
remove any water layer on the surfaces. Carpick et al. investigated the adhesion of a plat-
inum-coated tip to a mica surface cleaved in vacuum and used JKR theory (see Section
II.A.2.b) to determine the interfacial adhesion energy. During the experiment a sudden
large decrease in adhesion was observed after scanning the tip in contact with the mica. The
same decrease in adhesion could not be observed simply by performing repeated force
spectroscopy measurements at the same spot. Thus the scanning must have produced a
change in the interfacial chemistry or structure. The stability of the platinum coating was
checked after the experiment by measuring the resistance of the tip in contact with a con-
ducting sample. Because the tip material was insulating apart from the platinum film, this
gave a good indication that the platinum remained on the tip after adhesive contact and
scanning on the mica. One possible explanation for the reduction in adhesion energy sug-
gested by the authors was the scanning-induced transfer of potassium from the mica to the
tip, which would lower the surface free energy of the platinum. The measured decrease in



the work of adhesion was 0.39 J/m2, which corresponds quite well with the energy of ad-
sorption of potassium on Pt(111) at one-monolayer coverage (0.94 J/m2). Similar experi-
ments were performed with silicon and silicon nitride tips, but no such variation in adhe-
sion was observed, lending further weight to the possibility that the chemistry of the tip
plays a role. However, the material properties are also different, as the authors point out, so
structural changes resulting in adhesion reduction could not be ruled out completely with-
out further experiments.

3. Adhesion Due to Capillary Forces
Adhesion due to capillary forces can depend on humidity, the wettability of the tip and sub-
strate, and the tip radius. Results of experiments on mica with a Si3N4 tip, published by
Thundat et al. [49], correlated adhesive force with both humidity and imaging resolution.
They retracted the tip after making contact with the sample and measured the force acting
at the pull-off point. Although they do not show a pull-off curve in their paper, from their
description it appears that the pull-off occurs as a single jump rather than in two parts con-
sisting of tip–mica separation and tip–meniscus separation as described in the work of
Weisenhorn et al. [39]. By altering the humidity, Thundat et al. managed to change the
measured adhesion force by over a factor of 2. They also managed to match the experi-
mentally measured adhesion approximately with a theoretical force derived from a
solid–solid component obtained using a Lennard–Jones potential and a capillary force (see
Section II.A.2.f). Experimentally, the adhesion force no longer decreased as the relative hu-
midity was reduced below 10%, and atomic periodicity in their images was abruptly lost as
adhesion reached its minimum value. The authors account for their observation of resolu-
tion dependence on humidity in terms of the tip’s jumping between force minima created
by the solvation shell structure of the water next to the mica. However, for mica it is also
important to consider that the periodic images may be formed due to the periodic sliding of
the mica sheets over each other, with one small mica sheet attached to the tip. In this case
it is not possible to easily evaluate the imaging resolution based on the observation of
atomic periodicity alone. Changes in relative adhesion between the mica sheets and be-
tween mica and the tip as a function of humidity could also account for the sudden changes
in imaging characteristics.

Binggeli and Mate [50] investigated the influence of capillary condensation for three
surfaces exhibiting very different contact angles with water: clean silicon oxide with a con-
tact angle of 2°, amorphous carbon with 45°, and perfluoropolyether with 80–90°. All sur-
faces were investigated with an etched tungsten tip approximately 100 nm in radius. Due
to the high spring constants of their probes (30–70 N/m) they did not see a jump from con-
tact, rather, the attractive force from the meniscus smoothly decreased to zero. They thus
measured the length of this transition as a function of humidity. Probably due to the stiff-
ness of their force sensors, they observed very little change in the adhesive force as a func-
tion of relative humidity below around 60%. Above this, the dependence on humidity de-
creased with increasing hydrophobicity, as shown in Figure 11. One important aspect not
discussed in the paper is the wettability of the tip. It is possible that as a metal in air, their
tip would have adsorbed some hydrophobic alkanes. Perhaps this could explain the lack of
humidity dependence of the tungsten–perfluoropolyether interaction, where both surfaces
are probably resistant to the formation of a liquid meniscus between them.

Jarvis and Pethica [51] also investigated adhesion as a function of surface wettabil-
ity but used a diamond tip for its known hydrophobic properties. They also used magnetic
force–controlled AFM and applied forces to magnetic material behind the tip to bring the



tip and the surface into contact. They investigated hydrophilic silicon oxide as well as two
different hydrophobic modifying layers of hexamethyldisilazane (HMDS) and
dichlorodimethylsilane (DDS) at a humidity of 40%. The same tip was used in all the ex-
periments and cleaned in between by dipping it in N-methyl-2-pyrolidone and heptane. Re-
sulting curves are shown in Figure 12. On the silicon oxide they saw evidence of a soft in-
termediate layer, which tended not to wet the tip and was thus assumed to be water
adsorbed onto the hydrophilic surface. No adhesion was resolved with their 48-N/m can-

FIG. 11 Break-free length (distance B–C on inset) as a function of relative humidity for the clean
Si(100) wafer (Si), the amorphous carbon film (AC), and the bonded perfluoropolyether film (Z-Dol).
The inset depicts two dipping experiments on amorphous carbon, at 0% and 97% relative humidity
(rH). (From Ref. 50. Copyright 1994 American Institute of Physics.)

FIG. 12 Approaches of a diamond tip to the three silicon surfaces. Approach on hydrophilic sili-
con showing an instability in the stiffness curve (b) followed by a plateau. Note the change in gradi-
ent for the last 2 nm in the force–displacement curve (a). Graphs (c) and (d) show a typical approach
of a diamond tip to an HMDS-treated silicon wafer. Large instabilities may be observed in both
graphs. Graphs (e) and (f) show a commonly seen approach for a DDS treated surface. These figures
have similar characteristics to those seen in (c) and (d) and are attributed to hydrophobic regions on
the surface. Another commonly seen approach on the DDS treated surface is shown in graphs (g) and
(h). In this case the characteristics are more similar to graphs (a) and (b) and are attributed to patches
of bare silicon. (Reprinted from Ref. 51, copyright 1996, with permission from Elsevier Science.)



tilevers. Interactions with the HMDS were found to start with an instantaneous jump to con-
tact, and a large adhesive force of approximately 400 nN had to be overcome in order to
separate the tip and the sample. Evidence of the hydrophobic monolayer being stretched out
between the tip and the sample on retraction was also seen in the pull-off curve. On the
DDS, higher adhesive forces of approximately 550 nN were observed. However, there were
also regions on the surface that showed the same interaction characteristics as the silicon
oxide surface, suggesting that, unlike the HMDS modifying layer, the DDS exhibited pin-
hole in the monolayer, where the underlying hydrophilic substrate was exposed.

Eastman and Zhu [52] performed a study of Si3N4 tips, subsequently coated with gold
and finally with paraffin thin films, adhering to mica. The study was purely qualitative, be-
cause they did not have accurate values for either their lever stiffnesses or their tip radii. By
enclosing their AFM in a sealed container and controlling the humidity they found that hy-
drophobic tips show a lower adhesion with a surface expected to have a thin water film, as
also observed by Jarvis and Pethica [51]. Surprisingly they did not see any dependence of
adhesion on humidity for any of their tips.

4. Quantized Adhesion
Quantized adhesion was observed by Hoh et al. [53] for a Si3N4 tip breaking contact with
a glass surface in water, which had been NaOH adjusted to pH 8.5. As described at the be-
ginning of Section III.A, a more accurate description of the measurement would be quan-
tized displacement, which can be evaluated as quantized adhesion by multiplying the ob-
served displacement by the lever stiffness. The authors speculate that their observations
could be explained either by the breaking of discrete numbers of hydrogen bonds between
the tip and surface or by the breakdown of the continuum properties of water in close prox-
imity to a solid surface.

Similar measurements were subsequently made by Cleveland et al. [54], using an im-
proved low-noise AFM. These measurements provided conclusive evidence for the latter in-
terpretation, for the tip remained in the vicinity of the sample without detection of any con-
tact that would lead to bond formation. Measurements were made in milli-Q water on freshly
cleaved calcite and barite crystals with silicon tips with a UV-cleaned, native, hydrophilic
silicon oxide. Due to the dissolving, of the crystals, divalent ions would be expected in the
water. By approaching the tip close to the surface and monitoring the thermally induced mo-
tion of the cantilever, a number of preferred tip positions were found that corresponded ap-
proximately to the diameter of a water molecule. The two main forces acting between sur-
faces in liquids are the attractive van der Waals forces and repulsive electric double-layer
forces if there are charged surface groups. However, at small separation, continuum models
break down due to the discrete nature of the liquid itself. Thus, in the Cleveland experiment,
when the water is confined by the sample surface or between a blunt AFM tip and surface,
it can form ordered layers. These layers will have increasing stiffness with decreasing sep-
aration, which will influence the interaction between the tip and the sample.

This structuring of liquids into discrete layers when confined by a solid surface has
been more readily observable in liquid systems other than water [1,55]. In fact, such sol-
vation forces in water, also known as hydration forces, have been notoriously difficult to
measure due to the small size of the water molecule and the ease with which trace amounts
of contamination can affect the ordering. However, hydration forces are thought to be in-
fluential in many adhesive processes. In colloidal and biological systems, the idea that the
hydration layer must be overcome before two molecules, colloidal particles, or membranes
can adhere to each other is prevalent. This implies that factors affecting the water structure,
such as the presence of salts, can also control adhesive processes.



Recently a continuous measurement of solvation shells in pure water was made by
Jarvis et al. [56]. They detected six layers next to a hydrophilic self-assembled monolayer
(SAM) in pure water. The SAM had first been imaged with nanometer resolution using the
same tip, thus opening up the possibility of making site-specific measurements of solvation
structure with high lateral resolution. This technique could prove extremely useful for in-
vestigating the role of water structure in a variety of processes, including biological func-
tion. The authors could make a reasonable estimate of their tip radius because they used a
multiwalled carbon nano-tube as a probe. Such tubes often have well-defined and asperity-
free capped ends and are also extremely robust during the experiment [57]. The use of car-
bon nano-tubes as tips may provide a working compromise between full atomic-scale char-
acterization of the probe with field ion microscopy (see Section III.A.8) and the poorly
characterized microfabricated probes in common use. The additional possibility of chemi-
cal modification of the tubes [58] opens up a new area of highly localized investigation of
chemically specific adhesion, where unintentional changes in the probe size or shape or
surface roughness can be minimized.

The alternative interpretation of Hoh et al. [53] of quantized adhesion in terms of a
specific number of bonds breaking has also been extended experimentally, although usu-
ally a single specific interaction is deliberately isolated between tip and sample. This type
of measurement of single-bond energy will be dealt with in more detail in the following
section. Because adhesion measurements are often performed in a liquid environment, it is
clear that as AFM is developed to operate routinely at high sensitivity, it will become im-
portant to distinguish between quantized adhesion due to bond breaking and quantized dis-
placement due to the structure of the solvent medium.

5. Single Molecule Force Spectroscopy
As measurements with AFM became more precise in terms of measurement sensitivity,
control of the environment, and control of contact area, it became feasible to measure the
adhesion of a discrete number of specific bonds. Florin et al. [59] investigated adhesion
forces between ligand–receptor pairs by bringing an avidin-derivatized AFM tip into con-
tact with agrose beads functionalized with biotin, desthiobiotin, or iminobiotin. In order to
limit the number of binding events during contact, most of the biotin on the beads was
blocked by avidin. With such systems, steps were observed in the retraction curve. By con-
sidering only the last step in the retraction curve, because other steps could be nonlinear
convolutions of multiple unbinding processes, a histogram could be built up showing quan-
tization of the adhesive force in units of 160 pN at a scan rate of 1 Hz. This value was as-
sumed to correspond to a single avidin–biotin pair. The authors consider that the observa-
tion of quantized adhesion was highly dependent on their use of an agarose bead as the
biotin substrate. The bead could facilitate the buildup of force at parallel binding sites via
the tension of soft agarose springs, thus making the lateral positions of such sites of negli-
gible importance. Its lateral mobility could also release the lateral stresses, which may build
up during retraction of the sample (see also Section III.A.1). In the case of desthiobiotin,
no clear quantization could be seen. But with iminobiotin, quantization in units of 85 pN
was observed. This is consistent with the lower value of the binding enthalpy compared to
biotin.

Lee et al. [60] investigated the adhesion of a single pair of DNA strands. They iden-
tified two types of forces: interchain forces associated with Watson–Crick base pairing be-
tween complementary strands, and intrachain forces associated with the elasticity of single
strands. For studying interchain interactions, complementary oligomers (ACTG)5 and



(CAGT)5 were covalently attached to a silica tip and surface. A histogram of adhesive
forces between the two, recorded at a retraction speed of 10 to 0.1 nm/s, showed four peaks,
one of which could be identified as the nonspecific adhesive interaction by comparison
with the adhesive force for noncomplementary oligonucleotides. The three other peaks, at
0.83, 1.11, and 1.52 nN, were associated with the interchain interactions of single pairs of
DNA oligonucleotides 12, 16, and 20 base pairs in length. Interchain adhesion was studied
by immobilizing C20 oligomers on both surfaces and then hybridizing a homopolymer of
inosine on one side. The homopolymer was thought to have an average length of 160 bases
but was actually composed of a wide distribution of molecular weights, resulting in a broad
distribution of rupture lengths. The magnitude of the rupture force was typically 0.46 nN.

Dammer et al. [61] studied the specific interaction between polyclonal biotin–di-
rected antibodies and biotinylated bovine serum albumin. To ensure that their curves cor-
responded to specific antibody–antigen interactions, the authors executed a number of con-
trol experiments, including change of buffer pH and using a nonspecific antibody. For the
specific interaction, typical curves showed a number of adhesion peaks of the order of pi-
conewtons. Only the final jump out was used for the histogram data, which exhibited peaks
at interger multiples of 60 pN. The authors express a number of concerns regarding the ex-
perimental method, including the influence of unintentionally applied lateral forces and
nonspecific background forces.

Clearly there are a number of uncertainties in the largely statistically derived results
just outlined. Histogram peaks are somewhat dependent on bin size, and changes in tip or
surface characteristics during a series of many hundreds of approaches can be hard to ac-
count for. It can also be difficult to compare results from different groups on the same sys-
tem due to differences in rates of pull-off and direction of pull-off (the extent to which lat-
eral forces are involved), which can affect the measured adhesion. Lo et al. [62] repeated
the measurements on the biotin–avidin and biotin–streptavidin systems in order to demon-
strate the use of the Poisson statistical analysis method. The main advantages of the method
are that it does not require any assumptions about surface energies or contact areas, a large
number of force measurements are not necessary, and it is not limited by the force resolu-
tion of the AFM. Using this analysis it is possible to extract a value for a single unbinding
force from the slope of the linear regression fit of the variance-vs.-mean plot. Before the
experiment the authors paid special attention to evaluating the tip and substrate coating us-
ing x-ray photoelectron spectroscopy, time-of-flight secondary ion mass spectrometry, and
contact-angle measurements to optimize the conditions for coverage. For the biotin–avidin
and biotin–streptavidin systems, the unbinding forces were found to be 173 and 326 pN, re-
spectively, at a pull-off rate of 5 �m/s. The authors also tried the histogram approach but
found that for their signal-to-noise level they were unable to observe quantized adhesion as
reported by others [59].

Harada et al. [63] addressed the problems of lack of control over the orientation of
the probing molecule and the conformational changes that proteins may undergo during ad-
sorption to the tip and surface. They used direct immobilization of the molecules onto an
inorganic substrate without the commonly used spacer, in order to more easily discriminate
between specific and nonspecific adhesive forces. With oriented Fab fragments of an anti-
ferritin antibody on their AFM probes, they investigated a ferritin-coated gold substrate.
Displaying their adhesion measurements as histograms with three different bin sizes, they
then applied Fourier analysis to each distribution. Such analyses always revealed dominant
peaks corresponding to 63 and 130 pN for a retraction speed of either 0.1 or 1 �m/s, giv-
ing a quantized force of approximately 63 pN/molecular pair.



Ideally one would wish to remove the need for statistics by directly and reproduce-
ably measuring a single bond only. One problem with the measurement of specific indi-
vidual bond energies is that it is extremely difficult, even with a tip of small radius, to iso-
late a single bond species between the tip and the sample. To form a single bond in a
controlled way requires the cantilever to be stiffer than the maximum force gradient expe-
rienced during the approach, but stiffer levers exhibit less sensitivity. If multiple bonds are
formed, then it can be difficult to make an independent calculation of the contact area and
hence the number of bonds involved.

Jarvis et al. [64] attempted to measure a single bond energy directly, between a sili-
con tip and sample, in an ultrahigh-vacuum environment. Using a compliant lever stabi-
lized by magnetically applied forces to compensate for its bending toward the sample, they
mapped out the interatomic force in a reproducible and reversible manner. They note that
even if the interaction is limited to a single atom each on the tip and the sample, it is un-
likely that a single bond potential is measured. At the very least, back bonds should also
stretch, meaning that the total measured displacement will be the sum of contributions, due
to a number of bonds in series and parallel. From their force curve the maximum tensile
force was 0.3 nN, which is somewhat lower than the expected 1.5 nN for a single Si–Si
bond but larger than that expected for a purely van der Waals interaction.

One method used by Lantz et al. [65] was to form a small number of bonds between
the tip and the sample by isolating them perpendicular to the surface normal in a synthetic
peptide molecule of cysteine3–lysine30–cysteine. The experimental conditions were se-
lected such that the peptide was in an alpha-helix structure resulting from the formation of
hydrogen bonds between every forth residue in the peptide chain. This structure was con-
firmed by circular dichroism spectroscopy. In order to isolate the peptides under the tip in
such a way that a single stretching event could be guaranteed, the active peptides were self-
assembled in a low concentration alongside nonreactive peptides of cysteine–lysine30.
Thus, by bringing a gold tip into contact with the surface and retracting, it was possible to
measure adhesive forces characteristic of the breaking of 31 internal hydrogen bonds and
the sulphur–gold bond with the tip or sample. As an additional aid to analyzing the stretch-
ing process of the peptide, the authors made a continuous measurement of its compliance
by oscillating the lever with a known force and measuring the resulting oscillation ampli-
tude [29]. All measurements were performed in MOPS buffer adjusted to pH 11 using
NaOH. The nonspecific interaction was investigated on films of purely unreactive peptides.
From their applied force-vs.-elongation of the pepetide curve, the authors calculated the
work done on the peptide. By subtracting a value for the sulphur–gold bond from the liter-
ature and dividing by the 31 hydrogen bonds broken, they calculated a value of 20.2 kJ/mol,
which is surprisingly close, considering the environment of the experiment, to the ab initio
calculated value for the hydrogen-bond energy in vacuum.

Grandbois et al. [66] measured the rupture force of a single covalent bond by an-
choring single polysaccharide molecules to a glass or gold surface using different surface
chemistries. Polysaccharides, upon stretching, go through a reversible conformational tran-
sition, which can be easily detected as a plateau in the pull-off force. In the case of amy-
lose, this plateau lies at 275 pN, and the authors used this characteristic feature to determine
in which retraction curves they had only a single molecule stretched between tip and sur-
face. In this way, by altering the attachment chemistry, they found that a silicon–carbon
bond ruptured at 2 nN, while the sulphur–gold bond ruptured at 1.4 nN, both measured at
a retraction rate of 10 nN/s. In order to identify the ruptured bond in the case of carbodi-
imide chemistry, bond rupture probability densities were theoretically derived. In the case
of sulphur–gold attachment it was not possible to confirm whether the bond was truly rup-



tured or whether the gold atom was extracted from the metal surface. All measurements
were made in phosphate-buffered solution at pH 7.4.

Recently, Oesterhelt et al. [67] combined imaging and spectroscopy to locate and
measure the unfolding pathway of specific bacteriorhodopsin molecules within a purple
membrane, including extraction from the membrane. From prior imaging of the surface, a
single molecule was chosen and a load of 1 nN applied for 1 s, which had a 15% chance of
causing the protein molecule to adsorb onto the tip. After measuring the force vs. extension
characteristics of the protein at a retraction rate of 40 nm/s, the surface was again imaged
to confirm the anticipated presence of a vacancy site left after extraction of the protein. Be-
fore-and-after images, together with the extension characteristics, are shown in Figure 13.

(a) (b)

(c)

FIG. 13 Controlled extraction of an individual bacteriorhodopsin from native purple membrane:
(a) Typical high-resolution AFM topograph of the cytoplasmic surface of a wild-type purple mem-
brane showing the trimer-assembled bacteriorhodopsin. (b) After the adhesive force peaks were
recorded, a topograph of the same surface was taken to show structural changes. (c) Pull-off charac-
teristics at a separation velocity of 40 nm/s. Discontinuous changes in the force indicate a molecular
bridge between tip and sample that is found to extend up to separations of 75 nm, which corresponds
to the length of one totally unfolded protein. (Courtesy of Filipp Oesterhelt.)



Although it was possible to accurately locate and manipulate an individual molecule, it was
not possible to control which part of the protein attached to the tip, this was thought to be
the cause of significant variations in the force-vs.-extension curves. The authors identified
a subset within their data that, from the extension length and characteristics, they believed
corresponded to proteins attached as the cytoplasmic COOH-terminus. From analysis of
these curves they determined that the protein was extracted two helices at a time. This tech-
nique combining high-resolution imaging with spectroscopy is clearly very powerful for in-
vestigating specific molecular interactions and adhesive processes. It will be interesting to
see if it can be applied to smaller molecules in the future.

6. Chemical Force Microscopy
A significant proportion of adhesion studies on the nanoscale come under the heading of
chemical force microscopy (CFM). Technically there is no clear distinction between CFM
and the method of specific interaction measurement detailed in the previous section. In-
stead of measuring a particular interaction such as ligand–receptor or antibody–antigen,
which usually involves multiple interactions of large complex molecules, CFM tends to in-
volve much smaller molecules, where a single specific interaction is anticipated, such as
van der Waals or hydrogen bonding. Often the sample will be designed such that there is a
variation in the interaction at different locations on the surface. Frequently, microcontact
printing is used for this purpose [68]. An image of the surface can then be built up due to
the absence or presence of a particular interaction.

The most common method for functionalizing AFM probes for CFM is to make use
of the strong, covalent sulphur–gold bond, in order to form robust and highly ordered crys-
talline-like self-assembled monolayers (SAMs). One of the drawbacks of this technique is
that the tip must be coated first with gold and then with the SAM, resulting in a tip of sig-
nificantly larger radius than the original tip. This broadening of the radius subsequently re-
duces the imaging resolution when operated as a microscope. There is also the problem of
limiting the experiment to a known number of interacting molecules so that a specific in-
teraction can be quantified in terms of the force or energy involved.

Often, JKR is used to calculate the spherical contact area at pull-off, and hence the
number of interacting molecules can be calculated. One inconsistency with this method is
that little attention is paid to the molecular arrangement on tip and surface. Calculations,
for example, giving the area of interaction to cover two molecules, which is not physically
possible for a spherical contact. A further inconsistency is the assumption that the pull-off
represents all bonds breaking simultaneously, rather than as a discretely observable series
of ruptures indicative of the variation in bond extension, which must occur under the tip.

Another interesting angle on pull-off force measurements as made by CFM is the po-
tential to control the environment. One obvious application is the study of pH-dependent
adhesion force measurements. This type of study enables the determination of pKa values
of surface-bound ionizable groups and the investigation of acid–base behavior in a way
analogous to prior studies with surface forces apparatus. The understanding of such inter-
actions is highly relevant to phenomena such as protein folding and enzymatic catalysis.

Amongst the earliest measurements involving chemical functionality of the probe
were those of Nakagawa et al. [69]. They investigated octadecyltrichlorosilane (OTS)
chemically modified tips against chemically adsorbed monolayers of different alkyl-
trichlorosilanes in ethanol, as shown schematically in Figure 14. When both tip and surface
were modified by OTS, a large adhesive force was observed that was not present for the
case of an unmodified silicon nitride tip on an OTS-modified surface. Additionally there



was found to be a strong correlation between the molecular chain length of the molecules
on the substrate and adhesion. They speculate that this is due to an entwining of the longer
molecules on the tip and the sample, thus increasing the interaction area of the alkyl chains
and increasing the adhesion. Very little adhesion was observed if the chain length was re-
duced below n � 8 for CH3(CH)nSiCl3, which they associated with the shorter films’ not
being uniformly self-assembled but having a large and random tilt angle. Even in this early
paper there is a significant indication that the mechanics of the contact and the effective in-
teraction area are the critical parameters, rather than chemical interactions, in many sys-
tems.

The mapping of spatial arrangements of chemical functional groups was performed
by Frisbie et al. [70]. Samples of lithographically patterned organic SAMs, including CH3-
(hydrophobic) and COOH- (hydrophilic) terminated end groups were investigated with
similarly functionalized tips. Working on the hypothesis that the magnitude of the friction
force signal in AFM is directly related to the magnitude of the adhesive force between tip
and sample, the authors used the lateral signal to form the image of the patterned surface
with resolution comparable to an optical condensation image. They also found from force
spectroscopy measurements that the adhesive interaction between the functionalized tip
and the sample exhibited the following trend: COOH/COOH � CH3/CH3 � COOH/CH3.
Thus, the interaction between hydrophilic groups, which can form hydrogen bonds, was
stronger than between hydrophobic groups or mixed groups in the experimental environ-
ment of complete immersion in ethanol.

A similar experiment was performed some years later by the same group, but this
time utilizing carbon chemistry to improve lateral resolution and durability of the func-
tionalized probes [58]. Wong et al. used multiwalled carbon nanotube tips attached to the
end of a standard AFM tip. The tubes were produced with open ends by shortening them in
an oxidizing environment. Carboxyl groups are expected at these open ends based on spec-
troscopic studies of bulk samples. This was tested directly by measuring the adhesion force
as a function of pH between unmodified and modified nanotube tips and a hydroxy-termi-
nated SAM, as shown in Figure 15. In this way the authors determined that carboxyl groups
were indeed present, and, from the similarity of their measured pKa value to the bulk solu-
tion value for benzoic acid, they concluded that the groups are well solvated and accessi-
ble to reaction. Tips were subsequently modified with benzylamine and ethylenediamine
and adhesion investigated in the same manner. To form an image of a patterned surface of
CH3- and COOH-terminated groups as a function of adhesion, the authors utilized their
prior observation [71] that phase-lag differences of an oscillating tip making intermittent
contact with a sample can be qualitatively related to differences in the adhesion force. Al-
though high resolution was not demonstrated, it would seem that the potential is there,
given the small probe radius of a typical carbon nanotube.

FIG. 14 Schematic drawing of entwining between the alkyl chains of CA molecules on a tip and
those on a silicon substrate for (a) n � 8 and (b) n � 8. (Reprinted from Ref. 69. Copyright 1993 by
the Publication Board, Japanese Journal of Applied Physics.)



Thomas et al. [72] used a modified force microscope in which a compensatory force
was applied to the probe to keep its displacement at zero. With this system they studied in-
teractions between organomercaptan molecules with CH3, NH2, or COOH end groups. All
measurements were performed in dry nitrogen. From SEM-measured tip radii and pull-off
force they calculated the work of adhesion using the DMT model. They found that the work
of adhesion values qualitatively scaled as expected for van der Waals, hydrogen bonding,

FIG. 15 Preparation and characterization of functionalized carbon nano-tube tips. (a) Diagram il-
lustrating the modification of a nanotube tip, by coupling an amine (RNH2) to a pendant carboxyl
group, and the application of this probe to sense specific interactions with functional groups (X) of a
substrate. The circular inset is a molecular model of a single nanotube wall with one carboxyl group
at the end. Inset, TEM image showing the open end of a shortened nanotube tip. (b) Adhesion force
as a function of pH between the nanotube tips and a hydroxy-terminated SAM (11-thioundecanol on
gold-coated mica): filled squares, carboxyl (unmodified); open circles, phenyl (modified with ben-
zylamine); and crosses, amine (modified with ethylenediamine). Each data point corresponds to the
mean of 50–100 adhesion measurements, and the error bars represent one standard deviation.
(Reprinted with permission from Ref. 58. Copyright 1998 Macmillan Magazines Limited.)



and acid–base interactions, but the interaction length scales were much longer than ex-
pected. The effect of tip radius was also investigated, and the normalized adhesive interac-
tion was seen to fall above a tip radius of 400 nm, due to the difference between the real
and apparent contact areas.

Van der Vegte and Hadziioannou [73] have presented a detailed cross-reference
study of five different termination groups (Table 1). Qualitatively the data showed the ex-
pected trend of small adhesive forces for tip and substrate whose interactions were pure van
der Waals compared to the tips capable of hydrogen bonding. Of all possible combinations
it was found that dissimilar pairs of van der Waals interacting tips exhibited the weakest
adhesive forces. However, their data showed that by exchanging the terminating groups on
the tip and substrate they did not always see the same adhesive force. If the measurement
is purely an indication of the bond energy, why should this be so? In fact, as the authors
note, the measurements will be influenced by the number of bonds formed, which relates
to the tip radius and contact area prior to pull-off. The latter parameter is not easy to con-
trol to within the area of a single molecule (approximately 20 Å2 for an alkanethiol) in
AFM, particularly with larger tip dimensions and poorly controlled transitions to contact.

For the investigation of bacterial adhesion important for manmade implants and con-
tact lenses, Ong et al. [74] developed a technique for attaching a layer of bacteria to Si3N4

AFM tips, shown in Figure 16. First the tips were coated with polyethyleneimmine, then
the cells were added, and finally the tips were treated with glutaraldehyde to firmly anchor
the cells. The lipopolysaccharide molecules coating the cell surface were found to greatly
influence the bacterial adhesion properties of the cell. This was investigated using two ge-
netically similar E. coli strains, which differed only in lipopolysaccharide composition, or,
in other words, only in surface charge and hydrophobicity. The strain with stronger net neg-
ative charge was strongly repelled by the hydrophilic, negatively charged surfaces of mica
and glass. In contrast, the same strain was attracted to polystyrene and strongly attracted to
Teflon, which corresponds to the increased hydrophobicity of the Teflon surface. Con-
versely, the other strain was attracted to both mica and glass, probably due to van der Waals
interactions or bridging effects, and repelled by polystyrene and Teflon. Further experi-
ments involved the addition of 100 mM NaCl to the 1mM Tris buffer. This was found to
reduce the repulsive interaction, thus identifying the effect as being electrostatic in nature

TABLE 1 Single Chemical Bond Forces (in pN) for Every Tip–Substrate Combination,
Calculated on the Basis of the JKR Theory of Adhesion Mechanicsa

Substrate

Tip CH3
b OH NH2 COOH CONH2

CH3
b 81 57 59 61 601

OH 50 101 113 112 117
NH2 54 88 98 95 100
COOH 95 109 105 114 137
CONH2 62 110 102 125 120

a All bond strengths apply to measurements in ethanol.
b Although the van der Waals interaction is not a “two-center” bond interaction in this experimental setup, the cal-
culated values for Fsingle represent an effective binding force experienced by the molecular pairs and are listed for
comparison reasons.
Source: Ref. 73. Copyright 1997 American Chemical Society.



while having no effect on the attractive interaction of the other strain. Investigations with
hydrophobic glass found that both bacterial strains formed strong adhesive bonds. The au-
thors conclude that cell adhesion appears to result from a combination of van der Waals,
electrostatic, and hydrophobic interactions but that a complete picture must include steric
interactions, bridging effects, and/or receptor–ligand interactions.

Kidoaki and Matsuda [75] used SAMs with carboxyl terminal groups to attach pro-
teins of albumin, immunoglobulin, and fibrinogen to their AFM tips. Using long-chain
alkanethiolates self-assembled on gold as well-defined model substrates they found that, ir-
respective of the type of protein, exceptionally large adhesive hysteresis and multiple
jumps in the retraction curves were obtained on the CH3-terminated SAM in phosphate-
buffered saline. This was in stark contrast to the curves on NH2-, OH-, and COOH-termi-
nated SAMs, leading to the conclusion that the adhesion force due to hydrophobic interac-
tions is dominant in aqueous systems. They observed that for low loading forces of less than
2 nN they could not always establish adhesion between the protein and the SAM. This, to-
gether with a correspondence between protein size and the range and number of jumps in
the retraction curves, implied that the approach first involved induced deformation or de-
naturing of the protein under applied load and that then, on retraction, the protein reformed
toward the original conformation. The detachment of the protein from the sample surface
then commenced, together with deformation and stretching of the protein, with possible un-
folding. Finally the protein–sample interface was broken and the protein refolded toward
the native state. Clearly, with so many processes occurring simultaneously, it is difficult to
attribute specific regions of the force curve to specific processes.

It has been observed by Koleske et al. [76] that factors other than specific chemical
interaction can influence adhesion measurements. They studied a film of mixed-chain-
length fatty acid and found that the adhesion of the tip over the shorter chain was 20%
larger than over the longer chain, despite the fact that both had the same CH3 terminating

FIG. 16 SEM micrograph of a microfabricated Si3N4 tip coated with E. coli D21 cells. (Reprinted
with permission from Ref. 74. Copyright 1999 American Chemical Society.)



group, shown in Figure 17A. This increased adhesion they attribute to the tip’s penetrating
more deeply into the shorter-chain-length LB film due to compliance differences between
the two chains, seen schematically in Figure 17B. This being the case, it is clear that when
interpreting chemical force microscopy data it is essential to consider both mechanical and
chemical effects.

One group performed an elegant experiment to sidestep the problems associated with
mixed-chain-length films. McKendry et al. [77] used chemical force microscopy to inves-
tigate chirality. The importance of chirality in pharmacology was brought to the fore by
thalidamide in the 1960s. McKendry and coworkers distinguished between the two enan-
tiomers of mandelic acid arrayed on a surface via differences in both the adhesion forces
and the frictional forces measured by their S-enantiomer functionalized probe. Adhesion
forces were essentially found to double for different entomers on tip and surface as com-
pared to values for the same entomer on both surfaces. The most important aspect of the
work was that the mechanical differences between the different chemical interactions was
minimized.

In summary, chemical force microscopy appears to be a powerful tool for the study
of adhesion on the nanoscale provided that issues such as the detrimental influence of me-
chanical effects, substrate roughness, packing density, unknown tip radius, and reliance on
statistical analysis can somehow be resolved in a consistent and logical way.

7. Adhesion Between Atomically Characterized Surfaces
One significant drawback in all the previously described experiments in the lack of precise
knowledge about the tip, particularly with regard to shape and chemical nature on the

FIG. 17 (A) Histogram of pull-off force from 86,000 force curves. The heavy line is the sum of
three Gaussians used to fit the data. (B) Schematic representation of the compression of the LB film
by the SPM tip over the C16 region (a) and the C24 region (b). The shaded area of the tip indicates the
contact region. (Reprinted from Ref. 76.)



atomic scale. Even this is not always sufficient to explain specific interactions, and addi-
tional information regarding the form of the dangling bond is required [78]. One group has
made a significant effort to characterize their tips on an atomic scale, both before and after
bringing the tip and sample into contact, so as to study adhesion of metals on the atomic
scale. This was done by combining scanning tunneling microscopy, atomic force mi-
croscopy, and field ion microscopy [79]. In this setup an STM tip was electrochemically
etched from a single-crystal tungsten wire oriented in the (111) direction and sharpened by
field evaporation. The tip was characterized on an atomic scale at 150 K using field ion mi-
croscopy. The trimer-terminated W(111) tip (see Figs. 18a and b) was then pressed into a
Au(111) surface on which the Au(111) 22 � �3� reconstruction had previously been im-
aged in STM mode. In order to measure the forces acting during the approach and retrac-

(a)

(b)

(c)

FIG. 18 (a) Field ion projection image of the (111)-oriented W tip. Trimer atoms are marked with
an asterisk (*). (b) Hard-sphere model of the tip apex reconstructed from FIM images (apex trimer
highlighted in bright tones, vertical scale is expanded by a factor of 1.8). (c) Force versus tip-sample
separation measured on a flat terrace using a W-trimer tip. (From Ref. 79. Copyright 1998 by the
American Physical Society.)



tion of tip and sample, the sample was mounted on a small, stiff cantilever beam (k � 116
N/m) whose deflection was accurately measured using differential optical interferometry.

Surprisingly, attractive forces were found to extend over almost 2 nm, and there was
no spontaneous jump to contact (see Fig. 18c). Thus, in contrast to a Ni tip on a Au sub-
strate [21], it would appear that spontaneous wetting of the W-trimer tip by the Au substrate
does not occur, even at contact pressures of 25 GPa. They also observed hysteresis corre-
sponding to an energy dissipation of 7 eV in the range of maximum adhesive interaction.
However, they found that adhesion hysteresis, due to wetting, does occur for polycrys-
talline W tips and results in a hillock’s remaining on the surface, signifying plastic defor-
mation [80].

8. Colloid Probe
One of the inherent problems in AFM is uncertainty regarding the effective tip radius. This
was particularly bad before the advent of sharp microfabricated probes, when tip radii
could be as large as several microns. On this scale it is not reasonable to assume that the tip
has an atomically smooth surface or even a good approximation to one. In this case it is no
longer valid to assume a single-asperity contact, which causes considerable complications
in evaluating the resulting data. An additional problem in early experiments was that the in-
teraction with the sample was not fully controlled, and “tip crashes” often occurred, result-
ing in actual change of tip shape during the experiment.

These problems have been improved in recent years by the microfabrication of sharp
tips with radii less than 10 nm, the observation in an SEM or STEM of the exact radius be-
fore and after the experiment, the use of robust carbon-nanotube probes, and general im-
provements in control electronics. However, another method used initially was the attach-
ment of a small colloid particle in place of the AFM tip. These particles were considered a
reasonably good approximation to a single-asperity contact; their radii were accurately
known and remained the same for the duration of the experiment. Such probes have also
been used to investigate colloids where surface roughness is an important aspect of the col-
loid interaction.

Ducker et al. [81] first used colloid particles attached to microfabricated AFM can-
tilevers as a means of defining the geometry and material of both surfaces. The spheres used
had a radius of 3.5 �m and a surface roughness of 3 nmp-p over 0.45 �m2, which was re-
duced still further by scanning. Their initial investigation was into the approach character-
istics of the colloid and sample in solutions of sodium chloride. Subsequent work involved
studying the stability of various colloids after surface treatment [82]. Hydrophobic silica
surfaces exhibited very large adhesion of 0.4 N/m when normalized for tip radius. In the
case of gold surfaces in weak sodium chloride solution, the adhesive force was found to be
highly variable. Due to the strength of the adhesive force, the authors consider that the con-
tact region may be changed during the series of measurements.

The colloid probe technique was first applied to the investigation of surfactant ad-
sorption by Rutland and Senden [83]. They investigated the effect of a nonionic surfactant
petakis(oxyethylene) dodecyl ether at various concentrations for a silica–silica system. In
the absence of surfactant they observed a repulsive interaction at small separation, which
inhibited adhesive contact. For a concentration of 2 � 10�5 M they found a normalized ad-
hesive force of 19 mN/m, which is small compared to similar measurements with SFA and
is probably caused by sufactant adsorption’s disrupting the hydration force. The adhesive
force decreased with time, suggesting that the hydrophobic attraction was being screened
by further surfactant adsorption. Thus the authors concluded that adsorption occurs through



small aggregates rather than through growth of a monolayer. Increasing the concentration
still further to 3 � 10�5 M and then to 4 � 10�5 M decreased the adhesion until a concen-
tration above the critical micelle concentration was reached. At this point the aggregates
appeared to form bilayer structures, and repulsive steric forces were observed.

Preuss and Butt [84] also investigated the influence of surfactant, in their case be-
tween a silica colloid probe and an air bubble. Hydrophilic probes were repelled by the bub-
ble and did not form an adhesive contact. Silanized hydrophobic probes did form an adhe-
sive contact with the bubble in aqueous electrolyte, and a normalized force of 0.64 N/m was
required to separate them. The effect of two different surfactants was investigated, one that
strongly adsorbs to silica and is positively charged and one that does not adsorb to silica
and is negatively charged. With the addition of the negatively charged surfactant, the force
between the hydrophobic probe and the bubble became repulsive, requiring greater applied
force to instigate an adhesive contact. In the case of the positively charged surfactant and
the hydrophilic probe, a strong adhesive contact was formed that increased slightly with
concentration of the surfactant. This change in the type of interaction from repulsion to
strong adhesive contact formation on the addition of surfactant is probably because this sur-
factant exhibits strong adhesion to the silica, making the formerly hydrophilic probe be-
come hydrophobic. When the concentration was increased above 6 mM, the nature of the
interaction again changed to being predominantly repulsive, probably due to positively
charged surfactant’s being adsorbed at the air/water interface. The small adhesive interac-
tion that was observed was found to increase monotonically with applied load. The authors
could not explain this observation but speculate that it could be due to a change of the sur-
factant structure at the interfaces as the particle and air bubble approach.

Fuji et al. [85] used porous and nonporous silica particles to measure adhesion as a
function of humidity. They altered the pore size distribution of the particles by using dif-
ferent conditions of hydrothermal treatment. One particle was glued to the end of an AFM
cantilever, and the other particle was glued to the substrate. Measurements were made
across a range of relative humidities from 40% to 90%. All adhesion forces were normal-
ized relative to the radii of the two particles. From the varying humidity dependence of the
different particles they could assume that the generation mechanism of the adhesive force
was closely related to the geometric structure of the surface. For the rough spheres, capil-
lary condensation was hindered by surface asperities unless the humidity was very high, in
which case the water filled in the gaps, allowing the capillary force to act over the entire
area. The critical humidity could be calculated by setting the thickness of the adsorbed wa-
ter layer plus the Kelvin radius (see Section II.A.2.f) equal to the critical pore radius. The
calculated value of critical humidity and the observed correspondence between relative hu-
midity and adhesive force showed a good match, assuming that capillary condensation oc-
curred after filling the pores and that this would cause a marked increase in the adhesion.
At lower humidities the hydrogen-bonding force was considered to dominate instead of the
capillary force, and thus the adhesion should depend on the hydrophilicity and the contact
area. This was indeed seen to be the case, with the adhesion force increasing with decreas-
ing pore size and decreasing with decreasing surface density of silanol groups.

Sagvolden et al. [86] also combined the use of colloids with AFM force sensors to
study adhesion. In their case, instead of attaching the colloid to the end of the AFM probe
and applying a normal force, they approached the free colloids from side on, with the AFM
cantilevered at an angle of approximately 30° to the surface normal. Thus, they applied a
predominantly lateral force to the colloid particles. The colloids were coated with protein
molecules, and their adhesion was studied against three nonbiological surfaces, consisting



of glass, hydrophobic, and hydrophilic polystyrene. By not having the colloids permanently
attached to the force sensor it was possible for the protein adsorption to progress over hours
without mechanical interference. Measurements were made in Tris-buffered saline, pH 7.4,
and various proteins were investigated with different net charge, size, and structural rigid-
ity. They found that the strength of protein adhesion increased with the hydrophobicity of
the surfaces and that loosely folded proteins adhered more strongly than rigid ones to the
hydrophobic polystyrene. However, adhesion to hydrophilic glass was charge controlled.
Despite the dependence of the absolute value of adhesion force on the direction in which
the bonds are broken [35], it seems reasonable to use the method for comparative studies
of this type.

Heim et al. [87] used silica particles of various radii between 500 nm and 2.5 �m (de-
termined by scanning electron microscopy) to investigate the dependence of adhesion force
on radius. Such particles were used for both tip and sample, and positioning was done op-
tically. At an effectively quasistatic separation velocity of 0.5 �m/s, the adhesive force was
found to be a linear function of the particle size, as predicted by both DMT and JKR con-
tinuum models (see Sections II.A.2.b and c). Their pull-off data show considerable scatter,
although they maintain that their measured adhesive force did not depend on the previously
applied load (0–600 nN), ambient air pressure (102–105 Pa), or humidity (10%–40%). Re-
sults from repeated measurements with the same particles were highly reproducible, while
different pairs of particles could have a standard deviation from the mean value of up to
25%. This could indicate that surface roughness was playing an important role; however,
direct measurement of the roughness found it to be considerably lower than the expected
deformation over an area of the order of the contact area, which would imply that its effect
would be negligible.

Vakarelski et al. [88] also investigated the adhesive forces between a colloid particle
and a flat surface in solution. In their case they investigated a silica sphere and a mica sur-
face in chloride solutions of monovalent cations CsCl, KCl, NaCl, and LiCl. The pH was
kept at 5.6 for all the experiments. To obtain the adhesive force in the presence of an elec-
trostatic interaction, they summed the repulsive force and the pull-off force (coined Foff by
the authors!) to obtain a value for the adhesive force that is independent of the electrostatic
component.

In their preliminary experiments, in pure water, they checked for any time or load de-
pendence in the measurements and found a significant time dependence, with the measured
adhesion increasing by nearly a factor of 5 as the contact time was increased from 0.1 s to
100 s. As for load, they could find no discernible difference in adhesion when the load was
increased from 1 to 50 mN/m. Results were also found to be highly repeatable for a single
probe tip but not for different tips, probably due to variations in surface roughness. The au-
thors propose an explanation of these effects based on the presence of solvation shells be-
tween the probe and the sample that are breached during longer contact times. A rough cal-
culation of the minimum and maximum gap at pull-off as a function of time correspond to
0.32 nm and 0.55 nm, which are approximately equal to solvation shells in water measured
by others [1,54,56]. However, the surface roughness of the sphere is of the same order, so
the calculation does not prove conclusive.

In KCl, the time dependence showed a marked decrease as the concentration was in-
creased, becoming practically independent of time at a concentration of 1.0 M. This could
be explained by adsorbed layers of cations on the surfaces, which reduce the attractive force
between them. Further, this reduction with concentration became greater as the hydration
enthalpy of the cations increased. This was interpreted in terms of the observations of Hi-



gashitani and Ishimura [89], who reported that the thickness of the adsorbed layer of cations
increases with the absolute hydration enthalpy. This is because cations with larger values
of hydration enthalpy, such as Li� and Na�, form thicker but weakly adsorbed layers, un-
like Cs� and K�, which absorb directly onto the surfaces, forming thin but strongly ad-
sorbed layers, as shown schematically in Figure 19.

FIG. 19 Proposed mechanism for the difference of adhesive force between cations of low and high
hydration enthalpies. (Reprinted from Ref. 88. Copyright 2000 by Academic Press.)



B. Surface Forces Apparatus

The surface forces apparatus (SFA) predates the AFM by approximately two decades [90].
It was the first apparatus that successfully measured forces between hard surfaces as a func-
tion of their separation below 100 nm; it consists of crossed mica cylinders with radii of the
order of centimeters. In a very similar way to the AFM, one surface is fixed while the other
is mounted on a flexible force-sensing beam, the main difference being that the interacting
surfaces are 104–106 bigger in the case of SFA. The distance between the two cylinders is
usually measured by white light interferometry using fringes of equal chromatic order
(FECO). This direct measurement of separation is one of the major advantages over AFM
where separation must be calculated. Various improvements and alterations have been
made to the original SFA, and the equipment is now capable of measuring forces in the
range 10�8–1 N with a vertical distance resolution of �0.5–1 Å [1,91]. The SFA has sub-
sequently been used to study various forces, including van der Waals, double-layer, vis-
cous, and hydration forces, as well as adhesion.

Although the SFA and its derivatives have produced many interesting results, they
are subject to several limitations. One of the biggest limitations is that there are very few
solid surfaces that may be studied in this way, the most common being mica, although sap-
phire [92] and silica [93] have also been used, with certain limitations due to surface rough-
ness. In addition the instrument does not provide any mapping or imaging of the surface.

Other, similar methods for measuring surface–surface interactions, which come un-
der the generic heading of surface force apparatus, include the crossed-filament method.
This utilizes a beam deflection technique similar to that now being used in some AFMs for
the measurement of surface displacement [94]. Another technique for displacement mea-
surement used in a similar SFA is that of a capacitance transducer. Both techniques suffer
the criticism that separation is not measured at the point of interest, i.e., the gap between
the two surfaces as measured in the FECO technique.

More details on SFA and its applications can be found in Chapter 1.

C. Quartz Crystal Microbalance

The quartz crystal microbalance (QCM) is usually used to monitor the deposition of thin
films or to study gas adsorption and reactions on surfaces, although it can also be applied
to the study of cell adhesion. The instrument consists of a small disk (radius typically of the
order of a centimeter) cut from a quartz crystal with two electrodes, one of which is used
as the substrate for deposition or adsorption. Measurements are usually implemented by
measuring the shift in the resonant frequency of the QCM due to the mass change involved
in adsorption of material onto the microbalance [95]. Additional information can be ob-
tained by also measuring the change in dissipation or Q value of the QCM due to vis-
coelastic energy loss. This method has recently been used to study living cell adhesion pro-
cesses [96]. By analyzing both the frequency shift and the dissipation it was possible to
obtain a fingerprint of the cell adhesion process, which included the properties of the sur-
face and the type of cell. This method tends to operate on the scale of tens of cells.

IV. ADHESION IN NATURE

Nature takes various approaches to adhesion, the most common being to control contact
area through deformation of a multitude of hairlike fibrils or alternatively to modify the sur-
face property in a way analogous to chemical force microscopy. These processes have been



refined for eons via processes of natural selection, thus making their study of potential ben-
efit not only to improve our understanding of evolutionary processes but also as model ref-
erence systems to the new breed of microelectromechanical systems and similar nano-tech-
nological applications.

Dammer et al. [97] investigated the cell adhesion proteoglycan of the marine sponge
Microciona prolifera, which consists of rings with diameter 200 nm and approximately 20
irradiating arms, each 180 nm in length. The adhesion proteoglycan was attached to an
AFM tip and surface, which were brought together in seawater Tris buffer. On retraction of
the surface at a rate of 0.1 Hz, interactions were observed up to a separation of 200 nm,
which were interpreted as the lifting and extension of the stringlike arms. Such extensions
were often accompanied by multiple jumps of the AFM lever, indicating polyvalent bind-
ing, and with an average adhesive force of 40 pN per jump corresponding to a pair of ad-
hesion proteoglycan arms. The average adhesion force of 125 pN and the maximum adhe-
sive force of 400 pN, both measured in a physiological Ca2� concentration of 10 mM, could
thus be interpreted as the binding between 3 and 10 pairs of arms, respectively. From anal-
ysis of the slope of the force curves it was found that the arms did not behave like ideal
springs but that their stiffness increased with extension. This, together with the 400-pN
noncovalent binding force, indicated how cell dissociation could occur without destroying
the adhesion proteoglycans while maintaining the ability to hold the weight of approxi-
mately 1600 cells in physiological solution.

A prime example of the impressive use of adhesion in nature is the gecko, which
can hang from the ceiling and climb with ease up smooth vertical surfaces (Fig. 20a). Its
ability to do this was known for some time to be associated with the many thousands of
hairs (or setae) comprising each foot (Fig. 20b). In addition, each seta was found to con-

FIG. 20 (a) Tokay gecko with toe outlined. (b) SEM of rows of setae. (c) The finest terminal
branches of a seta, called spatulae. (Reprinted with permission from Ref. 99. Copyright 2000
Macmillan Magazines Limited.)



sist of hundreds of spatula-shaped projections approximately 200–500 nm in diameter
(Fig. 20c). Using a specially designed AFM force sensor capable of simultaneous normal
and lateral force measurements with high sensitivity [98], Autumn et al. [99] investigated
the adhesion characteristics of a single seta. By analysis of the uncurling of the gecko’s
toe and attendance at some interesting parties, the authors determined that orientation and
loading were crucial parameters for the setal force capacity. For example, setal contact
with its many spatulae not projected toward the surface resulted in an adhesive force of
less than 300 nN. Further, even with the spatulae projected toward the surface, both per-
pendicular loading and lateral forces were necessary for effective attachment. The maxi-
mum adhesive forces of 194 � 25 �N were observed after a lateral displacement of ap-
proximately 5 �m, a distance imperceptibly small relative to the size of the gecko. Direct
measurements determined that the adhesion mechanism was not related to suction or fric-
tion but was more likely due to intermolecular forces. However, the role of adsorbed wa-
ter in the adhesion mechanism was not determined. Assuming that the tip of each spat-
ula could be approximated by the curved segment of a sphere of radius 2 �m and that it
is separated from the surface by 3 Å, the associated van der Waals force would be 400
nN. This would give a setal force between 40 and 400 �N, which corresponds to the mea-
sured value.

Scherge and Gorb [100] used a microfabricated silicon force sensor very similar to
an AFM cantilever but without the tip to investigate adhesion of the pads of the great green
bush cricket (Fig. 21a). Motion of the force sensor was measured using a fiber-optic inter-
ferometer. They found the insect’s attachment pads to be flexible in such a way that they
could self-adjust to different scales of roughness (Fig. 21b). Additionally, to reduce the ef-
fect of capillary action due to adsorbed water, the insect appeared to secrete a hydrophobic
layer of long-chain hydrocarbons onto the pads. For this reason it was found to be essential
to keep their insects alive for the duration of the experiment in order to fully understand the
adhesion mechanisms.

FIG. 21 Microstructure of the attachment pads. (a) Complete leg section containing the attachment
pads. (b) Fracture of a shock-frozen pad. (c) Top view of the pad surface. (From Ref. 100. IOP Pub-
lishing Limited.)



Specifically, the pads themselves have a hemispherical cross section, the upper layer
of which is a 180-nm-thick film. The microstructure consists of hexagons separated by
hemolymph-filled trenches (Fig. 21c). The inner structure is made up of branches within
branches, the finest of which are only 80 nm in diameter, thus permitting the insect to keep
a constant contact area regardless of substrate roughness. Due to the flexibility of the pad,
the contact area can be controlled. The pads also exhibit viscoelastic properties and have
higher stiffness for quick compression. Adhesion remains low below a critical load of about
800 �N, above which the pad and substrate snap into contact. This corresponds well to the
distribution of the weight of the insect between its pads. What is less well understood is the
insect’s detachment mechanism. The authors speculate that detachment could be via a
rolling process or by inflating its pad via its heartbeat.

V. SUMMARY

Many years have passed since the early days of AFM, when adhesion was seen as a hin-
drance, and it is now regarded as a useful parameter for identification of material as well as
a key to understanding many important processes in biological function. In this area, the
ability of AFM to map spatial variations of adhesion has not yet been fully exploited but in
future could prove to be particularly useful. At present, the chemical nature and interaction
area of the AFM probe are still rarely characterized to a desirable level. This may be im-
proved dramatically by the use of nanotubes, carbon or otherwise, with functionalized end
groups. However, reliance on other measurement techniques, such as transmission electron
microscopy and field ion microscopy, will probably be essential in order to fully evaluate
the tip–sample systems under investigation.

The volume of work measuring, or relating to, adhesion on the nanoscale appears to
be increasing exponentially, and regrettably in this chapter it has only been possible to give
the reader a taste of the many excellent papers on the subject. The growth of the field is
clearly, in part, due to the advent of atomic force microscopy and new methods for func-
tionalizing and characterizing nanoscale structures. It is also undoubtedly driven by the ex-
panding areas of nano- and biotechnology, which demand a full understanding of interac-
tion processes on the nanoscale. Beyond measurement lies the important possibility of
controlling adhesion on the nanoscale, particularly with regard to biological systems, an
area that will likely constitute one of the main targets of the field in the coming years.
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I. INTRODUCTION TO LANGMUIR MONOLAYERS AND
LANGMUIR–BLODGETT FILMS

The manipulation of single-molecule-thick films at the water–air interface and their trans-
fer onto solid substrates are among the earliest efforts setting the foundation for nanotech-
nology. The investigation of Langmuir–Blodgett (LB) films dates back to the work of
Langmuir and Blodgett at General Electric [1–3]. A renewed interest in LB films began
with the work on energy transfer between dye molecules incorporated in fatty acid LB films
by Kuhn and coworkers [4] and has continued unabated ever since. The range of materials
studied at one time or another in LB films encompasses most of chemistry.

This chapter will begin with a brief introduction to the preparation of LB films and a
survey of the methods for their study. Nearly 7000 papers have been published on LB films
since 1990. Research on LB films has been summarized in the books by Roberts [5], Tred-
gold [6], and Petty [7]. The book by Gaines [8] remains an excellent introduction to the
field of Langmuir films, as is the more recent text by MacRitchie [9]. The main portion of
this chapter will focus on the application of LB film techniques to some recent topics as-
sociated with nanotechnology, namely, films of nanoparticles and of fullerene materials.
Recent efforts to produce LB films with patterning within the plane of the film will also be
surveyed. The application of computer simulations, especially those at the molecular level,
to understanding the organization of the monolayers from which LB films are formed will
be reviewed.

A. Basic Features of Langmuir–Blodgett Film Formation and
Study

The first step in the preparation of an LB film is the successful spreading of a monolayer
of the material of interest, which may be molecular, polymeric, or particulate and need not
be amphiphilic in the traditional sense. This is accomplished by depositing drops of a di-
lute solution of the material in an appropriate “spreading solvent” onto the water surface.
The concentration is generally millimolar or less, and the solvent selected should be one
that will spread across the surface rapidly and evaporate without remaining at the surface
or dissolving into the subphase. Common spreading solvents include chloroform, benzene,



and hexane, sometimes with a small fraction of ethanol or methanol added to the latter two
to alter the polarity. For vertical LB transfer, the monolayer must be able to be compressed
to a surface pressure (�) that remains stable during transfer to the substrate.

A schematic of a LB trough is shown in Figure 1. The main components are the
Teflon trough, barrier(s) that can be used to smoothly compress the monolayer at a con-
trolled rate, a surface pressure transducer, and the dipper capable of raising and lowering a
substrate smoothly at a controlled rate. The simplest LB troughs have one barrier, with a
dipping well at one end of the trough, while others have two opposing barriers for sym-
metrical compression of the monolayer and the dipping well in the middle of the trough.
Most LB troughs allow for temperature control of the subphase. The area of the water sur-
face is important; larger surface areas are needed for deposition of LB films of many lay-
ers. Typical LB trough areas are in the 200–1500-cm2 range. The trough does not need to
be more than 2–3 mm deep. The dipping well must be deep enough and wide enough to ac-
commodate the desired substrate. Smaller-area troughs are desirable for scarce biological
samples. Also available are “alternate-layer” LB troughs, with two separate subphase com-
partments allowing for transfer of layers of two different materials in controlled sequences.

The majority of commercial LB troughs use the Wilhelmy plate method for mea-
surement of surface pressure (�), although some use the alternate Langmuir float method.
The plate material most commonly used is cut pieces of filter paper, of negligible cost and
completely wetted by water. The other type of plate used is a piece of high-purity platinum
metal, which can be cleaned in a flame and gives a reproducible contact angle with water
of 60°.

Langmuir–Blodgett films have been deposited on many different substrates. The sub-
strates used include different types of glass (such as quartz for UV-visible spectroscopy);
CaF2 plates for transmission infrared spectroscopy; silicon, germanium, and ZnSe plates
for internal reflection infrared spectroscopy. For electrochemical applications, LB films

FIG. 1 Major components of a Langmuir–Blodgett trough.



have been transferred to evaporated metal films, highly oriented pyrolytic graphite
(HOPG), glassy carbon, glass coated with a transparent layer of indium-tin oxide (ITO
glass), semiconductor, and metal surfaces. For examination by scanning probe microscopy,
freshly cleaved mica and HOPG have been frequently used because of their flatness at the
molecular level.

The deposition of the LB film can be conducted in a vertical or horizontal (Lang-
muir–Schaefer) fashion. In the traditional vertical dipping mode, the substrate is immersed
(lowered) and emersed (raised) through the interface. The transfer of a single layer onto a
hydrophilic substrate is often performed by immersing the substrate prior to spreading of
the monolayer. The film is then compressed to the desired target surface pressure, and the
substrate is drawn up through the interface while the trough feedback system adjusts the
barrier position to maintain a constant surface pressure. If multilayer deposition is desired,
then immersion followed by emersion is repeated for the desired number of cycles. A pause
is needed before reimmersion of the substrate to allow for evaporation of the entrained wa-
ter. If a layer is transferred on every upward and downward pass through the interface, then
the transfer is known as Y-type, the most common. It can also be the case that a layer is
transferred only on the downward passes (X-type) or only on the upward passes (Z-type).
The LB films resulting from these three types of transfer are depicted in Figure 2. The char-
acter of the transfer for each pass is described by the transfer ratio, defined as the decrease
in area of the monolayer divided by the area of the substrate. A transfer ratio near unity
nominally indicates uniform transfer. Transfer ratios below unity indicate partial transfer,
and those much greater than unity indicate significant monolayer collapse, structural re-
laxation, or dissolution during the transfer process. Dipping speeds of ~0.1 to several mil-
limeters per second are commonly used. In the horizontal mode of transfer, the substrate is
held parallel to the water surface and lowered until it touches the compressed monolayer;
it is then gently lifted up. Horizontal transfer has been applied to films that cannot maintain
a constant surface pressure or are unsuitable for vertical dipping.

B. Langmuir Monolayers and Langmuir–Blodgett Films of
Fatty Acids

Traditional amphiphiles contain a hydrophilic head group and the hydrophobic hydrocar-
bon chain(s). The molecules are spread at molecular areas greater (~2–10 times) than that
to which they will be compressed. The record of surface pressure (�) versus molecular area
(A) at constant temperature as the barrier is moved forward to compress the monolayer is
known as an isotherm, which is analogous to P-V isotherms for bulk substances. �-A
isotherm data provide information on the molecular packing, the monolayer stability as de-

FIG. 2 Common modes of Langmuir–Blodgett film transfer: X-type, Y-type, and Z-type.



termined by the collapse pressure (�c), the occurrence of two-dimensional phase transi-
tions, and the compressibility of the different phases [8]. �-A data as a function of temper-
ature allow mapping of phase boundaries and determination of transition enthalpies for
first-order phase transitions [8–10]. Plateaus, usually not precisely flat, in �-A curves of
single-component monolayers are indicative of first-order phase transitions, with two-
phase coexistence occurring over the range of molecular area demarked by the plateau.
Other phase transitions, especially those between more ordered phases at higher values of
�, appear as changes in slope and may be either first order or second order [10–12]. The
“limiting molecular area” of a monolayer is estimated by linear extrapolation of the steep-
est portion of the isotherm to zero surface pressure, representing a close packing of
molecules in the same structural arrangement at zero surface pressure. Such extrapolated
values provide a comparison between different monolayers and different conditions.

The most common two-dimensional phases in monolayers are the gaseous, liquid-ex-
panded, liquid-condensed, and solid phases. A schematic �-A isotherm is shown in Figure
3 for a fatty acid for the phase sequence: gas (G) → G � liquid-expanded (LE) → LE →

FIG. 3 An isotherm is depicted for a Langmuir monolayer of an amphiphile showing the �-A vari-
ation for the phase sequence; gas (G) → G � liquid-expanded (LE) → LE → LE � tilted condensed
phase (L2) → L2 → vertical condensed phase (LS) → S (solid). Schematic depictions of the molecu-
lar organization in the phases are shown above the isotherm.



LE � L2 → L2 → LS → S (solid), followed by collapse. The L2 and LS phases are both ex-
amples of condensed phases [11,12]. The LS phase is a liquid-crystalline phase with verti-
cal molecular orientation and has a lower surface viscosity than the L2 phase, in which the
molecules are tilted away from vertical; hence the origin of the term superliquid [13]. The
drop in surface viscosity is attributed to the greater ease of molecules sliding past each other
in the LS phase. The molecules in the gas phase are several to tens of angstroms apart and
weakly interacting, behaving much like a two-dimensional gas. The hydrocarbon tails are
lying flat on the water in the gas phase. At very low surface pressures, a long plateau is shown
that is a coexistence region between the gas phase and the liquid-expanded (LE) phase [14].
The LE phase is a two-dimensional liquid, the hydrocarbon chains are off the water surface
and have a significant degree of conformational freedom, and there is only short-range cor-
relation in the positions of the head groups. The coexistence region between the G and LE
phases indicates that this is a first-order phase transition, similar to the coexistence of bulk
gas and liquid phases below the critical point [10,14,15]. Studies of the LE-G coexistence
region are difficult due to the low surface pressures and the very stringent requirements on
cleanliness required for meaningful isotherms [14]. It has been shown that the width of the
LE-G plateau in the �-A isotherms decreases with temperature [15]. The surface pressure
of the plateau increases with temperature, but it remains low and the plateau narrows as the
expected critical point is approached. It has been confirmed using fluorescence microscopy
that the thermodynamic lever rule governs the area fractions of the G and LE across the
plateau region near room temperature [15]. Compression to the point where a significant rise
in � is first observed in this particular isotherm indicates that the monolayer is now in the
LE phase. The features present on the surface in the LE-G region can be imaged by fluores-
cence or Brewster-angle microscopy (BAM). The features observed include “droplets,” 
“gas bubbles,” and foamlike patterns, with polygonal cells [15,16] that can undergo com-
plex structural instabilities on compression or heating [17] and that can coarsen over time
[18,19].

Further compression along the isotherm shown first results in conversion of the
monolayer to the LE phase. The monolayer is then in a one-phase region and is homoge-
neous across the water surface. The surface pressure rises until the second plateau is en-
countered; at this point in the isotherm the film enters the coexistence region with the L2

phase, one of the liquid-condensed (LC) phases. As the film is compressed across the
plateau, the area fraction of the L2 phase increases in accordance with the thermodynamic
lever rule [15]. On exiting the plateau, which may be defined as occurring at the point
where the slopes of the immediate pre- and postplateau regions intersect, the film will be
in the L2 phase. The L2 phase is a two-dimensional liquid-crystalline phase with bond ori-
entational order [27] in the positions of the head groups. The hydrocarbon chains are tilted
at a consistent angle and are tilted toward their nearest neighbors. Polarized fluorescence
microscopy [20–24] and BAM [25,26] reveal micron-sized regions in which molecules
have the same azimuthal tilt direction, as well as many fascinating details concerning the
domain morphologies. The L2 phase is analogous to the smectic-I phase of liquid crystals
[11,27]. Further compression gives the LS phase, analogous to the smectic-B (hexatic) liq-
uid-crystal phase. In this phase, the molecules are oriented vertically, the bond orientational
order remains, and the positional ordering is short range. Transition to the solid phase (S)
gives positional ordering over larger but finite distances, analogous to the smectic-E phase.

Monolayer phase sequences are temperature dependent. For chain lengths greater
than that of pentadecanoic acid, the LE phase will not be observed at room temperature. For
chain lengths shorter than myristic acid (C14), condensed phases will not be observed at



room temperature, and loss of molecules due to dissolution into the subphase will be sig-
nificant. At high molecular areas and very low surface pressures, the longer-chain fatty
acids exhibit coexistence of the gas phase and a condensed phase [15]. This is in contra-
diction to the often-cited description of the isotherm region of very low pressure as being
solely the gas phase. Visualization by BAM clearly shows floating islands of condensed
phase separated from each other by the gas phase. The point at which the surface pressure
first rises is that at which these domains contact each other. Further transitions to different
condensed phases then occur along the rising isotherm. The initial rising portion of the
isotherm of stearic acid on an acidified subphase has often been erroneously assigned as the
disordered liquid phase, whereas it is actually the L2 phase.

The structure of the two-dimensional liquid-condensed and solid phases of fatty
acids, esters, and alcohols have come be understood as related to the phases of smectic liq-
uid crystals [11,27]. There are other condensed and solidlike phases beyond those already
mentioned, sometimes described by different workers using different nomenclature. The
ordering of the phases can be described using the same language of “order parameters” used
to described smectic liquid crystals, such as positional order, tilt order, bond orientational
order, tilt-bond coupling, and herringbone order. The description draws upon �-A isotherm
data, synchrotron x-ray diffraction studies of monolayers at the water–air interface, and ob-
servation of domain patterns and orientational patterns using polarized fluorescence mi-
croscopy and BAM. The earliest discussion of the possible structures of these phases was

FIG. 4 Surface pressure (�)–temperature (T) phase diagram for heneicosanoic acid. (Reproduced
with permission from Ref. 31a. Copyright 1997 American Institute of Physics.)



made solely based on �-A data by Stenhagen and Lundquist [28–31]. The relation between
these monolayer phases and the liquid-crystal phases has been described by Knobler and
Desai [11]. A phase diagram for heneicosanoic acid is shown in Figure 4; a phase not dis-
cerned from the isotherms was discovered by optical microscopy, the Ov phase, which is
similar to the smectic-L phase and is a tilted phase [32]. The phase sequences are depen-
dent on pH and the presence of multivalent subphase cations. The addition of divalent
cations to the subphase results in a shift of the isotherm toward greater molecular area and
generally a loss of the liquid-crystalline phases [33]. A change of pH from 5.5 to 6.5 re-
moves the L2 phase of arachidic acid [34].

II. METHODS OF STUDY

A. Classical Methods

The primary classical method of study of Langmuir monolayers is clearly that of recording
�-A isotherms. Another classical method applied to the study of Langmuir monolayers is
the measurement of surface potential [8,9], which is sensitive to changes in the orientation
and density of the molecular dipoles of the monolayer. In addition, surface potential fluc-
tuations were clearly observed in the coexistence region of palmitic acid [35].

The surface viscosity varies significantly along the isotherm and across monolayer
phase boundaries. Addition of subphase metal ions increases the surface viscosity drasti-
cally, as was recently reinvestigated [36]. Recently, microscopy methods have been used
to image velocity profiles of different monolayer phases flowing through a narrow channel,
such as used in the canal viscometer [37]. The two main methods used to study monolayer
viscosity are the canal viscometer and the oscillating disc method [8,9].

B. Microscopy Methods

Langmuir monolayers have a complex and widely variable domain structure. Over the past
two decades, much insight into film structure and phase behavior has been gained by ob-
servation of these domains using two optical microscopy methods. The first method em-
ployed was fluorescence microscopy [38–40], in which a very small amount of a surfactant
covalently bonded to a fluorescent group is spread along with the monolayer. The amount
incorporated is generally 0.1–2.0 mol%. An appropriately chosen probe partitions itself
such that it is excluded from condensed-phase regions and is preferentially soluble in the
LE phase. In this case, the LE phase will appear bright, and the condensed-phase regions
will appear dark. Similarly, the LE phase will appear brighter than the gas phase due to its
higher surface density. Within condensed phases with tilt order, it is possible to observe re-
gions of different tilt orientation using excitation by polarized light, provided the probe is
oriented by the surrounding amphiphiles and is present in the condensed phase [20–24,38].
The method has been applied to monolayers of fatty acids, phospholipids, and related com-
pounds. An image of a pentadecanoic acid monolayer in the LE � G coexistence region is
shown in Figure 5a, and an image in the LE � liquid-condensed phase (L2 in this case) co-
existence region is shown in Figure 5b.

Brewster-angle microscopy dispensed with the need for a probe molecule [41,42].
Brewster-angle microscopy is based solely on the reflectivity properties of p-polarized
light. The reflectance of p-polarized light at the water–air interface vanishes at 53.1° (us-
ing refractive indices at 20°C) if the interface is perfectly sharp; in reality there is a deep
minimum near zero. The presence of a monolayer gives an intervening layer of different re-



fractive index, and light will be reflected. The reflected light is conveniently collected with
an objective and focused onto a charge-coupled device (CCD) camera. The reflected light
intensity is sensitive to the density and refractive index of the monolayer, and the polariza-
tion is sensitive to any in-plane anisotropy in the refractive index. The method can be ap-
plied to systems in which the behavior of a probe molecule would be problematic, such as
spread polymers, spread films of particles, and adsorbed films. An image of a pentade-
canoic acid monolayer in the LE � condensed-phase (L2) coexistence region is shown in

(a) (b)

FIG. 5 Fluorescence micrographs of a monolayer of pentadecanoic acid at 22°C: (a) at 0.80 nm2

molecule�1 in the coexistence region between the liquid-expanded (LE) and the gas (G) phases. The
LE phase forms the bright walls of the foamlike pattern, and the darker, interior regions are the G
phase; (b) at 0.29 nm2 molecule�1 in the coexistence region between the LE phase and the liquid-con-
densed phase (“LC” or LS). The LC domains are the dark, round regions. The subphase is milli-Q
water acidified to pH 1.8 with HCl. The fluorescent probe (NBD-hexadecylamine) is present at a
mole fraction of 0.005. The scale bar in the lower left of each image is 200 �m.

FIG. 6 (a) Brewster-angle microscopy (BAM) image of a monolayer of pentadecanoic acid at
22°C, 0.25 nm2 molecule�1 in the coexistence region between the liquid-expanded and the liquid-
condensed (L2) phases (b) BAM image of stearic acid at 22°C, 0.60 nm2 molecule�1 in the coexis-
tence region between the gas (G) and the liquid-condensed (L2) phases. In each of these images, the
polarizer angle has been set to 60°. The subphase is milli-Q water acidified to pH 1.8 with HCl. The
scale bar in the lower left of each image is 450 �m.

(a) (b)



Figure 6a. In Figure 6b, an image of a stearic acid monolayer in the L2 � G coexistence re-
gion is shown, clearly indicating the presence of ordered islands of molecules even at very
low surface pressure. The sections of different contrast represent regions of different
molecular tilt orientation. Both fluorescence microscopy [44] and BAM [45] can be applied
to LB monolayer films on glass substrates and have been used to examine the LB transfer
process. For multilayer LB films, polarized optical microscopy can provide images of de-
fects such as disclinations and other orientational patterns [46].

Scanning force microscopy has been widely applied to the study of the molecular-
scale structure of LB films. Molecular-scale images of the two-dimensional lattices of a
range of LB films, including fatty acid salts and phospholipids, have been resolved
[47–53]. An image of a three-layer cadmium arachidate LB film is shown in Figure 7a
[54]. High-resolution images of the molecular lattices are shown, as well as Fourier trans-
forms that show distinct spots in reciprocal space. A lower-resolution image shows that
the three-layer LB film reorganizes on exposure to water, yielding one-, three-, and five-
layer regions. Figure 7b shows an image of three-layer LB films that are a mixture of
cadmium arachidate and arachidic acid, having been prepared at pH 5.0, where the fatty
acid head groups are partially ionized [34]. The films have been subjected to a process
known as skeletonization—immersion in benzene to remove the more soluble arachidic
acid.

More recently, the method of scanning near-field optical microscopy (SNOM) has
been applied to LB films of phospholipids and has revealed submicron-domain structures
[55–59]. The method involves scanning a fiber-optic tip over a surface in much the same
way an AFM tip is scanned over a surface. In principle, other optical experiments could be
combined with the SNOM, such as resonance energy transfer, time-resolved fluorescence,
and surface plasmon resonance. It is likely that spectroscopic investigation of submicron
domains in LB films using these principles will be pursued extensively.

Microscopy methods based on nonlinear optical phenomena that provide chemical
information are a recent development. Infrared sum-frequency microscopy has been
demonstrated for LB films of arachidic acid, allowing for surface-specific imaging of the
lateral distribution of a selected vibrational mode, the asymmetric methyl stretch [60]. The
method is sensitive to the surface distribution of the functional group as well as to lateral
variations in the group environmental and conformation. Second-harmonic generation
(SHG) microscopy has also been demonstrated for both spread monolayers and LB films
of dye molecules [61,62]. The method images the molecular density and orientation field
with optical resolution, and local quantitative information can be extracted.

C. Other Methods

Langmuir–Blodgett films can be studied by the full range of optical spectroscopic methods.
Kuhn and coworkers dispersed donor and acceptor molecules in fatty acid LB films and
studied resonance energy transfer using fluorescence spectroscopy [4]. External-reflection
infrared spectroscopy can be used to determine molecular orientation in LB films [63].
While nonresonance Raman scattering is too weak for directly recording the spectrum of a
monolayer at the water–air interface, surface-enhanced Raman scattering (SERS) can be
achieved for LB layers on SERS-active substrates [64]. Growing silver nanoparticles be-
neath the head groups of a fatty acid monolayer enabled the recording of SERS spectra for
the surfactant film [65]. Resonance Raman spectroscopy has been used to study monolay-
ers of the amphiphilic dye cetyl orange at the water surface [66].
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FIG. 7 Scanning probe microscopy images of Langmuir–Blodgett (LB) films. (a) LB film of cad-
mium arachidate transferred onto mica at 30.0 � 0.1 mN m�1. The center image is of a 1-�m � 1-
�m scan of a five-layer film aged under water for 25 hours and shows parts of three-bilayer (left of
image) and 5-bilayer (right of image) regions. The image on the left is a high-resolution scan show-
ing the orientation of the molecular lattice on the three-bilayer-high island on the left of the center im-
age. The image on the right is a high-resolution scan showing the molecular lattice on the five-bi-
layer-high island on the right of the central image. (Reprinted with permission from Ref. 54.
Copyright 1992 American Chemical Society.) (b) Cadmium arachidate/arachidic acid three-layer LB
film deposited onto mica at pH 5.0 before (a, left) and after (c, right) skeletonization by exposure to
benzene. Height profiles (b, d) along the straight lines drawn in the images are shown beneath.
(Reprinted with permission from Ref. 34. Copyright 1996 American Chemical Society.)
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X-ray diffraction has been applied to spread monolayers as reviewed by Dutta [67]
and Als-Nielsen et al. [68]. The structure of heneicosanoic acid on Cu2� and Ca2� con-
taining subphases as a function of pH has been reported [69], as well as a detailed study of
the ordered phases of behenic acid [70], along with many other studies. Langmuir–Blod-
gett films have also been studied by x-ray diffraction. Some recent studies include LB film
structure just after transfer [71], variations in the structure of cadmium stearate LB films
with temperature [72], and characterization of the structure of cadmium arachidate LB
films [73]. X-ray [74,75] and neutron reflectivity [76,77] data on LB films can be used to
model the density profile normal to the interface and to obtain values of layer thickness and
roughness.

III. NANOPARTICLES AND LANGMUIR–BLODGETT FILMS

A. Introduction

Nanoparticles, or “quantum dots,” in the ~2–10-nm size range represent an intermediate
state of matter, with tunable electronic and optical properties between those of molecules
or small clusters and those of the bulk substance [78–80]. A potential application of
nanoparticles is the construction of devices based on single-electron phenomena [81–84].
A quantum dot is placed between the source and the drain of a transistor device. Charge
quantization effects can be observed for quantum dots when the tunneling resistance is high
enough and the capacitance is low enough. In the “Coulomb staircase” effect, the current
versus source–drain voltage (at a fixed gate voltage) will show steplike variations as indi-
vidual electrons tunnel onto the quantum dot. Sweeping the gate voltage at a fixed
source–drain voltage will result in conductance spikes as individual electrons tunnel onto
the quantum dot; the spikes are referred to as Coulomb oscillations. The current steps and
conductance spikes are determined by the quantized energy levels of the nanoparticle. For
example, a single-electron transistor (SET) based on a CdSe nanoparticle bound between
two gold leads on a Si substrate exhibits Coulomb effects associated with the particle bound
inside the ~5-nm gap between the electrodes [85]. Applications in the development of na-
noelectronic devices and quantum computing based on single-electron phenomena are be-
ing pursued. The LB film method facilitates the study of properties of thin films of nanopar-
ticles, but does not provide the ability to place quantum dots onto surfaces in a controlled
arrangement. It is possible to use the LB film transfer method to create a “quantum-well”
structure, such as recently achieved using a layer of CdSe nanocrystals. Quantum-well
structures have been constructed from LB films of pthalocyanines and other organic
molecules [86]. Controlled placement of nanoparticles onto surfaces is currently being pur-
sued using lithography to create patterns of functional groups capable of selectively bind-
ing the nanoparticles [87]. Single-electron oxidation/reduction has been observed using
cyclic voltammetry in self-assembled monolayers (SAMs) of gold nanoparticles modified
by organic ligands [88].

Generation of nanoparticles under Langmuir monolayers and within LB films arose
from earlier efforts to form nanoparticles within reverse micelles, microemulsions, and
vesicles [89]. Semiconductor nanoparticles formed in surfactant media have been explored
as photocatalytic systems [90]. One motivation for placing nanoparticles within the organic
matrix of a LB film is to construct a superlattice of nanoparticles such that the optical prop-
erties of the nanoparticles associated with quantum confinement are preserved. If mono-
layers of capped nanoparticles are transferred, a nanoparticle superlattice can be con-



structed. Methods for the construction of LB films containing nanoparticles include trans-
fer of monolayers of capped particles, in-situ growth of nanoparticles under monolayers,
the reduction of LB films of fatty acid metal salts, and binding of nanoparticles to LB films
[91–95].

B. Langmuir–Blodgett Films Containing Metallic Nanoparticles

1. Formation of Metallic Nanoparticles Beneath Langmuir
Monolayers

Efforts to form metallic particles beneath monolayers were initiated by Fendler (96). Sil-
ver-particulate films were formed by electrocrystallization at the water–air interface.
Monolayers of a dialkylphosphate surfactant were spread in a dish containing a solution of
silver nitrate. A silver electrode was immersed in the subphase, and a platinum electrode
was floated on the water surface. A potential of 1.8–1.9 V was applied. Observation of the
water surface showed a film of silver particles starting at the Pt cathode and growing con-
centrically, covering the water surface at a rate of 1–2 cm2 hour�1. Silver-particle films also
formed under arachidate monolayers and those of another dialkylphosphate, but not under
those of cationic surfactants. No silver-particle film formation was observed on bare water.
Scanning tunnel microscopy on horizontally transferred films showed interconnected sil-
ver spheroids with 20-nm short axes and 30-nm long axes and 10–20 nm in height. A mono-
layer of surfactant-capped silver particles, prepared by photoreduction of silver nitrate in
reverse micelles, adsorbed onto highly oriented pyrolytic graphite (HOPG) slowly removed
from the solution (97).

The electrocrystallization of silver beneath monolayers of 13 different surfactants
was studied [98]. The monolayers were spread in a trough containing an saturated calomel
electrode (SCE) reference electrode, Ag wire counterelectrode, and a silver (or Pt/Ir) work-
ing electrode brought into contact with the surface. The spread monolayer was compressed
to the desired area prior to application of the reducing potential. The application of a po-
tential below �150 mV vs. SCE resulted in the formation of shiny silver-particle films. Sil-
ver-particle film formation was observed under arachidic acid monolayers, two long-chain
dialkylphosphates, and three phospholipids. Transmission electron microscopy (TEM) ob-
servation of horizontally transferred films showed interconnected 40–90-nm-size Ag par-
ticles, as seen in Figure 8. The resistivity in the plane of the film was 5–20 � cm�1. The
mass of silver reduced during a given period of film growth was determined coulometri-
cally from the total charge passed. As the silver-particle films grew radially outward from
the working electrode, it was possible to estimate a film thickness of 60 nm using the mass
of the reduced silver, the film radius, and the density of silver.

It was later demonstrated that silver-particle films could be formed beneath mono-
layers using a reducing agent [99]. Monolayers of four different surfactants were examined
as templates for silver-particle film formation, the most successful being N,N-bis(2-
aminoethyl)-2-hexadecyl-1,3-propanediamide . The monolayers were spread on silver ni-
trate subphases in a circular trough covered by a jar with a dish of formaldehyde placed next
to the trough. The formaldehyde vapor caused slow growth of silver-particle films. In-situ
optical reflectivity was used to monitor the film growth and indicated film thickness in the
range 8–50 nm. The films could not be transferred by vertical dipping; however, horizon-
tal transfer was successful. The optical micrographs of the films growing beneath mono-
layers of dihexadecyl phosphate for 8 hours showed separated fractal treelike aggregates.
After longer periods, the growth patterns gradually took a dendritic appearance. The ab-



sorbance spectra of these films transferred onto quartz after 12 hours showed a peak at 270
nm and a growing plasmon absorbance at 440 nm that became dominant for films exposed
for up to 21 days. Silver films grown beneath monolayers of the propanediamide surfactant
looked different. After 12 hours of exposure, well-separated circular islands were seen that
subsequently enlarged into irregularly shaped islands. The silver ion reduction was faster
under these monolayers. The absorbance spectra after 12 hours showed maxima at 270 nm
and 380 nm, associated with nonmetallic Ag4

2� clusters and with 5-nm-diameter silver par-
ticles. After one week, “interband” transitions, arising from contact of silver particles, were
observed. The lateral resistivity of the films was dependent upon the thickness and con-
nectivity of the silver clusters and islands.

Monolayers of octadecylmercaptan, dioctadecyldithioethylammonium bromide, and
dioctadecyldimethylammonium bromide were used as templates for the growth of gold

FIG. 8 TEM images of silver particulate film formed under dihexadecylphosphate monolayers
(0.45 nm2 molecule�1, 51 mN m�1) by electrocrystallization on a 0.01 M silver nitrate subphase at
�0.200 V vs SCE. The top left shows a representative image from the middle of the film; the top right
shows a representative image from the edge of the film. The bottom left shows an image at higher
magnification. The bottom right shows the diffraction pattern. (Reprinted with permission from Ref.
98. Copyright 1996 American Chemical Society.)



nanoparticles [100]. The monolayers were spread on 0.5 mM HAuCl4. Reduction by car-
bon monoxide or photoreduction initiated by light from a 150-W xenon lamp resulted in
gold particle formation. After exposure to CO for 30 minutes, a color change at the water
surface was observed. Absorbance maxima from 564 to 580 nm were recorded for the three
systems for films horizontally transferred onto quartz slides. Gold particles grown under
the mercaptan had a range of sizes and often appeared as coalesced aggregates. Gold par-
ticles grown under the dithioethylammonium head groups were numerous and smaller.
Gold particles grown under dioctadecyldimethylammonium bromide showed some highly
regular shapes, including triangular, isohedral, and decahedral. The nucleation density and
regularity of the particle growth was sensitive to the environment around the surfactant
head groups. It proved difficult to fit the plasmon absorption bands to the Mie theory, due
to the range of sizes and morphologies.

2. Binding of Metal Nanoparticles to Langmuir Monolayers
Production of LB films containing metallic nanoparticles has been achieved by exploiting
the electrostatic attraction of charged nanoparticles in the subphase to the oppositely
charged head groups of surfactant monolayers [101]. Gold colloids prepared by reduction
of chloroauric acid (HAuCl4) by sodium citrate (12.6 � 2.9 nm) were capped with car-
boxythiophenol. The hydrosols of capped, anionic gold particles were used as subphases
for octadecylamine monolayers. The subphase was adjusted to pH 8 so that the carboxyl
groups on the particles would be fully ionized and the amine head groups fully protonated.
The isotherm of the spread monolayer was observed to expand with time (shift toward
higher area). The substrates were made hydrophobic by depositing one monolayer of lead
arachidate. AT-cut quartz substrates were used for quartz crystal microbalance (QCM) ex-
periments. Mass uptake per LB transfer cycle was linear for the eight cycles studied. A 15-
minute drying time was required between each cycle. The mass uptake corresponded to a
surface coverage of 25% Au particles per layer. The plasmon absorption of the Au parti-
cles near 650 nm was clearly seen in the LB films and was stable for many weeks. In a fol-
low-up study, data at pH 8, pH 9, and pH 11.5 were compared [102]. The mass uptake ver-
sus number of transfers was linear at all pH values, with the slope larger at pH 8 than at pH
9. At pH 11.5, the slope was consistent with transfer of only the octadecylamine monolayer.
The UV absorbance at 650 nm versus number of layers was also linear; films transferred at
pH 11.5 show no absorbance at 650 nm, the wavelength of the particle plasmon absorbance.

The general method was also applied to the assembly of LB films containing capped
silver nanoparticles [103]. Silver nanoparticles (0.73 � 0.12 nm) were prepared by the re-
duction of silver sulfate by borohydride followed by capping with carboxythiophenol. The
capping shifted the plasmon absorption from 386 nm to 405 nm in the hydrosol. The hy-
drosol was used as the subphase for octadecylamine monolayers at pH 9. The �-A isotherm
shifted from a limiting area of 0.20 nm2 on water to 0.45 nm2 on the hydrosol subphase.
Using AT-quartz resonators as substrates, the mass increase per layer was determined up
to 20 layers (Fig. 9a). The slope was greater at pH 9 than at pH 12, where deprotonation of
the ammonium head groups resulted in loss of particle binding. Optical absorbance and in-
terferometry were also used to follow the stepwise buildup of the particle films (Fig. 9b).
A particle surface coverage of 30% per layer was obtained. The surface coverage could also
be controlled using mixed monolayers of octadecylamine and octadecanol [104]. For 9:1
octadecanol:octadecylamine films, the surface coverage of colloidal particles was reduced
to 19.5%. The equilibration time for the surface cluster density at 25 mN m�1 was reported
as near 15 hours. The silver particles could also be coated with a bilayer of lauric acid, and



FIG. 9 Silver nanoparticles capped by 4-carboxythiophenol electrostatically adsorbed to positively
charged octadecylamine monolayers. (a) Mass uptake versus number of layers at subphase pH 12 and
pH 9; the inset shows the contact angle of water versus the number of layers. (b) Absorbance spectra
as a function of the number of layers transferred (left), with the inset showing the plasmon absorbance
at 460 nm versus the number of layers. Thickness versus number of layers as determined by optical
interferometry is shown on the right. (Reprinted with permission from Ref. 103. Copyright 1996
American Chemical Society.)



these particles electrostatically adsorbed onto octadecylamine monolayers [105]. Exami-
nation of lauric acid adsorption onto octadecanethiol SAMs using QCM gave a surface cov-
erage of ~25% at pH 3.5. Above pH 5, no adsorption of a lauric acid monolayer onto the
SAM was detected. The formation of the bilayer of lauric acid on the highly curved parti-
cle surface was attributed to the ability of the chains to interdigitate [106]. The adsorption
of octadecanethiol-capped silver nanoparticles covered with a monolayer of octadecy-
lamine onto arachidic acid monolayers at pH 9 was also successful and gave a particle sur-
face coverage of 15%. The octadecylamine secondary monolayer was adsorbed onto the
silver particles in ethanol after they had been capped with octadecanethiol. The adsorption
of octadecanethiol-capped silver particles covered by lauric acid onto octadecylamine
monolayers at pH 9 gave a surface coverage of 27%.

Using a mixed hydrosol subphase containing both silver (70 � 12 nm) and gold (130
� 30 nm) nanoparticles, the production of LB films containing controlled ratios of the two
was possible [107]. The gold particles adsorbed preferentially at the interface relative to
their fraction in the subphase, with an adsorbed gold particle fraction of 0.7 obtained from
a 1:1 mixed hydrosol. This was attributed to the smaller distortion in the octadecylamine
film adsorbed on the less curved gold-particle surfaces. The cluster density at the interface
took up to 12 hours to stabilize. Gold particles were also adsorbed to octadecylamine mono-
layers from mixed hydrosols of carboxythiophenol-capped silver particles and uncapped
gold particles [108]. This indicated that the capping molecule was transferred from the
capped silver particles to the uncapped gold particles; it was proposed that this occurred dur-
ing encounters between the particles. Transfer onto a gold colloid film improved the pho-
tocurrent response of LB films of a 9-cis-retinal Schiff base derivative [109]. The ITO sub-
strates were immersed in gold sols (1, 3, and 5 nm) prior to transfer of the LB monolayer.

3. Direct Spreading of Metallic Nanoparticles
Spread monolayers of silver nanoparticles capped by octadecanethiol were studied [110].
The silver nanoparticles were generated in sodium bis(2-ethylhexyl) sulfosuccine (AOT)
reverse micelles in isooctane with added aqueous silver nitrate by sodium borohydride re-
duction. Capping by addition of octadecanethiol resulted in the precipitation of the parti-
cles, which were collected and redispersed in chloroform. The mean particle diameters var-
ied from 3.0 to 6.8 nm, increasing with the ratio w � [H2O]/[AOT], which is related to the
size of the aqueous cores of the reverse micelles. The spread monolayers of the capped par-
ticles were too rigid for vertical deposition, so horizontal deposition was used. The areas
per particle in the close-packed monolayers of the three capped particle preparations were
20 (w � 2.5), 58 (w � 5), and 130 (w � 10) nm2 particle�1, clearly showing the depen-
dence on micelle core size, as confirmed by TEM. Brewster-angle microscopy of spread
uncapped particles showed smaller aggregates than for spread monolayers of the capped
particles, which showed large islands. The islands merged to a uniform film on compres-
sion that fractured irreversibly upon expansion. The attraction between the hydrophobic
capping molecules favored extensive aggregation at the water surface.

An extraction method was also employed for the preparation of stabilized silver
nanoparticles [111,112]. A silver-particle sol was added to oleic acid in hexane and emul-
sified. On standing, the silver particles transferred into the organic layer and the oleic acid
adsorbed onto them. Dilution of the oleic acid–stabilized silver particles (d � 10.3 � 0.4
nm) in hexane was used to prepare the spreading solution. The isotherms (Fig. 10a) showed
five distinct regions and indicated a strong degree of immiscibility between oleic acid re-
gions and regions of oleic acid–stabilized silver particles. Regions 1 and 2 are the gaseous
and liquid states of the film. The first plateau (3) along the compression, near 30 mN m�1,
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FIG. 10 (a) �-A isotherms for oleic acid–capped silver particles; the labels refer to the different
phases as described in the text. (b) BAM micrographs at surface areas of (a) 5000-nm2 particle�1, (b)
3200-nm2 particle�1 during compression, (c) 1500-nm2 particle�1 during compression, and (d) 5000-
nm2 particle�1 after re-expansion. The scale bar represents 1 mm. The micrographs are identified by
the letters in the upper left corner of each image. (Reprinted with permission from Ref. 111. Copy-
right 1996 American Chemical Society.)

was interpreted as collapse within the oleic acid regions. Along stage 4, further compres-
sion occurs. The second collapse (5), near 60 mN m�1, was related to collapse of the par-
ticle monolayer. The area per particle, determined from the isotherm regime prior to the
collapse of the particle layer, was twice that for close-packed bare silver particles. The



BAM showed bright regions due to the Ag particles and dark regions occupied primarily
by oleic acid (Fig. 10b). TEM showed monolayer domains of surfactant-coated silver par-
ticles within regions of oleic acid. Vertical transfer onto quartz plates of up to eight layers
with good linearity was reported.

The extraction method was applied to the preparation of surfactant-stabilized
nanoparticles of platinum, palladium, and platinum/palladium alloys [113] using dis-
tearyldimethylammonium chloride. Platinum particles coated by the surfactant were pre-
pared by mixing the surfactant in chloroform with an aqueous solution of H2PtCl6. The
metal salt was extracted into the reverse micelles and reduced by formaldehyde. Surfactant-
coated palladium particles were prepared using PdCl2 reduced by sodium borohydride.
Monolayers were spread from chloroform solutions of the surfactant-stabilized metal par-
ticles. The isotherms showed plateaulike features related to collapse of the surfactant re-
gions of the films followed by a rise to higher pressure until collapse of the particle mono-
layers. Vertical transfer was reported as successful for compressed films if a slow dipping
rate was used. Brewster-angle microscopy showed islands, and TEM showed separate re-
gions of surfactant-coated particles and regions of surfactant. Reflectivity data for the films
on water gave thickness values consistent with monolayer coverage.

Platinum nanoparticles formed by the reduction of H2PtCl6 by sodium borohydride
were capped by polyvinylpyrrolidone [114]. The hydrosol was centrifuged, dried, and re-
dispersed in chloroform prior to spreading at the water–air interface. The average size of
the polymer-stabilized Pt particles was determined using TEM to be 29 nm. The TEM mi-
crographs of the transferred films clearly showed the Pt clusters. It was not possible to im-
age the metal core and polymer shell separately. The Pt core diameter was estimated as 3.8
nm. The II-A isotherms showed a liftoff area of 5.0 � 104 nm2 per cluster. The isotherms
showed little hysteresis, an essentially linear rise up to 18 mN m�1 and back, and a rela-
tively high compressibility. The large liftoff area was attributed to partial detachment of the
polymer from the particles. Quartz Crystal Microbalance (QCM) analysis of the mass
change gave a surface coverage of 50% for the coated particles. X-Ray Photoelectron Spec-
troscopy (XPS) analysis of the Pt 4f electrons showed the presence of some PtO2.

The production of fatty acid–capped silver nanoparticles by a heating method has been
reported [115]. Heating of the silver salts of fatty acids (tetradecanoic, stearic, and oleic) un-
der a nitrogen atmosphere at 250°C resulted in the formation of 5–20-nm-diameter silver
particles. Monolayers of the capped particles were spread from toluene and transferred onto
TEM grids. An ordered two-dimensional array of particles was observed. The oleic
acid–capped particle arrays had some void regions not present for the other two fatty acids.

The spreading of Au55 clusters capped by triphenylphosphine has been described
[116]. The cluster Au55(PPh3)12Cl6 has a metallic core of 1.4 nm and a 0.7-nm-thick shell
[117]. Monolayers of the clusters were spread from freshly prepared solutions in methylene
chloride; the II-A isotherm showed a compact area of 3.7 nm2 per cluster. The films were
compressed above 30 mN m�1 without evidence of collapse. And BAM observation
showed large islands, hundreds of microns in size, merging into a uniform film under com-
pression. The monolayers were transferred onto mica, silicon, and gold. Atomic force mi-
croscopy observation of the boundary of the film edge and bare mica showed a 1.9-nm step.
Scanning tunneling microscopy observation of the film on Au showed some regions of lo-
cally ordered clusters. The cluster Au55(PPh3)12Cl6 was also spread mixed with two differ-
ent polymers and the lateral arrangements of the clusters compared using TEM [118]. For
the case of a polymer with ionizable carboxylic acid groups and incorporation of cys-
teamine in the subphase, a homogeneous distribution of particles was observed.



Two-dimensional arrays of metallic nanoparticles separated by electron tunneling
barriers could potentially exhibit single-electron conductivity effects. Monolayers of do-
decanethiol-capped 3-nm gold clusters were compressed and examined with optical mi-
croscopy [119]. The large extinction coefficient of the particles made direct observation
possible. The surface pressure began to rise near 18 nm2 particle�1, and jagged islands
were seen that did not fully merge until a surface pressure above 5 mN m�1 was reached.
Langmuir–Blodgett monolayers were transferred onto mica at 12 mN m�1. Observation
by AFM confirmed the 3.5–3.7-nm height expected for a monolayer, although bilayers
covered about 10% of the surface. Monolayers transferred onto Si/SiO2 substrates with
interdigitated gold electrodes were treated with a bifunctional capping compound, 2,5�-
bis(acetylthio)-5,2,5,2�-terthienyl. The room-temperature in-plane conductivity was 5 �
10�6 S cm�1 before exposure to the bifunctional capping compound, and increased to 5
� 10�3 S cm�1 after exposure. The bifunctional capping compound displaced dode-
canethiol to some extent and lowered the tunneling barrier between neighboring particles.
And STM measurements of current from the tip through a single particle for cluster
monolayers on gold/mica showed nonlinear features in the I-V curve, suggesting single-
electron tunneling. Clusters of Au55(Ph2PC6H4SO3H)Cl6 self-assembled onto LB mono-
layers of eicosamine showed single-electron tunneling in I-V curves measured at 90 K us-
ing STM [120].

Efforts to determine and explain the surface pressure versus temperature phase dia-
gram of capped metallic nanoparticle monolayers have been reported [121]. In this work,
the point is made that Ve the excess volume, is a factor determining the interactions between
capped particles. Ve is the difference between the size of the capping molecule and the cone
of space projecting away from the nanoparticle surface that it occupies. In this model, the
particle is assumed spherical and the capping agent taken as the cylinder of space occupied
by the stretched hydrocarbon chain. A geometrical calculation can be used to determine Ve

in nm3, which is a function of particle radius and chain length of the capping molecule. Do-
decanethiol- and nonanethiol-capped gold particles, dodecanethiol-capped silver particles,
and oleylamine-capped gold particles of narrow size distribution were examined. Distinctly
different phase diagrams were obtained comparing the regime Ve � 0.35 nm3 (case I) and
0.15 nm3 � Ve � 0.35 nm3 (case II). The phases were assigned by horizontal transfer of the
monolayers at different temperatures and surface pressures followed by TEM examination.
Case I (large free volume) monolayers showed two distinct regions at nonzero surface pres-
sure: foamlike phases and “one-dimensional” phases. The one-dimensional phases were
primarily strings of particles. The foamlike phases, resembling monolayer foams
[15–18,122] or monolayers of latex particles [123,124] consisted of lines of particles form-
ing the cell walls of a two-dimensional foam. Very low coverages were assigned as the two-
dimensional gas phase. For case II (smaller Ve) particle monolayers, the phase diagram con-
sisted of a condensed, hexagonally packed phase at lower temperature and higher surface
pressure and a collapsed, less ordered three-dimensional phase at higher temperature and
surface pressure. The TEM images of horizontally transferred films of 2.8-nm-diameter sil-
ver particles capped by dodecanethiol are reproduced in Figure 11; a hexagonal lattice is
evident, with the occasional vacancy or defect. For very low free volume, the particle
monolayers exist as aggregates. The more closely packed particle monolayers show red-
shifted absorbance spectra.

The cospreading of hexanethiol-capped gold particles with the cross-linking agent
4,4-thiobisbenzenethiol (TBBT) has been reported as a means of producing cross-linked
monolayers of hexanethiol-capped Au nanoparticles [125]. In the presence of TBBT, the



surface pressure rose earlier in the compression of the capped gold particles. The ex-
change/cross-linking reaction was allowed to occur for 6 hours with the film held in a com-
pressed state. Upon reopening the barriers, particle patches as large as 1.0 cm2 were visible
by eye. The UV spectra of the transferred films showed a red shift of the surface plasmon
band, and TEM images showed a close-packed particle structure.

For monolayers of capped silver nanoparticles in the condensed, close-packed
regime, an insulator–metal transition upon compression was observed by monitoring both
the linear (reflectivity) and nonlinear optical (SHG) properties of the film [126]. The mono-
layers were prepared from 2.7-nm silver particles capped by decanethiol or hexanethiol and
4.0-nm-size particles capped by propanethiol. As the film was compressed, the SHG signal
enhancement rose to almost 500 and then fell sharply at the collapse point, remaining con-
stant thereafter near 300. The SHG signal enhancement was normalized to the SHG of the
uncompressed monolayer. Since the SHG is sensitive only to the particles at the water–air
interface, there was essentially no background signal. Compression increased the wave-
function overlap between the metal cores of the capped nanoparticles. Quantum coupling
between the particles was demonstrated by the exponential decrease of ��(2) with increas-
ing center-to-center particle separation. The reflectivity, measured using a white light
source and a diode array detector, dropped, and the plasmon peak flattened at the same
point in the compression. The reflectivity of the monolayer became that expected for a thin
metallic film. The insulator–metal transition was determined to occur when the separation
between the surfaces of neighboring metal cores dropped below 0.5 nm. The transition was

FIG. 11 TEM images of 2.8-nm-diameter silver particles capped by dodecanethiol that were hori-
zontally transferred from the water surface at a surface pressure just below that at which the film
would collapse. The top figure is a higher-resolution image of this phase of particles. (Reprinted with
permission from Ref. 121. Copyright 1997 American Chemical Society.)



reversible upon expansion. Calculation of the second-harmonic response of a hexagonal
lattice of metal particles as a function of the interparticle separation also gave a peak, at-
tributed to the transition from localized states to a bandlike structure [127]. The metal–in-
sulator transition in the monolayer of capped silver particles was also observed using an ad-
mittance method [128]. Two platinum wires were contacted with the water surface, and
admittance was measured over the frequency range 10 kHz to 1 MHz using an inductance
capacitance resistance (LCR) meter. The change in the frequency dependence on compres-
sion was consistent with a transition to metallic conductivity. Monolayers of capped silver
nanoparticles were transferred to HOPG and studied with STM [129], using decanethiol,
hexanethiol, and pentanethiol as the capping agents. The coulomb blockade effect was ob-
served for the LB films of the decanethiol-capped 2.6-nm silver particles but not for those
capped by the two shorter alkanethiols. For the two shorter capping agents, strong quantum
mechanical exchange between particles was inferred.

Monolayers of size-selected 3–5-nm octanethiol-capped silver particles spread and
transferred to TEM grids horizontally at low surface pressure showed wirelike structures
[130]. Strands of nanoparticles, 8–25 nm wide and one particle thick, were observed, as
shown in Figure 12. The “wires” of capped silver particles were microns long and tended
to align roughly parallel with their neighbors. The wires survive LB transfer well. Such pat-
terns could also be produced in computer simulations and were argued as arising from 
the same competing forces that result in stripe patterns in Langmuir films of dipolar 
surfactants [131].

4. Production of Metallic Nanoparticles Inside Langmuir–Blodgett
Films

Gold nanoparticles have been produced photochemically in LB films [132]. Octadecyl-
amine, 4-hexadecylaniline, benzyldimethylstearylammonium chloride, and two phospho-
lipids, dipalmitoyl-L-	-phospatidylcholine (DPPC) and dipalmitoyl-DL-a-phosphatidyl-L-
serine (DPPS), were used to form monolayers on pH 3.7 subphases containing 0.1 mM
HAuCl4. Langmuir–Blodgett transfer onto Si wafers for XPS and AFM, quartz plates for
UV-visible spectroscopy, and carbon-coated Formvar–covered titanium grids for TEM
observation was carried out. The cationic head groups of these monolayers bind AuCl�4
anions, and illumination of these LB films by UV light leads to the formation of gold 
particles. Exposure of a 13-layer octadecylamine LB film to UV light (750 mW cm�2)
followed by examination by UV spectroscopy showed the gold particle plasmon band 
at 550 nm grow as the color of the films changed to deep purple. The gold particles
formed by a photoreduction reaction. The most intense plasmon bands were observed 
for the octadecylamine films. No particle growth was detected for DPPS LB films, and
only a monolayer of DPPC could be transferred. And XPS confirmed that the phospho-
lipids bound very little AuCl�4. Different gold particle morphologies were observed for
the three ammonium head-group surfactants, and it was determined that the most oriented
particles formed for the octadecylamine and benzyldimethylstearylammonium chloride
LB films, which are fully protonated at pH 3.7. The hexadecylaniline was about 50% pro-
tonated at this pH. In the first two cases, well-formed 20–300-nm Au platelets formed,
including twinned crystals and neat triangular single crystals. Irregular-looking gold clus-
ters formed in the hexadecylaniline films. This group has also reported the formation 
of oriented CdI2 particles inside LB multilayers of cadmium arachidate exposed to HI 
vapor [133].



(a)

C. Langmuir–Blodgett Films Containing Semiconductor
Nanoparticles

1. Formation of Semiconductor Nanoparticles Underneath
Langmuir Monolayers

The generation of semiconductor nanoparticles below spread monolayers was first reported
by Fendler [134]. Poly(styrenephosphonate diethyl ester) and its 1:1 copolymer with

FIG. 12 TEM micrographs of wirelike assemblies of silver nanoparticles. (a) Octanethiol-capped
silver nanoparticles of average diameter 3.4 nm deposited from hexane solution. (b) The same parti-
cles deposited from heptane solution. (c) Octanethiol-capped silver particles of average diameter 4.4
nm deposited from heptane solution. (Reproduced with permission from Ref. 130. Copyright 1998
American Chemical Society.)

(b)

(c)



poly(methyl methacrylate) were spread on subphases containing Cd(NO3)2, Pb(NO3)2,
ZnCl2, and InCl3. Infusion of H2S gas into the subphase resulted in nucleation and growth
of nanoparticles of CdS, PbS, ZnS, or In2S3 at the interface. Using reflectivity data, frac-
tional coverages of 0.22 (In2S3 under polymer) to 0.69 (CdS under copolymer) were deter-
mined. For CdS and ZnS, particle sizes near 7.5–8.0 nm were dominant; the other two ma-
terials formed larger structures when examined by TEM on horizontally transferred films.

An effort to use the pH dependence of metal ion complexation to control the size
of CdS particles grown beneath a monolayer was reported [135]. Monolayers of
C16H33C(H)[CON(H)(CH2)2NH2]2 were spread over 0.25 mM CdCl2 at pH values be-
tween 6.1 and 9.1, with increased pH resulting in stronger binding of Cd2�. The limiting
area determined from the isotherms shifts from 0.24 nm2 molecule�1 at pH 6.1 to 0.44
nm2 molecule�1 at pH 9.1. Infusion of H2S gas resulted in CdS-particle growth beneath
the monolayers. The growth of the particle layers was monitored by optical reflectivity.
Films were transferred horizontally onto quartz plates after 3-, 5-, and 10- minute expo-
sures to H2S. The UV absorbance spectra gave absorption edges corresponding to
bandgaps of 2.82, 2.78, and 2.74 eV respectively. The bandgaps correspond to 3–5 nm
particle diameters, respectively. Longer exposures resulted in porous films, 2–3 nm thick,
of disc-shaped particles. Higher pH values favored the formation of smaller particles. It
was found that if the quartz-supported films were illuminated at � � 400 nm in the pres-
ence of methylviologen and benzyl alcohol, electrons excited into the CdS bandgap
would reduce methylviologen.

A further study of CdS- and ZnS-nanoparticle films included electrical and photo-
electrical characterization [136]. It was noted that vertical LB transfer could not be em-
ployed due to the fragility of the films; thus horizontal transfer was employed. Films of CdS
particles were grown of 20–30 nm thickness, while those of ZnS particles were 20–200 nm
thick. Reflectivity data fit to Fresnel equations was used to determine the layer thickness
and effective refractive index of the layer of semiconductor particles using a four-layer
model air/monolayer/particle film/substrate or air/monolayer/particle film/subphase. The
equivalency of the optical parameters obtained for the particle film in the two cases was
taken as good evidence for complete transfer. Optical reflectivity versus time was also use-
ful for monitoring the film growth and determining when the film thickness had stopped in-
creasing. The bandgap for bulk CdS is 2.40 eV; for the 6.3-nm-thick films, the bandgap de-
termined from the absorbance spectrum was 2.54 eV. The bandgap of 2.54 eV corresponds
to an average particle diameter of 5 nm.

CdS and ZnS particulate films formed under arachidate monolayers were investi-
gated [137]. X-ray diffraction was carried out on the films transferred onto Teflon, span-
ning 2.0 mm pinholes. The x-ray diffraction patterns indicated that the hexagonal phase
was dominant. For ZnS, the particles were found to be of the face-centered cubic crystalline
phase (sphalerite). TEM was used to analyze the morphology of the particle film and the
particle sizes after H2S exposure for 3, 15, and 30 minutes. After 3 minutes, CdS particles
were 3.0 � 0.5 nm in size. There were also some conical clusters only 0.6 nm high and 2–3
nm in diameter. As time progressed, the particles aggregated, larger ones appeared, and
chains and discs of particles formed. The bandgap was 2.83 eV for early-stage films with
1 nm “optical thickness,” dropped to 2.6 eV for films of 3.5-nm optical thickness, and then
slowly decreased toward 2.5 eV. The particle films appeared to have layers, the first con-
taining 3–4-nm-thick discs that were 3–8 nm in diameter and were connected. The films
were pictured as interacting arrangements of nanoparticles whose sizes and spatial distri-
bution was governed by the interfacial growth process.



Cadmium sulphide–particle films grown beneath cadmium arachidate monolayers
have been subjected to investigation by scanning electrochemical microscopy (SECM), pho-
toelectrochemical measurements, and STM methods [138]. In the first configuration, the ref-
erence and working electrodes were in the subphase beneath the particle film. The tip of an
STM was used as a working electrode. In the second configuration, the particle film was
transferred to titanium foil placed at the bottom of a Teflon cell. The STM tip was immersed
in the cell for scanning over the film surface. The reference electrodes and counterelectrodes
were immersed in the electrolyte solution, and the light from the end of an optical fiber was
used to illuminate the surface for photoelectrochemical measurements. The films were found
to be subject to photocorrosion in the presence of oxygen. The main products of the photo-
reaction are Cd2� and SO4

2�. The flat-band potential was estimated as �1.3 V. Using STM
to measure current versus voltage, curves showed clear evidence for current rectification.

The morphology of PbS particles was found to depend strongly on the nature of the
monolayer under which they were grown [139,140]. Epitaxial growth of the particles be-
neath the monolayer head groups depended on how well the lattice of the semiconductor
phase being formed matched the spacing preferred by the surfactant head groups. Mono-
layers of arachidic acid, octadecylamine, and mixtures were spread on subphases 1 mM in
lead nitrate at pH 5.8. After compression to 20 mN m�1, H2S gas was introduced. The PbS
particles formed on the lead arachidate monolayers were equilateral triangles, and electron
diffraction showed that they grew epitaxially with the [111] plane parallel to the monolayer
surface. Lead sulphide particles could not be grown under mixed monolayers of 1:5 arachi-
date: octadecylamine. Under 5:1 arachidate: octadecylamine monolayers, subtle changes in
shape occurred, but the triangular particles still formed. The growth of PbS under lead
arachidate monolayers even at zero surface pressure indicated the presence of islands of the
solid phase at very low surface pressure. The Pb–Pb distance was 0.420 nm in the [111]
plane, and thus had only a very slight mismatch with the 0.416-nm spacing of arachidate
head groups. This close match allowed epitaxial growth of crystallites with well-defined
morphologies and orientations. The addition of octadecylamine altered the growth prefer-
ence in a complex manner for 2:1 arachidate: octadecylamine monolayer templates, growth
was oriented along the [100] face at 30 mN m�1, but along the [110] face at 0 mN m�1.
Lead sulphide particles grown under 1:2 arachidate:octadecylamine monolayers were rect-
angular, randomly oriented, and of variable size.

The photoelectrochemical behavior of PbS-nanoparticle films was morphology de-
pendent [141–143]. The PbS nanoparticles grown under arachidate monolayers and under
mixed monolayers of arachidic acid and octdecylamine had regular triangular shapes (equi-
lateral or right-angled), while those grown under hexadecylphosphate had irregular,
nonepitaxial, disclike shapes. The absorbances of the three forms had maxima near 380 nm
and absorption edges near 800 nm. The small differences in the absorbance spectra were
amplified when potential-dependent spectra were recorded for films transferred to ITO-
coated glass electrodes. The photocurrent versus potential onset was different for the three
forms: The onset of the photocurrent was near 0 V for the equilateral triangular particles
but decreased to about �0.35 V for the right-angled triangular particles. The photocurrent
arose from the generation of electron-hole pairs, and these studies showed that this process
is sensitive to particle morphology.

The formation of CdS particles beneath monolayers of N-methyl-p-(p-tetradecyl-
oxystyryl)pyridinium iodide, a cationic surfactant with a hemicyanine portion was studied
[144]. The monolayers were spread on a circular glass trough coated with paraffin, and the
trough was covered by a jar. The CdCl2 subphase also contained EDTA, so the Cd2� was



complexed and in the form of Cd-EDTA with an overall charge of �2. The monolayer was
spread to 0.25 nm2 molecule�1 and H2S gas was injected. The TEM images of transferred
particulate films showed that increasing the concentration of Cd-EDTA2� (0.05–1 mM) or
the reaction time (5–60 min) increased the particle size (15–100 nm).

The formation of CdS and PbS particles under stearic acid has been studied using
BAM and TEM [145,146]. Some H2S gas was injected beneath monolayers compressed to
either 0.20 nm2 molecule�1 or 0.40 nm2 molecule�1 on CdCl2 and observed with BAM. At
0.20 nm2 molecule�1, the initially smooth film broke into floating islands. At 0.40 nm2

molecule�1, separated floating domains were present upon spreading. Injection of H2S
caused the appearance of small bright dots in the image, but did not significantly alter the
domain structures. And TEM showed that the particle films grown under films at 0.20 nm2

molecule�1 covered most of the surface and the electron diffraction pattern had sixfold
spots. In contrast, particle films grown under films at 0.40 nm2 molecule�1 were loosely
aggregated in a random manner. A stearic acid film on Pb(NO3)2 was also treated with H2S
in a similar fashion. And TEM showed the PbS particles shaped like equilateral triangles.
The BAM showed formation of straight ridges at 0.20 nm2 molecule�1, suggesting that par-
ticle formation had induced monolayer collapse. The degree of commensurability between
the lattice spacing of the solid being formed and that of the head groups of the surfactants
was concluded as the main factor determining the changes in the monolayer morphology
upon particle formation. For stearic acid monolayers compressed to 0.20 nm2 molecule�1,
the surface pressure of 37.5 mN m�1 was observed to drop to 20 mN m�1 upon H2S gas in-
jection. Rodlike (100–150 nm long, 5–15 nm wide) as well as dotlike particles (8–15 nm)
were observed by TEM. The rodlike particles were oriented in three essentially distinct di-
rections 120° apart. The arcual diffraction spots were found to fall into two distinct rings of
six spots each, rotated by 30° with respect to each other, and were attributed to two differ-
ent sets of particles. A type of lattice structure not observed for bulk CdS (cubic or hexag-
onal) was identified as consisting of one-dimensionally ordered planes of atoms that were
packed in threefold symmetrical orientations (the rodlike particles). The interaction be-
tween the surfactant and the growing particles is possibly complex enough to alter the lat-
tice structure of the materials being formed.

Cadmium sulphide nanoparticles also grew epitaxially beneath arachidic acid
monolayers. At room temperature, the nanoparticles formed appeared in two crystalline
types, rodlike crystallites 50–300 nm long and 5–15 nm wide that grew in three direc-
tions separated by 120°, and irregular disclike crystals. Selected area diffraction indicated
that the hexagonal form of CdS had formed that possesses a wurtzite type of structure.
The temperature dependence of the head-group packing of monolayers was found to in-
fluence the growth of CdS beneath monolayers of arachidic acid. When CdS particle
growth was induced beneath cadmium arachidate monolayers at 3–4°C, the lowered tem-
perature reduced the growth rate and resulted in the formation of narrower crystallites.
These exhibited an absorption edge at 460 nm versus 500 nm for the CdS crystallites
grown at 20°C [147]. The absorption edge for bulk CdS is 500 nm. The CdS nanocrys-
tals grown at lower temperature also tended to cover the entire surface, whereas those
grown at room temperature were clustered.

2. Binding of Semiconductor Nanoparticles to Langmuir
Monolayers

The binding of semiconductor nanoparticles to LB films was introduced by Fendler [148].
A silanized quartz slide was first coated by a two-layer LB film of arachidic acid. A layer



of dioctadecyldimethylammonium chloride was deposited at 40 mN m�1 on the down-
stroke such that the cationic head groups remained exposed. The substrate was immersed
into a Teflon beaker placed in the trough beneath the dipper containing the hydrosol of CdS
nanoparticles (2.8 nm). The CdS nanoparticle were stabilized by adsorbed hexametaphos-
phate and were thus anionic and bound to the exposed cationic head groups of the LB film.
Complete coverage took 60–80 minutes. Upon emersion, a second layer of dioctade-
cyldimethylammonium chloride was deposited, creating a sandwich structure. The process
was repeated up to 15 times, creating alternating layers of cationic surfactant and anionic
nanoparticles. The STM images on highly oriented pyrolytic graphite (HOPG) revealed
two-dimensional patches of interconnected particles.

It is also possible to allow nanoparticle colloidal solutions to bind to spread mono-
layers by electrostatic attraction and then to transfer the film and bound particles to the sub-
strate by LB dipping [149]. Langmuir monolayers of a 3:1 mixture of stearylamine and be-
henic acid were spread and compressed to 35 mN m�1. A colloidal solution of 5.2-nm CdS
particles was placed beneath the subphase in a beaker. Three hours were allowed for the
CdS particles to bind onto the LB film. Transfer onto a glass plate for measurement of ab-
sorbance and fluorescence spectra or a copper grid covered with a carbon film for TEM fol-
lowed. The presence of the CdS particles in the transferred film was confirmed. The fluo-
rescence emission spectra indicated that binding to the amine head groups passivated
certain defect states, for the emission from these was eliminated and the quantum yield for
the bandgap emission increased 10-fold. The binding of PbI2 particles was pursued in a
somewhat different manner. A stearic acid bilayer LB film was placed in a solution of a di-
cationic, rigid bipolar pyridinium compound that electrostatically adsorbed on top of the
stearic acid bilayer. Subsequent immersion in the colloidal suspension of PbI2, anionic due
to the slight excess of I� used in the preparation, resulted in particle binding, as confirmed
by TEM [150]. Alternating layers of the PbI2 particles and the cationic bipolar spacer com-
pound were also formed on top of SAMs [151].

Cadmium sulphide particles stabilized by hexametaphosphate were used as the sub-
phase for monolayers of dioctadecyldimethylammonium bromide. The anionic stabilized
particles were bound to the cationic surfactant head groups and transferred by vertical dip-
ping to create surfactant monolayer–anionic particle–surfactant monolayer alternating
sandwich structures [152]. The CdS nanoparticles were prepared from aqueous solutions of
Cd(ClO4)2 and (NaPO3)6 adjusted to pH between 8.0 and 10.0; the particle size produced
by the subsequent reaction with H2S decreased with pH (6 nm at pH 8.4, 4 nm at pH 9.4).
The fluorescence wavelength depended upon particle size, and maximal fluorescence was
obtained by adjusting the pH to 10.5 after the particle formation was complete. The ab-
sorption and fluorescence spectra versus number of layers are reproduced in Figure 13. The
absorption edge of 495 nm corresponds to a bandgap of 2.50 eV (Fig. 13a). Time-resolved
fluorescence emission of the CdS nanoparticles was measured on the LB films after exci-
tation by a pulsed, frequency-tripled Nd:YAG laser at 355 nm. The fluorescence decay
curves were fit to a stretched exponential, I � I0 exp[�(t/�)
], where 0 � 
 � 1 is related
to the distribution of lifetimes and � is the peak of the lifetime distribution. A narrow fluo-
rescence emission band that peaked at 495 nm was assigned as the excitonic fluorescence
and that at 670 nm was assigned to emission due to decay of trapped holes (Fig. 13b). Rel-
ative to the sol, the emission peaked at 495 nm was sharpened in the LB film and the trap-
emission band was suppressed. The trap states on the particle surfaces in solution are due
primarily to solvation. Addition of Cd2�, Sr2�, Ag�, triethylamine, or aqueous hydroxide
enhanced the fluorescence intensity from the LB films by factors of up to 3.8 relative to the



FIG. 13 Langmuir–Blodgett films of dioctadecyldimethylammonium bromide incorporating 6.0-
nm-diameter CdS nanoparticles stabilized by 0.2 mM sodium hexametaphosphate. (a) Absorbance
spectra for 2, 3, 4, 5, 6, 7, 8, and 13 layers (bottom to top); the inset shows the linearity of the ab-
sorbance at 450 nm versus the number of layers. (b) Fluorescence spectra (excitation wavelength �
400 nm) for 2, 3, 4, 6, 8, 13, and 18 layers (bottom to top); the inset shows the emission intensity at
480 nm versus the number of layers. (Reproduced with permission from Ref. 152. Copyright 1994
American Chemical Society.)



dry state. The fluorescence lifetime parameter � increased from 10 ns in the sol to 15 ns for
the LB film in water and then decreased to 12 ns for the LB film in aqueous triethylamine.

The binding of carboxylic acid–derivatized CdS nanoparticles to monolayers of oc-
tadecylamine was studied [153]. The CdS hydrosol was prepared by reaction of CdSO4

with Na2S in the presence of a capping molecule, 4-carboxythiophenol. The average parti-
cle size, deduced from the absorption edge and the previously reported absorption edge ver-
sus particle size data, was 3.5 nm. Octadecylamine was spread on the subphase of the CdS
hydrosol. The subphase was kept at pH 9 or pH 12. At pH 9, the amines were protonated
(pKa � 10.6 for the ammonium head group) and the carboxylates unprotonated (pKa �
4.5). At pH 12, the amine head groups were unprotonated, and thus the strength of the at-
traction of the anionic coated CdS particles for the monolayer was adjusted by varying the
pH. After an hour of equilibration at 25 mN m�1, multilayer LB films were formed by
transfer onto quartz, Si, or AT-cut quartz. A monolayer of lead arachidate was deposited
first to make the substrates hydrophobic. Isotherms recorded at pH 9 gave liftoff areas (ar-
eas at which the pressure rises began) of 0.20 nm2 for octadecylamine and 0.55 nm2 after
equilibration with the capped CdS hydrosol. Little effect of the hydrosol on the isotherm
liftoff area was reported at pH 12. The mass uptake (ng cm�2) vs. number of layers was lin-
ear for the 12 layers deposited. From the mass per transfer, a surface coverage of 30% of
CdS particles was determined.

Hydrosols of 6-nm TiO2 particles were used as subphases for monolayers of stearic
acid [154,155]. The pH of the subphase was adjusted to 3.12, and Y-type LB films were
obtained by transfer at 15 mN m�1. The LB films were examined by TEM and showed
closely packed TiO2 particles. FTIR spectra (on CaF2 plates) showed that the hydrocarbon
chains remained ordered, and x-ray diffraction on Si gave a spacing of 12 nm, assigned to
both the particle and the stearate bilayer. In a subsequent study [156], LB films of
TiO2–stearate were prepared on Si made hydrophobic by exposure to HF and on Si made
hydrophilic by UV irradiation. Good-quality films were obtained on the hydrophilic Si, as
evidenced by AFM examination. The surface photovoltage obtained for the TiO2-stearate
on n-type silicon increased, while deposition on p-type silicon decreased the photovoltage.
This demonstrates the potential application of these films in photovoltaic devices.

3. Direct Spreading of Semiconductor Nanoparticle Monolayers
Direct spreading of nanoparticle films at the water–air interface for LB transfer has been
successful. Nearly monodisperse CdSe nanoparticles capped with trioctylphosphine oxide
[157] were spread as Langmuir monolayers [158]. The CdSe particles were prepared by a
pyrolysis procedure in five sizes, from 0.25 to 0.53 nm. The �-A isotherms measured on
these nanoparticles are shown in Figure 14a. The LB films were deposited onto glass slides
coated with a layer of sulfonated polysytrene by a single upstroke, with the coated slide be-
ing immersed prior to spreading of the film. Transfer for TEM examination was performed
using magnetic nickel grids coated with amorphous carbon held onto a thin magnet. The �-
A isotherms shifted with particle size, and the areas per particle in the fully compressed
monolayer were within 15% of the cross-sectional area of the particles. The monolayers
could withstand � up to 65 mN m�1 and were stable over several hours, although the
isotherms were subject to hysteresis. The measured optical absorption and photolumines-
cence spectra (excited at 430, 490, and 540 nm) showed the expected blue shift with de-
creasing particle size (Fig. 14b). Relative to the solution spectra, an additional blue shift at-
tributed to some degradative effect of the water surface was observed. The TEM images
showed a local hexagonal symmetry. Image analysis to obtain a radial distribution function



FIG. 14 Measurements on monolayers and LB films of CdSe nanoparticles of narrow size distri-
bution (a) �-A isotherms for Langmuir monolayers of CdSe nanoparticles of diameter 2.5 nm (curve
a), 3.0 nm (curve b), 3.6 nm (curve c), 4.3 nm (curve d), and 5.3 nm (curve e). The area per nanopar-
ticle was determined by dividing the trough area by the estimated number of particles deposited on
the surface. (b) Absorbance and photoluminescence spectra of the nanoparticles in solution (A, B)
and in monolayers on sulfonated polystyrene–coated glass slides (C. D). The nanoparticle diameters
are 2.5 nm (curves labeled a), 3.6 nm (curves labeled b), and 5.3 nm (curves labeled c). The excita-
tion wavelengths are (a) 430 nm, (b) 490 nm, and (c) 540 nm. (Reproduced with permission from Ref.
158. Copyright 1994 American Chemical Society.)



gave four clearly visible nearest-neighbor shells. An average of 5.7 nearest neighbor parti-
cles per particle was obtained.

Cadmium sulphide particles capped with a copolymer have been prepared as mono-
layers [159]. The polymer used was polymaleic anhydride octadecyl ester. The degree of
esterification was such that the ratio of carboxyl:ester groups was 3:2. An emulsion was
formed by mixing aqueous CdCl2 and the polymer dissolved in chloroform. The lower or-
ganic phase was extracted and gradual injection of thioacetamide resulted in the generation
of H2S. The Cd2� was complexed by the polymer in the form of reverse polymer micelles,
and the reaction with H2S produced CdS particles capped by the polymer and dissolved in
chloroform. The polymer-capped CdS particles were spread, compressed to 30 mN m�1,
and transferred onto CaF2 or Si. The �-A isotherm for the spread polymer-capped particles
was condensed relative to that of the monolayer of the polymer, due to the complexation of
the polymer around the particles. X-ray diffraction gave a single Bragg peak correspond-
ing to a spacing of 6.3 nm. Photoluminescence with excitation at 308 nm indicated energy
transfer between the polymer and the CdS particles. Changing the ratio of carboxylic
acid:ester to 7:1 gave particles quoted as nearly the same size, less than 2 nm [160].

The photoelectrochemical properties of CdS nanoparticles modified with 2-
aminoethanethiol (2-AET) was investigated [161]. The CdS particles were prepared in re-
verse micelles of the surfactant AOT in heptane by reaction of Cd2� with Na2S, followed
by capping with 2-AET. The capped particles (
d� � 2.7 nm) were redispersed in ben-
zene/DMSO. Monolayers were spread on subphases that were 10 mM in the cross-linking
agent glutaraldehyde at 0°C. The subphase temperature was then raised to 25°C, and the
cross-linking reaction was allowed to occur for 1 hour. The cross-linking was carried out
at a ratios of 1.0–6.0 of Alink/ACdS, where Alink was the area to which the particle layer was
compressed before raising the temperature and ACdS � 5.7 nm2, the average area of a CdS
particle. The cross-linked particle monolayers were transferred onto Au/mica modified by
2-AET at 17 mN m�1. Collapse was observed near 19 mN m�1 for all Alink/ACdS ratios; the
limiting areas varied from 8.6 nm2 particle�1 (no glutaraldehyde) to 50 nm2 particle�1

(Alink/ACdS � 6.0). The STM images of LB monolayers prepared from non-cross-linked
CdS particles showed that the particles clumped into islands; in contrast, those prepared
from particle monolayers subjected to cross-linking were well dispersed. Photoelectro-
chemical measurements were conducted in aqueous KCl, with triethanolamine as the elec-
tron donor. The photocurrent onset was at �1.15 V vs. SCE and was zero for more nega-
tive potentials; at zero V it was near 1.4 �A cm�2 for a single-layer film. The photocurrent
was proportional to the number of particle layers transferred with one, two, and three lay-
ers having been examined. The action spectrum had essentially the same wavelength de-
pendence as the absorbance spectrum.

Success in the transfer of multilayer LB films of CdS nanoparticles 2.65–3.40 nm in
diameter stabilized by dodecylbenzenesulfonic acid spread from chloroform was achieved
[162]. The surfactant stabilized the sol against Ostwald ripening, the growth of larger par-
ticles at the expense of smaller ones. In this system, unbound surfactant was not a signifi-
cant part of the spread monolayer. The particle monolayers could be spread in a gaseous
regime and compressed to a densely packed multilayer film four to five particles thick.
Close-packed structures were seen using TEM on the transferred films, and the close-
packed areas from the monolayer regime of the isotherms were consistent with hexagonal
packing. The fluorescence emission (380-nm excitation) of the LB films had a maximum
at 455 nm, compared to 510 nm in the sol. Cadmium sulphide particles capped by hexam-
etaphosphate and by dioctadecyldimethylammonium bromide or hexadecyltrimethylam-



monium bromide have been spread as monolayers [163]. DODAB was present in excess
and formed monolayer regions between the particles. On the other hand, the CTAB-capped
particles were nearly close packed. The fluorescence emission from the particle multilay-
ers was studied down to 8 K. The emission intensity increased down to 30 K and then de-
creased again, due to the presence of shallow surface traps. Scanning tunneling spec-
troscopy was used to measure I-V curves (current versus tip bias voltage) and n-type
semiconductor behavior was observed.

Nanoparticles of the semiconductor titanium dioxide have also been spread as mono-
layers [164]. Nanoparticles of TiO2 were formed by the arrested hydrolysis of titanium iso-
propoxide. A very small amount of water was mixed with a chloroform/isopropanol solu-
tion of titanium isopropoxide with the surfactant hexadecyltrimethylammonium bromide
(CTAB) and a catalyst. The particles produced were 1.8–2.2 nm in diameter. The stabilized
particles were spread as monolayers. Successive cycles of II-A isotherms exhibited smaller
areas for the initial pressure rise, attributed to dissolution of excess surfactant into the sub-
phase. And BAM observation showed the solid state of the films at 50 mN m�1 was fea-
tureless and bright; collapse then appeared as a series of stripes across the image. The area
per particle determined from the isotherms decreased when sols were subjected to a heat
treatment prior to spreading. This effect was believed to arise from a modification to the
particle surface that made surfactant adsorption less favorable.

Monolayers have also been spread from a mixture of an organosol of SnO2 nanopar-
ticles capped by dodecylbenzene sulfonic acid (DBS) and arachidic acid [165]. SnO2 par-
ticles of 4.5 nm average diameter, formed by mixing SnCl2 and aqueous hydroxide, were
peptized with 2.0 M HCl, capped, and then extracted into chloroform to which arachidic
acid was added. The measured II-A isotherms show limiting areas of 22 nm2 (with no
arachidic acid) and 23 nm2 (with molar ratio SnO2:arachidic acid of 10:1). From the ab-
sence of sulfur in the XPS spectra of the LB films and absence of SBO in the infrared spec-
tra, it was concluded that DBS had dissolved in the subphase during spreading and com-
pression. Scanning electron microscopy of a 151-layer LB film on Si showed good
uniformity and domains of about 100-nm size of clusters of particles.

Coulomb blockade effects have been observed in a tunnel diode architecture consist-
ing of an aluminum electrode covered by a six-layer LB film of eicosanoic acid, a layer of
3.8-nm CdSe nanoparticles capped with hexanethiol, and a gold electrode [166]. The LB
film serves as a tunneling barrier between aluminum and the conduction band of the CdSe
particles. The conductance versus applied voltage showed an onset of current flow near 0.7
V. The curve shows some small peaks as the current first rises that were attributed to sur-
face states. The data could be fit using a tunneling model integrated between the bottom of
the conduction band of the particles and the Fermi level of the aluminum electrode.

4. Formation of Semiconductor Nanoparticles Inside
Langmuir–Blodgett Films

The formation of semiconductor nanoparticles and related structures exhibiting quantum
confinement within LB films has been pursued vigorously. In 1986, the use of the metal
ions in LB films as reactants for the synthesis of nanoscale phases of materials was de-
scribed [167]. Silver particles, 1–2 nm in size, were produced by the treatment of silver be-
henate LB films with hydrazine vapor. The reaction of LB films of metal salts (Cd2�, Ag�,
Cu2�, Zn2�, Ni2�, and Pb2�) of behenic acid with H2S was mentioned. The use of HCl,
HBr, or HI was noted as a route to metal halide particles. In 1988, nanoparticles of CdS in
the “Q-state” size range (below 5 nm) were prepared inside LB films of cadmium arachi-



date [168]. The work was motivated by the desire to produce superlattices of Q-state semi-
conductor particles with good lateral contact between neighboring particles. Arachidic acid
was spread on a subphase of 0.3 mM CdCl2. Because the pH was greater than 5, the car-
boxylate groups were complexed with the cadmium ions. The monolayers were transferred
onto glass at 30 mN m�1. The resulting LB films of 1, 2, 3, and 7 layers were exposed to
H2S gas. The bandgap for bulk CdS is 2.8 eV. The absorption spectrum for the gas-treated
LB films was 2.4 eV, suggesting a particle size of 5 nm. The size was estimated using the
results from the electron/hole pair in a spherical box calculation, assuming that the effec-
tive mass of the electron/hole pair was the same as the bulk value. The particle size was in-
dependent of the number of layers. An average thickness increase of 0.3 nm per layer after
CdS particle formation was noted. It was pointed out that either spherical or disclike parti-
cles were possible. In a subsequent x-ray diffraction study of CdS particle growth in cad-
mium stearate, it was found that the layer structure was preserved after successive cycles
of H2S gasing and immersion in aqueous CdCl2 [169]. The absorbance onset was found to
increase over six successive gassing and immersion cycles, from 440 nm after the first cy-
cle to 486 nm after the sixth cycle, still below the bulk onset of 520 nm. X-ray diffraction
showed that the layer structure was weakened during the gassing and then partly restored
during the immersion in aqueous CdCl2. Grazing-angle FTIR showed that particle forma-
tion caused some tilting of the hydrocarbon chains away from the vertical. The lead stearate
LB films were deposited at 30 mN m�1 from the vertical solidlike S phase.

It is not always the case that exposure to H2S gas results in the formation of spherical
nanoparticles and disruption of the LB film layer structure. The exposure of LB films of lead
stearate to H2S gas at 1 torr did not change the layer spacing of 5.05 � 0.02 nm as deter-
mined by x-ray diffraction [170]. The spacing determined was essentially that defined by
the planes of Pb2� ions coordinated to the stearate head groups. Infrared spectroscopy fur-
ther confirmed that the highly ordered structure of stearate bilayers with Pb2� coordinated
to two stearate molecules was not disrupted. The UV-visible absorbance spectrum of the LB
films after gas treatment showed an absorption edge at 690 nm. This corresponded to a 1.4-
eV shift relative to bulk PbS. It was concluded that quantum confinement arose due to the
formation of sheets or lines of PbS within the LB film. An attempt to generate sulfides of
platinum and palladium in LB films of dimethyldioctadecylammonium bromide containing
complex ions of these species resulted in observation of the metal sulfides with blue-shifted
absorbance onsets; however, the H2S treatment also resulted in side reactions [171]. Treat-
ment with hydrazine resulted in the formation of palladium particles of size 3.6 nm.

Production of nanoparticles of CdS, CdSe, CdTe, CdSSe, CdSTe, and CdSeTe was
reported [172, 173]. The particles were produced inside LB films of cadmium arachidate,
a diacetylenic fatty acid, nonacosa-10,12-diynoic acid, and a diacetylenic long-chain fatty
acid with a benzoic acid head group. The H2Se gas for reaction with the LB films was pro-
duced by reaction of FeS and HCl, and the H2Te gas was produced by reaction of Al2Te3

and HCl. The LB films of 2–20 layers were exposed to these gases, and then the absorbance
spectra were obtained. A bandgap of 2.1 eV was obtained for the CdSe particles, 0.4 eV
greater than that for the bulk material. The bandgap for the CdS particles was 2.8 eV ver-
sus 2.4 eV for bulk CdS and was 1.7 eV for CdTe versus 1.4 eV for bulk CdTe. The parti-
cles could be generated inside the LB films of the diacetylenic fatty acids. These films
could then be polymerized by UV irradiation to produce the blue form of the polydiacety-
lene, which could be converted to the red form by heating.

The use of a polymer monolayer to form LB films to be gas treated to form CdS
nanoparticles has been reported [174]. The polymer use was poly(maleic anhydride) ester-



ified with octadecanol such that the ratio of carboxylic acid groups to octadecyl ester
groups was 2:1. The polymer was spread on CdCl2 or PbCl2 containing subphase, trans-
ferred at 18–20 mN m�1, and then exposed to H2S gas; Y-type multilayers were obtained.
The substrates were Si, quartz, CaF2, and glass. X-ray diffraction gave a layer spacing of
5.7 nm. It was claimed that each nanoparticle formed was contained within a single poly-
mer molecule. Very much smaller particles than those produced in stearic acid films were
reported, with the bandgap of PbS produced in the polymer LB films being 3.18 eV as com-
pared to 1.96 eV for stearic acid. It was hypothesized that the particle size could be con-
trolled by varying the degree of esterification of the polymer. It was demonstrated that CuS
nanoparticles could be formed in LB films of this polymer [175]. From the intensity de-
crease of the carboxylate stretching bands during the H2S treatment, it was concluded that
the percent conversion to the carboxylic acid form was 70%, 50%, and 40%, for the cad-
mium-, copper-, and lead-containing polymer LB films, respectively. In another example
of use of a polymer LB film to form CdS nanoparticles, a cross-linked ethylenediamine-
epichlorohydrin “microgel” with stearate side chains was used. CdS particles of 4 nm av-
erage diameter formed on H2S exposure [176].

The treatment of LB films of copper behenate (10–50 layers) with H2S gas resulted
in formation of the semiconductor Cu2S [177]. In this case, the LB films of behenic acid
alone were formed and then exposed to solutions of copper chloride. Conversion of the car-
boxyl groups to carboxylate groups upon copper complexation was confirmed by infrared
spectroscopy. Resistivity measurements versus temperature confirmed the formation of
semiconducting Cu2S in one case, and showed a linear increase in log(R) versus 1/T(K). All
of the samples became insulators on exposure to air; maintaining the conductivity required
storage under vacuum. The formation of Cu2S sheets in some of the sample was concluded
from optical microscopy and resistivity data.

Langmuir–Blodgett films of arachidic acid transferred from subphases containing
CuSO4 and NH3 were used to generate nanoparticles of CuS [178]. The added ammonia
suppressed the formation of a dinuclear complex Cu2(OOCR)4 and promoted formation of
a mononuclear complex Cu(NH3)2(OOCR)2 in the monolayers. The dinuclear species had
poor LB transfer characteristics. For 10 dip cycles, the average transfer ratio was 0.94 for
the mononuclear complex. The UV-visible absorbance curve for the transferred films
showed a peak at 241 nm due to a carboxylate to Cu2� ligand-to-metal charge transfer
band. CuS particles were formed by exposure to H2S gas. The LB film environment stabi-
lized the CuS particles against oxidation. Tapping mode AFM after washing away the sur-
factant with chloroform gave an average CuS particle size of 4.1 nm. And LB films of be-
henic acid spread on subphases containing Cd2�, Hg2�, and mixed subphases of the two
were exposed to H2S gas [179]. Cd2� was not observed in the XPS spectra of LB films
transferred from subphases below 5.3. The LB films of the mixed metal behenate salts ex-
posed to H2S resulted in separate CdS and HgS particles, as deduced by modeling the UV
spectra. Immersion of a film containing CdS particles into a Hg2� solution resulted in ex-
change of Cd2� for Hg2� at the surface, resulting in a HgS shell.

Changes in thermal stability and mass due to the formation of CdS nanoparticles in
LB films were examined [180]. The LB films were formed onto gold-coated quartz oscil-
lators from monolayers of arachidic acid or nonacosa-10,12-diynoic acid on CdCl2 con-
taining subphases. The films were exposed to H2S gas until the mass change indicated com-
plete conversion of Cd2� to CdS. The thermal stability of the H2S-treated films was
reduced, with significant mass loss initiating at ~55°C, compared to minimal mass loss in
the untreated films up to at least ~80°C under mild vacuum. The average CdS-particle size



from TEM was 2.5 nm. A more thermally stable film was obtained if films of just arachidic
acid exposed to H2S gas were then exposed to aqueous CdCl2; however, the mass change
suggested one-third less particle formation. The LB films of the diacetylenic fatty acid
treated with H2S gas and polymerized with UV irradiation were more thermally stable. The
formation of CdS particles inside cadmium arachidate LB films was studied in more detail
using QCM, UV-visible spectroscopy, and electron microscopy [181]. The mass uptake for
10-, 20-, and 40-layer films was studied and was consistent with complete conversion of
Cd2� to CdS. The UV-visible spectra showed an onset near 440 nm, corresponding to 2–3-
nm-size particles. Examination by TEM showed a broader range of sizes, the largest being
14 nm and 2–4 nm being the most common size. Immersion of the films in CdCl2 caused
conversion of arachidic acid back to cadmium arachidate, and further gassing increased the
number of CdS particles present.

The relation between LB film structure and CdS particle formation was studied us-
ing x-ray reflectivity [182]. Langmuir–Blodgett films of nine layers of cadmium arachidate
were deposited on quartz at 30 mN m�1 and exposed to H2S gas for 10, 30, and 60 minutes;
the absorption edge was 455 � 5 nm. The reflectivity data were fit to a model of alternat-
ing stacks of different electron density. It was concluded that the CdS particles retained a
layered arrangement, restricted to 1.4 nm either side of the original planes of metal atoms.
The effect of CdS particle formation on the structure of LB films of cadmium stearate was
studied by AFM imaging of the surface of the LB film [183]. Prior to H2S exposure, the LB
film surface was smooth and the ordered packing of the tail groups of the molecules could
be clearly seen. A rectangular herringbone lattice with a � 0.842 nm and b � 0.510 nm
was evident. After particle formation, the surface became bumpy and the ordered lattice
structure could no longer be resolved. Grazing-angle FTIR was used to follow the effect of
CdS particle formation on the structure of 20-layer LB films of cadmium arachidate [184].
The LB films were subjected to cycles of H2S gassing followed by immersion in aqueous
CdCl2. Analysis of the carboxyl/carboxylate and methyl/methylene infrared modes re-
vealed that CdS particle formation caused significant tilting, but not disordering, of the
alkyl chains. A persistent fraction of arachidate not converted back to arachidic acid was
believed to be capping the CdS particles. Curiously, a study of particle formation of CdS in
cadmium stearate LB films concluded that all of the stearate was converted to stearic acid
after gas treatment [185]. The effect of the transfer pressure on the production of CdS par-
ticles in cadmium stearate LB films was examined [186]. It was found from x-ray diffrac-
tion that the layer spacing was retained when CdS particles were generated in cadmium
stearate films transferred at 37.5 mN m�1, while gas treatment destroyed the periodicity in
films transferred at 25 mN m�1. CdS nanoparticles (3–6.4 nm) formed by H2S gas treat-
ment of LB films of cadmium behenate were exposed to hexane to dissolve away the or-
ganic matrix [187]. The remaining particle film was studied by Raman, infrared, and UV
spectroscopy. In the infrared spectra, it was observed that the surface optical phonon fre-
quencies shifted from 273 cm�1 to 280 cm�1 after the removal of behenic acid. The longi-
tudinal optical phonon mode frequencies seen in the Raman spectra of the CdS particles
were lower than those for bulk CdS.

The photoelectrochemical properties of CdS nanoparticles formed in LB films of
cadmium arachidate on ITO glass (indium tin oxide–coated glass) were investigated [188].
The CdS particles were formed by exposure to H2S gas, and then the cadmium arachidate
structure was “regenerated” by exposing the gas-treated films with aqueous solutions of
CdCl2. Gassing/immersion cycling increased the particle size from 2.3 � 0.7 nm after one
cycle to 9.8 � 2.4 nm after five cycles. The 9.8-nm particles showed UV-visible ab-



sorbance characteristic of the bulk semiconductor. The photoelectrochemical cell consisted
of a Pt counterelectrode, a SCE reference electrode, and a 150-W Xe lamp. Open-circuit
photovoltages as large as �800 mV were observed. The supporting electrolyte was sodium
sulfite. The mechanism for the photoresponse involved creation of electron-hole pairs in
the nanoparticles, followed by oxidation of aqueous sulfite (SO3

2�) to dithionite (S2O6
2�).

The long-term degradation of the photovoltage was due to the photodissociation of CdS
back to Cd2� and S. Electron/hole pairs moved from the initial particle in the LB film to
the electrode surface. Treatment of the CdS-particle-containing LB films with H2Se gas re-
sulted in formation of CdSxSe(I-x) core-shell particles [189]. These core-shell particles con-
tained within LB films exhibited a lower open-circuit voltage and much greater short-cir-
cuit currents under illumination, for the CdSe shell has a lower bandgap.

One of the problems with nanoparticles of CdS and other materials is the presence of
defect states on the particle surface that trap electron-hole pairs. This is similar to the prob-
lem of surface passivation of bulk semiconductors. These states reduce the quantum yield
for radiative electron-hole recombination; passivation can be achieved by binding of
amines to CdS [190,191]. CdS particles prepared from LB multilayers of cadmium arachi-
date by exposure to H2S gas were subjected to 1.0-MeV H� ions [192,193]. The UV-visi-
ble absorption spectra of films gas treated at 80°C had absorption threshold of 430–450 nm
(3.1–3.6-nm particle size) versus 370–390 nm (2.2–2.4-nm particle size). From the in situ
ion-induced emission spectra and photoluminescence (325-nm excitation, He-Cd laser) af-
ter the ion treatment, it was concluded that the ion irradiation removed mid-gap states. The
defect states included those due to Cd0 (formed from Cd2� in CdSO4 generated by heating-
induced oxidation), those due to sulfur atoms, and those due to interstitial sulfur atoms. The
emission due to the trapping states associated with Cd0 and interstitial sulfur were elimi-
nated after irradiation with H�. The emission from the sulfur-related defects eliminated as
well for the particles prepared by gassing at 80°C, the absorption threshold did not change
after irradiation. Time-resolved ion-induced emission showed that the lower-energy emis-
sions (510 nm and 600 nm) had multiexponential decay related to the distribution of pho-
togenerated electrons recombining with trapped holes at the particle surface.

Nanoparticles of CdSe can be formed in LB films by exposure to H2Se gas [194]. The
gas was produced by heating a suspension of FeSe in concentrated HCl. The absorption
edge increased with gassing time from 540 nm after 20 minutes to 578 nm after 125 min-
utes (Fig. 15). Using absorption onset versus particle size data, this corresponds to particle
size increasing from 1.1-nm radius to 1.3-nm radius. The absorption edge for bulk CdSe
was given as 743 nm. By comparing the absorbance versus gassing time for 4-layer and 20-
layer films, it was concluded that not all the Cd2� was converted to CdSe in the 20-layer
film. FTIR confirmed conversion of the arachidate to the acid form upon gassing and a tilt-
ing of the alkyl chains upon particle formation. XPS spectra of the Se 3d-peak showed the
presence of some elemental selenium in the LB films. It was noted that, due to the inelas-
tic mean free path of the photoelectrons, XPS probed approximately the outer 5–6 layers.

In an effort to restrict the location of semiconductor nanoparticles in LB films and in-
hibit aggregation, the formation of CdS in LB films of calixarenes was investigated [195].
Limiting areas of 3.0 nm2 and 1.8 nm2 were obtained on 0.5 mM CdCl2, compatible with
the cross-sectional areas of the calixarenes. Y-type LB films were prepared at 25 mN m�1

on glass, quartz, and silicon. The substrates had been made hydrophobic by treatment with
a silane vapor. After H2S treatment overnight in sealed jars, UV absorbance spectra and
XPS data were obtained. The absorption edge for the CdS particles formed in the calixarene
LB films transferred at pH 5.5 was 3.3 eV as compared with 2.7 eV for films formed in cad-



mium stearate LB films. Smaller-size particles formed in the calixarene LB films than in
the cadmium stearate LB films. The value of the absorption edge decreased with pH, which
corresponded to larger CdS particles formed from films transferred at higher pH, the range
5.5–7.5 being examined. The pH effect was explained as due to greater binding of Cd2� by
the monolayers at higher pH. XPS confirmed the presence of the CdS particles, and the
greater Cd2� content in films transferred at higher pH. The smaller particle size was at-
tributed to restriction of the growth of the CdS particles, to some extent, by the calixarene
cavities. In the case of 1.5-nm CdS particles formed in calixarene LB films [196], the UV
absorbance spectrum showed the presence of three overlapping transitions due to transi-
tions between discrete energy levels of the nanoparticles. The x-ray reflectivity on LB films
before and after H2S treatment showed that the periodicity of the calixarene LB films was
hardly affected. In contrast, the regular periodicity of cadmium stearate LB films was re-
ported as severely diminished. While the CdS particles were too large to be included inside
the calixarene cavities, it was proposed that partial inclusion reduced particle aggregation.

The goal of constructing superlattices has motivated efforts to remove the fatty acid
molecules after nanoparticle formation. CdS-nanoparticle films formed from cadmium
arachidate LB films followed by dissolution of the fatty acid were investigated by QCM
and STM [197]. These films were subsequently investigated by AFM and SEM [198]. The
mass changes detected by QCM were consistent with the increase expected during forma-
tion of the nanoparticles and the decrease associated with dissolving-out of the surfactant
molecules. Removal of the surfactant matrix was achieved by immersion in chloroform. X-
ray reflectivity showed a loss of all the Bragg peaks after the chloroform treatment. The size
of the CdS particles was 4.4 nm when prepared in 20-bilayer LB films and was 2–2.5 nm
when prepared in a single LB bilayer. The nanoparticles arranged themselves in 100-nm tri-

FIG. 15 UV-Visible absorbance spectra of CdSe nanoparticles forming in a 20-layer cadmium
arachidate Langmuir–Blodgett film by repeated H2Se gas treatments followed by recording the spec-
tra. The flat line with the circles (•) is the spectra obtained by gassing a 20-layer arachidic acid film
with H2Se. The lines above this were recorded after gassing the 20-layer cadmium arachidate film for
periods of 20, 40, 60, 80, 105, 125, 145, 185, 1089, and 1109 minutes. The contributions due to the
quartz plate and the LB film were subtracted. The inset shows the absorption onset wavelength ver-
sus gassing time. (Reproduced with permission from Ref. 194. Copyright 1995 American Chemical
Society.)



angular clusters that were often further arranged in needlelike forms. The surface of some
regions of the film was flat enough for atomic-scale AFM or STM imaging, and both meth-
ods showed the lattice periodicity of 0.42 nm expected for bulk CdS. The formation of su-
perlattices of nanoparticles of different types of particles has also been reported [199]. The
superlattices were formed by first exposing LB films of the first metal salt to H2S and then
washing out the arachidic acid with chloroform. This was followed by deposition of a LB
multilayer from a subphase containing a second metal salt on top of the layer of nanoparti-
cles of the first metal sulfide. Exposure to H2S followed by chloroform washing produced
a layer of nanoparticles of the second metal sulfide on top of the first layer. A layered film
of CdS-MgS-CdS-MgS-CdS was prepared and SEM images, viewed edge on, showed a 60-
nm thickness for each layer. And LB films of up to 200 layers of yttrium arachidate were
reported to yield a uniform thin film of Y2O3 upon heating at 550°C [200]. The layers were
characterized by SEM, optical reflectance, grazing-angle x-ray diffraction, and Rutherford
backscattering spectroscopy. It was mentioned that other trivalent metal salt LB films pro-
duced good oxide films, and this was a possible route to thin layers of high-temperature su-
perconductors.

The observation of monoelectron conductivity through CdS nanoparticles formed in
single-bilayer LB films of cadmium arachidate using STM has been reported [201]. Step-
like variations in the current versus bias voltage corresponded to individual electrons mov-
ing onto the nanoparticle. A double-tunneling barrier structure was required, and this was
achieved by positioning an STM tip over a single nanoparticle in the single layer of nanopar-
ticles formed in a bilayer LB film on graphite. More reproducible I-V curves were obtained
in a modified procedure that involved forming the CdS particle directly on a tungsten STM
tip [202]. The tip was immersed and removed from cadmium arachidate monolayer to form
a single bilayer on the end of the tip. The CdS particles were then formed on the tip. Highly
oriented pyrolytic graphite (HOPG) was used as the second tunneling junction. Symmetri-
cal steplike behavior and sometimes unsymmetrical steplike behavior were seen in the I-V
curves, as shown in Figure 16. The unsymmetrical behavior was attributed to charge trap-
ping by an impurity. In 40% of the samples, no steplike behavior was observed, indicating
that a CdS nanoparticle had not formed at the tip during the H2S gas treatment.

D. Langmuir–Blodgett Films Containing Magnetic
Nanoparticles

Magnetic nanoparticles are of interest for their potential application in magnetic recording
media and magneto-optical devices. The initial accomplishments in this area were also
from Fendler [203]. Two layers of cadmium arachidate on silicon were formed by LB trans-
fer of arachidic acid spread on 0.25 mM CdCl2 at pH 5.6. The silicon substrate was raised
through the water surface once and then immersed into a beaker placed in the trough that
contained a dispersion of colloidal magnetic particles. The colloidal magnetic particles
were cationic Fe3O4, 8.1 � 0.5 nm in diameter, previously found to adhere strongly to lipid
bilayers [204]. A third layer of arachidate was deposited over the nanoparticle layer to cre-
ate a sandwich structure. The adsorption of the Fe3O4 particles onto the two-layer Cd
arachidate LB film was followed by optical reflectivity; fitting of the reflectivity versus an-
gle data to the Fresnel matrix equations gave a thickness consistent with the proposed struc-
ture. Repeating the dipping and particle adsorption process resulted in the layered struc-
tures, up to seven uniformly deposited alternating cadmium arachidate bilayer �
Fe3O4-particle layers. These films had magneto-optical properties and showed a Kerr ef-



fect, the rotation of polarization of reflected light during application of a magnetic field par-
allel to the film surface. The Kerr effect also provided a contrast mechanism for imaging
micron-scale domains of magnetic-particle orientation; some rod-shaped domains parallel
to the dipping direction were observed. Fe3O4 particles stabilized by surfactants were later
studied at the water–air interface using BAM and as transferred films using TEM [205].
The TEM images showed ~100–500-nm circular islands of magnetite particles, and further
compression pushed these islands close together. The lauric acid was segregated from the
magnetite clusters. Reflectivity data for the collapsed films gave a thickness of 13.8 nm.
The diameter of the prepared particles was 13.0 � 0.3 nm from TEM analysis.

Another approach to forming LB films containing magnetic nanoparticles used a sus-
pension of Fe3O4 particles (average size � 8.5 nm) as the subphase for monolayers of
poly(octadecene-co-maleic anhydride) [206]. The negative charge of the carboxylate
groups in the polymer monolayer attracted the positively charged Fe3O4 particles. The �-
A isotherm of the polymer on the nanoparticle suspension was significantly expanded, the
limiting area increased from 0.24 nm2 to 0.29 nm2. And BAM observation showed a ho-
mogeneous surface for the polymer monolayer up to the collapse. On the nanoparticle sub-
phase, compression of the polymer monolayer results in the reversible formation of island-
like domains. And TEM revealed a random distribution of the Fe3O4 particles, which were
bound to the monolayer by electrostatic attraction. The LB films of �-Fe2O3 nanoparticles
were prepared by spreading stearic acid monolayers on a dispersion of the nanoparticles
[207]. As for the polymer monolayer, the binding of the nanoparticles expanded the films.
And FTIR confirmed the complexation of the stearic acid carboxylate head groups to the
particles. In an earlier study, a dispersion of 	-Fe2O3 nanoparticles was used as the sub-
phase for stearic acid monolayers [208]. The stearate–Fe2O3 complexes were transferred

FIG. 16 Current versus bias voltage for a CdS nanoparticle on the end of an STM tip. The CdS par-
ticles were formed by exposing a bilayer of cadmium arachidate on the STM tip to H2S gas. The other
conducting surface is a highly oriented pyrolytic graphite electrode. The inset is a plot of differential
conductance versus the bias voltage. (Reproduced with permission from Ref. 202. Copyright 1996
National Academy of Sciences, U. S. A.)



onto a variety of substrates (up to 21 layers), with transfer ratios near unity. Transmission
FTIR showed hydrocarbon chains in trans conformations. Small-angle x-ray data gave a
spacing of 16 nm, consistent with a multilayer Y-type structure with two layers of 	-Fe2O3

particles between the head groups of the stearate bilayers. The absorption spectra of the
films were similar to those of the hydrosol, the absorption edge being near 600 nm. A sub-
sequent study [209] used a polymaleic anhydride polymer with a nitroazobenzene deriva-
tive side chain. And TEM of the transferred films showed domains of closely packed par-
ticles separated by low-density regions. It was noted in this study that a single monolayer
of these particles enhanced the photovoltage response of silicon substrates. In another
study, monolayers of stearic acid were spread on a subphase of a commercial ferrofluid
containing both Fe3O4 (8 nm) and Fe2O3 (17 nm) nanoparticles [210]. The Fe3O4 particles
adsorbed preferentially onto the stearic acid monolayers, which were transferred onto Si or
HOPG for analysis by x-ray diffraction, tapping-mode AFM, and STM. One-dimensional
0.3–0.5-�m chains of particles were found in the LB films, as were 0.1–0.2-�m oval do-
mains having an oblique lattice. The spontaneous organization of these particles was at-
tributed to the magnetic dipole interactions.

A study of the effect of magnetic nanoparticle size on the monolayer behavior aimed
to examine the balance between magnetic dipole forces and van der Waals interactions
[211]. Nanoparticles of �-Fe2O3 in three size ranges were examined: 7.5 nm (� � 0.1 nm),
11 nm (� � 0.15 nm), and 15.5 m (� � 0.2), where � is for a log-normal distribution. The
cationic particles were coated with lauric acid, yielding a precipitate that was redispersed
into hexane for spreading onto the water surface. The �-A isotherms were reproducible af-
ter the first compression–expansion cycle. After normalizing the x-axis to A/Ao, where Ao

is the area per particle in a close-packed configuration, it could clearly be seen that the 7.5-
nm particles attained a much closer packed structure on compression than the larger parti-
cles. For the 7.5-nm-size particles, A/Ao approached unity under compression, while for the
15.5-nm particles, a limit near 1.5 was approached, and II ~ 5 mN m�1 was recorded at A/Ao

~ 4. The particle monolayers on water could be imaged by reflection microscopy. The 15.5-
nm-diameter particles showed stringy, open aggregates, while the 7.5-nm particles formed
a uniformly bright layer that fractured on expansion. And TEM of transferred films showed
that the larger particles were arranged in chains while the smaller particles formed dense
circular islands. The effect of a magnetic field (30 mT) applied across the water–air inter-
face on the isotherm was small but reproducible. The observation of denser aggregates for
the larger particles was viewed as consistent with theoretical expectation for systems with
both dipolar interactions and isotropic interactions.

Langmuir–Blodgett films of iron(III) arachidate have been used as precursors for the
production of ultrathin layers of iron oxide for potential use as magnetic storage media
[212]. Such LB films were transferred from subphases of 0.05 mM FeCl3 onto Si wafers
and glass or quartz slides, the number of layers ranging from 29 to as many as 305. A cer-
tain set of transfer conditions was necessary to produce optimally smooth films. The films
were subjected to three treatments: (1) heating in ambient air up to 350–390°C for 15 min-
utes, (2) heating in ambient air up to 900°C for 1–2 days, (3) heating at 500°C in a tube fur-
nace under a flow of H2 gas. The films heated in air consisted mainly of 	-Fe2O3 (antifer-
romagnetic), and those heated under H2 consisted of Fe3O4 (ferrimagnetic), FeO, and
metallic 	-Fe (ferromagnetic). The types of iron oxides present were determined by analy-
sis of the Fe 2p peak in the XPS spectra, x-ray diffraction, and analysis of the Fe and O con-
tent by ERDA (elastic recoil detection analysis). Only the LB films heated under H2 had
magnetizations potentially suitable for use as magnetic storage media.



If a stearic acid monolayer is spread on a subphase containing CdCl2, MnCl2, and
NaHCO3, LB films containing Mn2� and Cd2� can be obtained and used to produce mag-
netic semiconductor nanoparticles [213]. Such particles have tunable magneto-optical
properties. It was noted that the Cd/Mn ratio obtained in the LB films differed from the
Cd/Mn ratio in the subphase due to the higher binding affinity of the carboxylate groups for
Cd2�. Exposure to H2S � NH3 mixed gas resulted in the formation of nanoparticles of 
Cd1-xMnxS, a magnetic semiconductor. The formation of the magnetic semiconductor par-
ticles within 51-layer LB films was confirmed by analysis of the electron spin resonance
(ESR) spectra. From UV spectra of gas-treated films with x � 0.20, 0.27, and 0.45, parti-
cle diameters near 3 nm (with a wide size distribution) were deduced. And ESR on the gas-
treated film showed a narrow single line, while the untreated films showed six hyperfine
lines. The ESR spectra lost their angular dependence after the gas treatment, indicating that
the particle formation disrupted the layer structure of the LB film. Irradiation of the LB
films with 1.0-MeV H� passivated the surfaces of the particles [214].

Ferroelectric lead zirconium titanate (PZT) particles coated by lauric acid of a size at
most 1 �m were successfully spread at the water–air interface [215]. The particles were ob-
tained by grinding PZT and removing the larger particles by precipitation. A dispersion of
the particles could be spread on the water surface, giving a stable film that could be trans-
ferred. “Fixing” of the transferred layer of particles by applying drops of a solution of lead
acetate, titanium isopropoxide, and zirconium ethoxide was necessary for successful trans-
fer of the next layer. The II-A isotherm reached a pressure near 80 mN m�1 on the first cy-
cle and showed a transition attributed to squeezing out of the lauric acid. And AFM con-
firmed that the interparticle distances were smaller for films transferred from the second
cycle. The firing of the LB films at 250°C for 2 hours burned off the organic components.
A gold electrode was evaporated on top of the films, and graphite tips or STM tips were
used as second electrode to measure the polarization. The polarization versus electric field
showed ferroelectric hysteresis loops.

IV. LANGMUIR–BLODGETT FILMS OF FULLERENES

A. Introduction

The fullerenes and related carbon nanostructures are central to the development of nano-
technology. The fullerenes include the well-known members, C60 and C70, and other
closed-cage compounds of carbon, such as C76, C78, C82, and C84. Fullerenes are widely
promoted as fundamental building blocks for nanoscale devices and systems. An active part
of the effort in fullerene research concerns thin films containing C60 and C70 and synthet-
ically modified derivatives of C60, including the efforts reviewed in this section to study
Langmuir–Blodgett films containing C60 and C70. Due to the enormity of the literature in
the field, the discussion is restricted to LB films. A number of excellent recent books have
reviewed the physical properties of fullerenes [216–219] and nanotubes [220]. The syn-
thetic chemistry of fullerene modification has also been reviewed [221].

The fullerenes were discovered during the pulsed laser ablation of graphite in a he-
lium gas environment [222]. The prominent C60 and other carbon clusters were identified
by time-of-flight mass spectroscopy. In 1990, a method for the production of milligrams-
grams of C60, C70, and other fullerenes was introduced [223,224]. The method involves
resistive heating of a graphite rod in an inert gas atmosphere, helium giving the highest
fullerene yields, to produce soot from which the fullerenes are extracted and separated. The



commercial availability of C60 and C70 and the relative simplicity of the soot production
gave numerous research groups access to C60 and C70.

C60 has the geometry of a truncated icosahedron formed by hexagons and pentagons,
each pentagon being surrounded by hexagons to satisfy the “isolated pentagon rule.” The
C—C bond length is 0.146 nm on the pentagons and 0.140 nm on the hexagons. C60 is the
smallest fullerene to satisfy this rule, C70 being next smallest. The inner diameter of C60
is 0.709 nm, and the outer diameter, including the outer electron cloud, is 1.034 nm. The
bonding would be similar to the sp2 bonding of graphite, but the curvature results in some
sp3 character. C60 crystallizes in a cubic structure with a nearest-neighbor distance of 1.002
nm. While C60 has the well-known soccer-ball shape, C70 is slightly longer along one axis
(inner diameters � 0.796 nm, 0.712 nm). The solid-state phase behavior of C70 is more
complex, the room-temperature phase is hexagonal close packed. The fullerenes C78 and
larger exhibit progressively more geometric isomers, some of which are chiral [225,226]

C60 and C70 are both excellent electron acceptors, and C60 can accept up to six elec-
trons into its 3t1u LUMOs. A Huckel calculation for C60 shows that the HOMOs are 5 hu

orbitals holding 10 electrons. The related � orbitals of C70 are nondegenerate but close in
energy. The ionization energy of an isolated C60 molecule is 7.6 eV, and the electron affin-
ity is 2.65 eV; thus the molecule is expected to be an electron acceptor. Six consecutive and
reversible reduction/oxidation waves were seen using cyclic voltammetry in
acetonitrile/toluene solvent at � 10°C with tetrabutylammonium phosphoroushexafluoride
as the supporting electrolyte. The reduction potentials (vs. Fc/Fc�, ferrocene standard)
were �0.98 V, �1.37 V, �1.87 V, �2.35 V, �2.85 V, and �3.26 V; C70 also exhibits six
reversible reductions at a series of potentials fairly close to those of C60 [227].

The doping of C60 by alkali metals results in stable crystalline phases for M1C60,
M3C60, M4C60, and M6C60, and is achieved by exposing C60 to metal vapors. The ob-
servation of superconductivity at 18 K for potassium-doped C60 (K3C60) resulted in
widespread interest in doped fullerene films [228]. Cs3C60 enters a superconducting state
at T � Tc � 40 K [229]. In exohedral doping, the dopant atom resides outside the C60
cages. Undoped fullerenes exhibit semiconductivity. Doping with alkali metals lowers the
resistivity, with the lowest values reached for M3C60; metallic conductivity is observable
near this stoichiometry [230].

B. Langmuir–Blodgett Films Containing C60 and C70

1. General Properties of Monolayers and Langmuir–Blodgett Films
of C60 and C70

Most studies of spread films of C60 and C70 on water include II-A isotherms, with limit-
ing areas near 0.2–0.3 nm2 molecule�1 indicating the formation of multilayers. The affin-
ity of C60 and C70 for the water surface is low, for they are uniformly hydrophobic. How-
ever, spreading of monolayers giving isotherms with limiting areas on compression near
0.95 nm2 molecule�1, consistent with the size of C60, can be achieved if the concentration
of the spreading solution is low enough. The first report of Langmuir films of C60 [231] in-
cluded the isotherm reproduced in Figure 17; the films were produced by spreading of
0.05–0.1 mM solutions of C60 in benzene. The isotherms were run on a trough using the
Langmuir float method to measure II. The films were very rigid, sustaining surface pres-
sures II � 65 mN m�1. The limiting areas derived from the II-A isotherms of films spread
from solutions of greater concentration were reported to give radii near 0.35 nm, compared
with 0.56 � 0.07 nm for the monolayer films. The multilayer films sustained values of II



near 100 mN m�1. The formation of needle crystals under compression of multilayer films
was sensitive to the presence of residual solvent [232]. The transfer of C60 films com-
pressed to 15 mN m�1 onto silver-coated quartz oscillators raised and lowered vertically
through the water–air interface was reported, and the mass change derived from the fre-
quency change per transfer cycle [233]. The oscillator was lowered and raised five times
over 150 minutes. After each raising up through the interface, approximately 15 minutes
was required for the evaporation of entrapped water. The final frequency decrease per cy-
cle for all but the first was 3.1–3.3 times that expected for a C60 monolayer. The surface-
enhanced Raman spectrum of C60 monolayer deposited on glass covered by silver island
films was reported and the expected C60 Raman peaks, as well as some peaks assigned to
higher-order Raman modes, were assigned [234]. The formation of multilayer films by
C60, C70, and a C60/C70 mixed film was reported in the �-A measurements of Back and
Lennox [238], who also observed a kink in the �-A isotherm of C70, suggesting a reorien-
tation transition.

FIG. 17 �-A isotherms for C60 on a pure aqueous subphase at 21°C: (a) Monolayer prepared by
spreading 50 �L of a 0.1 mM solution in benzene; (b) monolayer prepared by spreading 200 �L; and
(c) a compression–expansion cycle of a monolayer prepared by spreading 100 �L of a 0.5 mM solu-
tion. (Reproduced with permission from Ref. 232. Copyright 1993 American Chemical Society.)



Mixed films of C60 and arachidic acid gave limiting molecular areas near 0.28 nm2

molecule�1, suggesting that the C60 units were embedded in the hydrocarbon matrix.
The molecular areas obtained deviated from that expected for ideal mixing for mole frac-
tions of C60 above ~0.3 [231]. In a related study, a limiting area near 0.17 nm2

molecule�1 was reported for C60 films spread from benzene [236], consistent with for-
mation of multilayers. Equimolar mixed films of C60 with arachidic acid and with dioc-
tadecyldimethylammonium perchlorate (DODMAP) gave reproducible isotherms. The
contribution of C60 to the limiting area per molecule was 0.07 nm2 molecule�1 for the
1:1 C60/arachidic acid films and 0.06 nm2 molecule�1 for the 1:1 C60/DODMAP films.
These observations are consistent with the C60 units residing primarily in the hydrocar-
bon matrix of the mixed films. The UV absorbance spectra of the mixed transferred films
showed three main absorbances at 340, 265, and 220 nm, red-shifted by about 10 nm rel-
ative to those of the solutions in benzene. The peak absorbances were proportional to the
number of layers transferred. The AFM images of the C60 LB film on highly oriented
pyrolitic graphite (HOPG) showed crystallites similar to those obtained from casting of
solutions of C60 in benzene (Fig. 18a). In contrast the AFM images of the mixed LB
films of C60 and arachidic acid were smooth to better than 5 nm (Fig. 18b). The AFM
images of DODMAP/C60 LB films on HOPG showed doughnutlike structures attributed
to DODMAP vesicles for monolayer LB films and the 20 layer films had a rough surface
with 200 nm undulations [237]. In a study of C60 films spread from benzene, limiting ar-
eas below 0.20 nm2 molecule�1 were observed, and the films would not transfer to fused-
silica slides [238]. Equimolar mixed films with stearyl alcohol could be transferred to
fused silica.

Studies of LB deposition of C60, C70, and mixtures with arachidic acid onto glass,
single-crystal silicon, quartz, and aluminum-coated glass were reported [239,240]. The
transfer ratios for C70 films spread from more concentrated solutions were 0.7 � 0.1; el-
lipsometry gave a thickness per transferred layer of 9.5 nm up to eight layers of Z-type de-
position onto silicon. Conductivity measurements, both parallel and perpendicular to the
plane of the film on A1-coated glass and with A1 evaporated top electrodes, were per-
formed. The in-plane measurements were all short circuits, and the perpendicular mea-
surements gave 10�11–10�12 S cm�1. Alternate 35-layer LB films of C60 and copper
pthalocycanine were reported, and the UV spectra contained the unchanged peaks from the
two components [241]. The LB films of 1:4.2 C60 and stearic acid were subjected to four
successive compression cycles; the isotherm shifted closer to that of stearic acid with each
compression cycle. This suggests that the C60 molecules were squeezed out of the hydro-
carbon matrix with successive compressions to form a sheet on top of the stearic acid chains
[242]. X-ray diffraction on 31-layer films gave a layer thickness of 2.9 nm, slightly greater
than that for stearic acid. Using ellipsometry and reflectivity, a refractive index of 1.75 was
determined for the mixed LB films.

BAM observations on C60 and C70 monolayers [243] showed the coexistence of a
two-dimensional gas phase with a two-dimensional condensed phase at high molecular ar-
eas. BAM was used to distinguish monolayer regions from bilayer or multilayer regions, at
least on the microns size range. Upon spreading from dilute solutions (~0.01 mM) at very
large molecular areas, circular domains and foamlike patterns were observed. The forma-
tion and growth of brighter, multilayer “discs” occurred frequently during the compression,
until by 0.80–1.20-nm2 molecule�1 the films contained many multilayer regions. Spread-
ing from concentrated solutions (above 0.1 mM) clearly showed sheetlike regions of dif-
ferent thickness, some monolayer and others multilayers.



High-resolution transmission electron microscopy (HRTEM) was applied to LB
films of C60. Selected area diffraction of the C60 LB film showed a hexagonal symme-
try with a 1.0-nm unit cell. In addition to well-ordered regions, there were amorphous re-
gions where lattice fringes could not be observed [244]. HRTEM was applied to image
C60 films transferred from a subphase that contained dissolved phenol [245]. The �-A
isotherms showed multilayer formation; however, optical micrographs of LB films on hy-
drophobic substrates revealed a smooth texture for the films transferred from the phenol
containing subphase, versus a patchy texture for the films transferred from pure water.

FIG. 18 Scanning force microscopy images. (a) C60 transferred horizontally onto highly oriented
pyrolytic graphite (HOPG) at 25 mN m�1. (b) 1:1 mixed film of C60 and arachidic acid transferred
horizontally onto HOPG at 25 mN m�1. (Reproduced with permission from Ref. 235. Copyright 1996
American Chemical Society.)



The results suggested overall trilayer formation. The HRTEM images of the LB films
transferred from phenol containing subphase onto holey carbon films showed regions of
hexagonal symmetry, regions of distorted hexagonal packing, and amorphous regions.
And HRTEM examination of Langmuir–Schaefer films of C60 on copper grids showed
variations in morphology from area to area; the most ordered regions were consistent
with a reorganization into a face-centered cubic structure [246]. STM images of 20-layer
LB films on HOPG were also shown to have a lattice structure consistent with fcc pack-
ing. X-ray diffraction on the 20-layer LB films of C60 showed no periodicity. An SEM
image of C60:arachidic acid LB films of molar ratio 1:4.2 showed some occasional ag-
glomerates of C60 [247]. Forty-layer LB films prepared from equimolar mixtures of C60
and C70 with arachidic acid showed periodic fringes in small-angle x-ray diffraction, giv-
ing a periodicity of 5.57 nm [248]. This periodicity is similar to that of LB films of pure
arachidic acid (5.62 nm) and represents a bilayer periodicity. It was conjectured that the
film structure is determined by the arachidic acid molecules and that the fullerenes are
immersed in the hydrocarbon chain matrix. Transfer ratios of C60 and C70 of 0.4–0.6
were reported, while those for the mixed films were near 1 for C60 and 0.8 for C70. C60
films examined by STM showed some regions of ordered molecules and some regions of
aggregated molecules. HRTEM images of C60 showed crystalline regions, as well as de-
fects and amorphous regions, while the images for C70 films had smaller crystalline re-
gions. STM of the mixed film of arachidic acid and C60 were mostly smooth with some
small bumps, indicating some C60 aggregation but that most of the C60 was dispersed in
the hydrocarbon chains.

The preparation of good-quality LB films of C60 mixed with poly(p-methyl)phenyl
methacrylate was reported; on the basis of ellipsometry, an average thickness per trans-
ferred layer of 1.6 nm was reported [249]. An AFM study of C60 LB films spread in a
monolayer regime (0.05 mg mL�1 in toluene) and a concentration in a multilayer regime
(0.10 mg mL�1 in toluene) and transferred at different surface pressures was carried out
[250]. The LB films prepared on freshly cleaved mica at 1.0 mN m�1 showed fractal-like
collections of aggregated C60 particles. Transfers at higher pressure showed denser aggre-
gates of similar-size C60 particles at 7 mM m�1; larger particles nearly 2 mm in size were
also found. The smaller size C60 particles were 130 nm in diameter and about 15 nm in
height. Images of LB films transferred at 0 mN m�1 (before the pressure rise) were rela-
tively smooth. In these authors’ experiments, the �-A isotherm appears less steep, and C60
aggregation occurred upon spreading or early in the compression. The size of the C60 par-
ticles depended upon the spreading solvent, with smaller particles seen upon spreading
from methylene chloride.

2. Mixed Monolayers of Fullerenes and Amphiphilic Macrocycles
One of the methods for separating and purifying C60 utilizes their complexation with cal-
ixarenes [251,252]. Fullerene complexation by macrocycles produces water-soluble com-
plexes, as can be achieved by refluxing �-cyclodextrin with C60 [253]. Studies of Langmuir
monolayers of fullerenes spread with amphiphilic derivatives of macrocycles demonstrate
encapsulation of the fullerene as a host–guest complex and at least partial inhibition of
fullerene aggregation. Mixed monolayers of C60 and C70 with an amphiphilic hexa-aza-
crown and an amphiphilic octa-azacrown were studied at the water–air interface [254]. The
azacrowns were functionalized on the ring nitrogens by amide linkages to 3-methoxystyryl,
4-dodecyl ether groups. Mixed films of C60 and the amphiphilic hexa-azacrown showed a
plateaulike feature under compression whose width increased as the C60 content was in-



creased toward 50% (Fig. 19), the plateau was also observed for mixed monolayers with
C70. The plateau was not observed for equimolar mixtures of C60 or C70 with the octa-aza-
crown. The collapse pressure was ~5 mN m�1 higher in the 1:1 mixed films with C70 and
~10 mN m�1 higher for the 1:1 mixed films with C60 than for the monolayer of the pure aza-
crown. The structure proposed for the mixed films has the C60 occupying the azacrown cav-
ities. It was proposed that decomplexation followed by C60 crystallization occurs upon com-
pression for the C60 � hexa-azacrown films; this did not occur upon compression of the C60
� octa-azacrown films. Well-defined LB multilayers could be deposited on either hy-
drophobic or hydrophilic supports. The regularity of the multilayers was confirmed by ob-
servation of Kiesig fringes in small-angle X-ray scattering (SAXS) data. AFM micrographs
provided support for decomplexation of the complexes upon compression. Smooth images

FIG. 19 �-A isotherms of amphiphilic hexa-azacrown (noted as 3 in the figure) and 1:1 mixtures
with C60 and C70 (top) and for 1:1, 1:2, and 1:3 mixtures of C60 and the amphiphilic hexa-azacrown
(bottom). (Reproduced from Ref. 254 with permission of the author. Copyright 1991 Wiley-VCH.)



were obtained for 1:1 mixed films transferred at 5 mN m�1, while C60 crystallites were seen
in films transferred at 25 mN m�1, a pressure above the plateau in the isotherm.

A subsequent study examined mixed monolayers of p-tert-butylcalix[8]arene with
C60 and C70 using II-A isotherm measurements combined with BAM [255]. These authors
prepared the spreading solutions (in chloroform) for monolayer formation from the solid
calix[8]arene:C60 (or C70) complexes, prepared by precipitation from refluxing solutions.
In both the calixarene:C60 and calixarene:C70 monolayers, the isotherms and BAM ob-
servations indicated a transition from a two-dimensional gas phase coexisting with a two-
dimensional condensed phase near zero surface pressure to a condensed phase as the sur-
face pressure increased. The BAM images of the calixarene:C60 monolayers clearly show
large islands (�100 �m) in a dark background (the gas phase). The calixarene:C70 mono-
layers also showed islands, but with inner regions of distinctly different brightness inter-
preted as due to the presence of C70 bilayers, trilayers, and multilayers. Upon compression,
the islands “crashed” into each other, merging and healing, although regions of overlap be-
came visible. The compressed films were reported as fragile and prone to fracture if the
trough was disturbed. The BAM observations provide important information on the mor-
phology of the films.

In a study of mixed monolayers of C60 and p-tert-butylcalix[8]arene, different
isotherm behavior was obtained [256]. The surface pressure was observed to rise at a lower
molecular area (1.00 nm2 molecule�1 vs. 2.30 nm2 molecule�1 in the prior study). Similar
isotherms were observed whether a 1:1 mixture or a solution prepared by dissolving the
preformed 1:1 complex was spread. The UV spectra of the transferred LB films appeared
different than that of bulk C60. It was concluded that a stable 1:1 complex could be formed
by spreading the solution either of the mixture or of the complex. This was confirmed in a
later study by the same group that included separate spreading of the calixarene and the C60
[257]. This is clearly a complex system, for it is pointed out that the calixarene-limiting area
depends on the spreading solvent and is subject to a “memory effect.” In another study,
mixed monolayers and the resulting LB films of C60 with two derivatized calix[4]resorci-
nolarenes and with p-tert-butylcalix[6]arene and p-tert-butylcalix[8]arene were examined
[258]. The C60 in the mixed monolayers with the calix[4]resorcinolarenes was either phase
separated or within the hydrocarbon matrix of the macrocycles. With p-tert-butyl-
calix[6]arene, C60 caused an expansion of the monolayer and was believed to be in the cal-
ixarene and stabilizing the cone configuration. C60 also clearly expanded the p-tert-butyl-
calix[8]arene monolayers and was concluded to be fully encapsulated. The expansion of
calixarene monolayers upon C60 inclusion was attributed to stabilization of the open-cone
configuration and prevention of the calixarene from reorienting on compression from per-
pendicular to parallel to the water surface. Even layer-by-layer LB film deposition was con-
firmed using ellipsometry. SEM images showed that only the p-tert-butylcalix[8]arene LB
films were smooth and free of patches indicative of C60 aggregation.

The suppression of C60 crystallite formation in mixed LB films was attempted by
mixing C60 and amphiphilic electron donor compounds [259]. Observation of the C60 LB
film transferred horizontally by TEM clearly showed 10–40-nm-size crystallites. The
diffraction pattern gave an fcc lattice with unit cell length 1.410 nm. Examination of the
mixed films with arachidic acid by TEM showed extensive crystallite formation. Mixed LB
films of three different amphiphilic derivatives of electron donors with C60 were exam-
ined. One particular derivative showed very little formation of C60 crystallites when LB
films were formed from monolayers of it mixed with C60 in a 1:2 ratio, while two others
reduced C60 crystallite formation but did not eliminate it.



3. Langmuir–Blodgett Films of Synthetic Derivatives of C60
While spreading of C60 and C70 in monolayer states can be accomplished, both are clearly
subject to a tendency to aggregate. Much work has been concerned with the synthetic mod-
ification of fullerenes [221], and the addition of hydrophilic functional groups improves the
prospects for monolayer spreading. One of the first studies of a modified fullerene con-
cerned 1-tert-butyl-9-hydro-fullerene-60, C60 with a t-butyl group and a hydrogen added
across a C60 double bond [260]. The use of a dilute spreading solution gave isotherms con-
sistent with a monolayer, while a more concentrated spreading solution gave thicker films.
This appears to be the first successful spreading of a fullerene as monolayer in a trough us-
ing the Wilhelmy plate method rather than the Langmuir float method. The monolayer
films did not transfer well, but the thicker films gave transfer ratios near unity for transfer
onto single-crystal silicon, quartz, and aluminum-coated glass. Ellipsometry gave a thick-
ness per transferred layer of 5.56 nm [261]. The electrical properties perpendicular to the
plane of the film were studied and a dc conductivity of 10�10 S cm�1 was found, indicat-
ing that the films were insulators.

A comparison of the monolayer behavior of C60, the methylene-bridged C61H2, and
the fullerene epoxide C60O was reported [262]. The behavior of C61H2 and C60O was
similar to that of C60 (monolayer spreading only from dilute solutions); however, C60O
was easier to spread as a monolayer, due to the modest hydrophilicity introduced by the
epoxide group.

A set of C60 derivatives formed by attachment of a N-acylpyrrolidine group was
studied [263]. Derivatives with hydrocarbon acyl groups (methyl, hexadecyl, arachidyl) re-
quired spreading from dilute solutions to attain monolayer rather than multilayer behavior,
a derivative where the acyl group was perfluoroheptyl spread as monolayers regardless of
the concentration [264]. Being more hydrophobic than C60, the fluorocarbon chains pref-
erentially orient away from the water surface and inhibit fullerene aggregation.

C60 modified by nucleophilic addition of dodecylamine forms C60-(NH-(CH2)11-
CH3)x where x � 5 � 2 by elemental analysis and the dodecyl chains are randomly dis-
tributed [265]. In situ neutron reflectivity data on the C60 films and of the C60-dodecy-
lamine adduct at the water–air interface were obtained. These authors report obtaining
limiting molecular areas of 0.10–0.40 nm2 molecule�1. The neutron reflectivity data were
fit to a model consisting of two slabs and yielded a total film thickness near 10.0 nm. Within
this total thickness, the film is rough, with many areas 8–9 molecules thick and other, thin-
ner regions 2–3 molecules thick. In the model, the lower slab consists of C60 units and wa-
ter, and the upper slab consists of C60 units and air. The C60-dodecylamine adduct exhib-
ited reproducible monolayer spreading with II rising near 1.50 nm2 molecule�1. Both
neutron and x-ray reflectivity data were obtained on the films of the C60-dodecylamine
adduct. Fitting to a three-box model (chains � water, C60 units, chains in air) gave a thick-
ness for the fullerene slab of 1.1 nm, larger than that for a completely smooth C60 mono-
layer of 0.82 nm. The surface roughness of the C60-dodecylamine films was 0.4 nm, as
compared to nearly 10.0 nm for the C60 films.

A C60 derivative with an attached fluorinated chain gave a limiting area of 0.78 nm2

molecule�1 [266]. It was reported that this film was so mechanically rigid that it pushed the
Wilhelmy plate out of the water at II ~ 14 mN m�1. The monolayer spreading of this com-
pound arises from the even greater hydrophobicity of the fluorocarbon chains and their ori-
entation away from the water surface. The LB films with a fluorinated tetrathiafulvalene
derivative did not show evidence of charge transfer in their UV spectra.



Matsumoto et al. reported the first C60 derivative made hydrophilic in a manner such
that it spread nicely with a hydrophilic group immersed in the subphase [267]. This C60
derivative had a single chain with two carboxy groups terminated by a carboxyl group. The
limiting area obtained was 0.78 nm2. The films successfully transferred onto hydrophilic
substrates by vertical dipping to form LB monolayers or multilayers. The red shift of the
260-nm and 320-nm C60 peaks in the UV spectra indicated close packing of the C60 units.
Reflection and transmission infrared spectra were used to determine the molecular orienta-
tion in the LB films. Analysis of the relative intensities of the C—O—C and CH2 stretch-
ing modes was consistent with a molecular orientation in which the attached chain was at
an angle to the surface. Hydrogen bonding between the carboxyl groups of neighboring
molecules within a single layer was observed, because the absorption due to carboxylic
acid dimers was observed. And AFM of a single monolayer transferred onto mica showed
a relatively smooth image, although holes and some bilayer regions were clearly observed.
The area fraction of the monolayer regions was estimated as 88%.

The characterization of the monolayer behavior of eight related C60 derivatives was
reported [268–270]. The isotherms of a set of three monofunctionalized ester derivatives
(ethyl, propyl, and dodecyl) gave limiting areas consistent with multilayer behavior: 0.28
nm2, 0.32 nm2 and 0.40 nm2, respectively. Functionalization of C60 solely by alkyl chains
was not sufficient to inhibit aggregation of C60. More hydrophilic derivative bearing a
bis(triethyleneglycol monomethyl ether group) spread as a monolayer with a broadly rising
isotherm and a limiting area of 0.94 nm2. The introduction of bis(ethoxycarbonyl)methy-
lene groups onto C60 was found to give monolayer spreading. The limiting area was lower
for the equatorial form than for the two trans forms of these compounds. An equatorial tris
isomer spread as a monolayer and showed transitions from gaseous to liquidlike to a solid-
like phase coexisting with bilayers. Monolayers of this C60 derivative compressed above
35 mN m�1 and expanded did not show monolayer behavior upon recompression, sug-
gesting that the formation of bilayers at higher II was irreversible. The films were exam-
ined on water with BAM, on LB films on mica with AFM, and on quartz using UV spec-
troscopy.

A number of additional monosubstituted C60 derivatives were investigated [271].
Derivatives bearing two methoxyphenol groups, a pentanoic acid group, and a methyl pen-
tanoate group were all subject to varying degrees of multilayer formation. A derivative
bearing a bis phenol group was sufficiently hydrophilic to spread as a monolayer. Esterifi-
cation of the pentanoic acid group with hydrocarbon and fluorocarbon alcohols gave
derivatives that spread as monolayers. The derivative esterified with the fluorinated alco-
hol could form good Z-type LB films. An absorbance band characteristic of aggregated
C60 [272] was not observed in the LB films. A Diels–Alder adduct of C60 and 8-(9-an-
thryl)-7-oxaoctanoic acid was pursued as a compound that could form good monolayers
and ordered LB films [273]. Heating of the LB films to reverse the Diels–Alder reaction
and drive out the anthracene derivative was proposed as a way to produce ordered multi-
layers of pure C60. The limiting areas of this derivative were 0.7–0.9 nm2, depending on
the conditions, and the collapse pressures were 50–60 mN m�1. FTIR confirmed dimer-
ization of the carboxyl head groups within a layer by hydrogen bonding. While the trans-
fer ratios indicated formation of Z-type films, after the transfer x-ray diffraction indicated
transformation to a bilayer Y-type film structure. The heating of multilayer LB films im-
mersed in ethanol/water at 70°C for two days confirmed the removal of 40% of the an-
thracene derivative. UV and FTIR spectral data confirmed the formation of C60 in the LB



films, although complete conversion to C60 multilayers did not occur. C60 covalently at-
tached to a cryptate has been prepared and found to form monolayers; it was impossible to
separate the bound sodium from the cryptate and study the effect of adding NaCl to the sub-
phase on the isotherm [274]. Four different C60-glycosides were also studied, which ex-
hibited varying degrees of monolayer stability. It was found that with benzyl-protected glu-
cose hydroxyls monolayer spreading was not achieved. Monolayers of benzo-18-
crown-6-methanofullerene were studied by BAM and UV-visible spectroscopy [275]. It
was found that the limiting area of 0.84 nm2 was increased to 1.01 nm2 on 1.0 M KCl sub-
phase. BAM showed smooth films under compression. It was proposed that the K� cations
complexed to the crown ether increased the hydrophilicity and expanded the films. Mono-
layers of C60 attached to azacrowns showed an increase in limiting area from 0.90 nm2 to
1.10 nm2 on going from pure water to a 1 M KCl subphase [276].

The first report of spread films containing C60 side-chain polymers concerns spread-
ing of a C60-containing polyamic acid amine salt that formed a LB film that could be con-
verted to a polyimide upon heating [277]. Another report involved a tri-arm polyethyle-
neoxide, each arm terminated by an azide group reacted with C60 to attach a C60 unit to
the end of each of the three chains [278]. This proved to be an effective way to prevent the
aggregation of C60 on the water surface, for monolayers of these tri-arm C60 copolymers
exhibited a surface pressure rise starting at 13 nm2 arm�1. The monolayers became rigid
and compact if compressed above 10 mN m�1.

4. Electrochemical Properties of Langmuir–Blodgett Films of C60
and Its Derivatives

Fullerenes are electron acceptors; C60 is capable of accepting up to five electrons re-
versibly in benzene solutions. In principle, it can accept up to six electrons in its LUMO.
The electrochemical behavior of LB films containing C60 derivatives was first studied by
Bard and coworkers [279] using cyclic voltammetry (CV), scanning tunneling microscopy
(STM), and scanning electrochemical microscopy (SECM). Solvent-cast films were stud-
ied [280] and compared with LB films. The CV scans for films solvent-cast onto Pt and
glassy carbon electrodes were conducted in acetonitrile at a series of potential scan rates
and with different negative potential limits. By varying the negative potential limit, it was
possible to subject the film to only the first reduction, to the first and second reductions, to
three consecutive reductions, or to four consecutive reductions. The first cathodic peak po-
tential (Epc) was �1.16 V, and the corresponding anodic peak potential (Epa) was �0.72 V,
measured at 20 mV sec�1 using a silver quasi-reference electrode. The large separation be-
tween the cathodic and anodic peak potentials, found to increase if the scan rate was in-
creased, indicated structural reorganization of the film during the reduction/oxidation cy-
cle. The peak separation of 445 mV could be compared to that of 60 mV for C60 dissolved
in benzene, the expected value for a diffusing, reversible one-electron redox species. In
principle, reversible immobilized noninteracting redox species should exhibit no separation
between their reduction and oxidation peaks. The solvent-cast films were ~0.2 �m thick,
equivalent to ~160 layers and thus much thicker than the LB films. The amounts of charge
passed during the first reduction and reoxidation waves were slightly less than that ex-
pected for one-electron reduction of all the C60 in the film. The structural change occur-
ring during the reduction process involved rearrangement of the C60� anions to accom-
modate the tetrabutylammonium (TBA�) counterions. The initial C60 film consisted of
crystallites in the face-centered cubic structure known for C60. Accommodation of the
large counterions required rearrangement of the film structure. As the TBA� counterions



left during the reoxidation, a more resistive and compact film of diminished solvent acces-
sibility formed, an effect confirmed by observing the loss of peak current during continu-
ous cycling. Extending the negative potential limit revealed a smaller peak splitting of 160
mV for the second reduction and reoxidation waves (Epa � �1.22 V, Epc � �1.38 V at 20
mV sec�1). The amount of charge passed was equivalent to 50–70% of the C60� present.
The product of the third reduction was inferred to be chemically unstable, and the fourth
reduction was an irreversible multielectron process. The behavior in the presence of elec-
trolytes containing Li�, Cs�, and K� cations was studied; for Cs� and K� an overall three-
electron reduction appeared to occur in one wave. The structural rearrangements and over-
all redox processes for C60 films were dependent on the nature of the cation. The STM
observations of the initial C60 films could distinguish the individual C60 molecules; how-
ever, good STM images after reduction could not be obtained. And SECM observations in-
dicated that the initial films were nonconductive and that after reduction cycling became
less conductive but more uniform in their topography. Electrochemical quartz crystal mi-
crobalance (EQCM) experiments, combined with evidence from laser desorption mass
spectrometry (LDMS), indicated that there was some loss of C60� from the film upon re-
duction, in addition to uptake of the TBA� counterions [281]. The TBA� counterions re-
mained trapped inside the film after reoxidation.

The LB films of C60 were successfully transferred to alkylthiol-modified gold and
to iodine-modified polycrystalline Pt and Au, which are all hydrophobic surfaces. The LB
films were prepared having 1–5 layers. The observed peak splitting for the first reduc-
tion/oxidation process was smaller, 150 mV, as compared with 580 mV at 200 mV s�1

scan rate (Fig. 20). The transfer of monolayers by vertical dipping was successful if hy-
drophobic substrates were used at surface pressures of 5–10 mN m�1. Films transferred
at II � 30 mN m�1 were reported as visibly patchy. The peak splitting for the first re-
duction/oxidation process was near 400 mV for the LB films formed from multilayer
films spread from more concentrated solutions; this value is closer to that of the solvent-
cast films. LB monolayers and drop-cast films of ethylenediamine-modified C60
(C60EA) and its tetramethyl ester (C60EM) were studied by cyclic voltammetry in ace-
tonitrile [282]. The CV scans for the LB film of C60EM were less reversible than for
drop-coated films on ITO electrodes. The LB films and drop-coated films of C60EA gave
similar CV behavior.

The electrochemical behavior of the C70 solvent-cast films was similar to that of the
C60 films, in that four reduction waves were observed, but some significant differences
were also evident. The peak splitting for the first reduction/oxidation cycle was larger, and
only about 25% of the C70 was reduced on the first cycle. The prolate spheroidal shape of
C70 is manifested in the II-A isotherm of C70 monolayers. Two transitions were observed
that gave limiting radii consistent with a transition upon compression from a state with the
long molecular axes parallel to the water surface to a state with the long molecular axes per-
pendicular to the water surface.

Monolayers of 1-tert-butyl-1,9-dihydrofullerene-60 on hydrophobized ITO glass ex-
hibited three well-defined reduction waves at �0.55 V, �0.94 V, and �1.37 V (vs. satu-
rated calomel electrode, SCE), with the first two stable to cycling [283]. Improved transfer
ratios near unity were reported. The peak splitting for the first two waves was 65–70 mV,
much less than reported for the pure C60-modified electrodes. The reduction and oxidation
peak currents were equal; however, the peak currents were observed to be proportional to
the square root of the scan rate instead of being linear with the scan rate as normally ex-
pected for surface-confined redox species.



C60 has been used to produce solvent-cast and LB films with interesting photoelec-
trochemical behavior. A study of solvent-cast films of C60 on Pt rotating disc electrodes
(RDEs) under various illumination conditions was reported [284]. Iodide was used as the
solution-phase reductant. The open-circuit potential shifted by 74 mV per decade of illu-
mination intensity from a continuous wave (cw) argon-ion laser. The photocurrent versus
power was measured at �0.26 V under chopped illumination (14-Hz frequency, vs. SCE)
up to 30 mW cm�2 and was close to linear. The photoexcitation spectrum (photocurrent
versus wavelength) was measured at 0.02 V (vs. SCE) from 400 to 800 nm and found to be

FIG. 20 Cyclic voltammograms of Langmuir–Blodgett films of C60 on a gold electrode made hy-
drophobic by exposure to octadecylmercaptan in ethanol. The measurements were performed in 0.1
M tetrabutylammonium tetrafluoroborate in acetonitrile. The LB films were prepared by vertical dip-
ping. (a) Monolayer formed by spreading 50 �L of 10�4 M C60, transferred to substrate at � � 5
mN m�1; (b) same as (a) but transferred at � � 20 mN m�1; (c) monolayer formed by spreading 100
�L of 5 � 10�4 M C60, transferred at � � 50 mN m�1; (d) repetitive scans under the same condi-
tions as in (c); and (e) C60 � arachidic acid 1:1 mixture transferred at � � 5 mN m�1. The potential
scan rate was 0.2 V s�1. (Reproduced with permission from Ref. 232. Copyright 1993 American
Chemical Society.)



similar to the absorption spectrum of a sublimed film. Photoactivity extended to 720–740
nm, corresponding to a bandgap of 1.7 eV. The dark current of the films was quite large.

Some LB monolayer films of a series of pyrrolidine derivatives of C60 were studied
on SnO2 electrodes in 1 M KCl electrolyte solution [285]. The C60 derivatives themselves
exhibit three successive reductions at potentials slightly different from those of the parent
C60 when studied dissolved in acetonitrile with 0.1 M (n-butyl)4NClO4. To avoid the elec-
troactivity of oxygen, the measurements were performed under a nitrogen atmosphere.
Oxygen quenches the triplet excited state of C60. Using an excitation wavelength of 355
nm, anodic photocurrents near �120 nA were observed that rose to �19 nA to �38 nA
(�65 nA to �92 nA if N2 bubbling was maintained). The anodic photocurrent increased
with bias voltage over the range studied. The effect of adding ascorbic acid as an electron
donor or methylviologen as an electron acceptor into the electrolyte solution was examined.
Addition of ascorbic acid caused an increase in photocurrent up to 1.9 mmol with a slope
of 120–200 nA mM�1, followed by a nonlinear relation that leveled off at higher concen-
tration. The photocurrents could be switched on and off tens of times with little change.
Methylviologen was found to reduce the photocurrents. A positive bias and a soluble elec-
tron donor resulted in optimal photocurrent generation for these LB films. The triplet state
of the C60 generated on illumination is a much stronger electron acceptor, having a reduc-
tion potential near 1.14 V vs. SCE. The intersystem crossing rate from the singlet to the
triplet state is high. Illumination in the absence of an electron donor resulted in the reduc-
tion of the fullerenes by water, with the generation of O2 quenching the triplet state unless
it was removed by N2 bubbling. In the presence of ascorbic acid, the excited triplet state
fullerenes were reduced by the ascorbic acid and O2 was not generated. Quantum yields of
1.2%–8.2% were reported.

In a subsequent study, a C60 derivative formed by reacting glycine methyl ester and
C60 under photochemical conditions was used to prepare monolayer LB films on the SnO2

electrodes [286]. A limiting area of 0.95 nm2 and a transfer ratio of 0.90 were reported.
Similar photoelectrochemical behavior as the C60-pyrrolidine derivatives was reported. A
quantum yield of 2.5% was reported. The photocurrents appeared higher for those deriva-
tives with more electron-donating groups. For an aminodicarboxylate derivative [287], the
photocurrent exhibited a linear increase versus bias voltage from �0.35 V to 0.40 V vs.
SCE of 0.1 nA mV�1. Photocurrent saturation was not observed for illumination intensities
up to 2.10 mW cm�2. The maximum quantum yield was 3.0% in this case. The photocur-
rent spectrum tracked the absorbance spectrum very closely. In a study of C60 iminodi-
acetic acid ester, it was observed that the photocurrent increased with pH, an effect at-
tributed to more effective oxidation of water, whose redox potential drops with pH [288].
Another derivative studied was also a pyrrolidine derivative, a quantum yield of 1.9% be-
ing reported [290].

A set of dicarboxylic acid derivatives of C60 was prepared [291]. The monolayers
were stabilized by dissolved cations, and the II-A isotherms were sensitive to pH. For these
derivatives, the photocurrent was reported as cathodic, increased in the presence of O2, and
was favored by a negative bias. The photocurrent changed from cathodic to anodic when
the pH increased above ~6 [292]. In this case, C60 was derivatized by the tetramethyl es-
ter of ethylenediaminetetraacetic acid (EDTA) and then hydrolyzed to the tetraacid form.
The limiting areas from the II-A isotherms were 1.25 nm2 and 1.02 nm2, respectively. The
lower limiting area of the tetraacid form was attributed to hydrogen bonding between the
carboxyl groups. The LB transfers were carried out at 15–20 mN m�1, below the collapse
pressures, which were 18–25 mN m�1 for these compounds. Above the collapse pressure,



the isotherms indicated a monolayer-to-bilayer transition. Transfer ratios of 0.95 onto
quartz or ITO plates were reported. On quartz, two of the UV peaks underwent a red shift
relative to the solution-phase spectrum. The derivatives exhibited four well-defined re-
versible redox waves at potentials not more than 15 mV different from those of C60. For
the tetramethylester derivative, illumination of the LB films resulted in an anodic pho-
tocurrent that increased upon addition of ascorbic acid or quinone as electron donors up to
a limiting value. Addition of large amounts of the electron donor methylviologen was able
to reverse the direction of the photocurrent. The photocurrent of the LB films of the tetra-
acid was strongly pH dependent, being cathodic below pH ~6 and anodic above. The pho-
tocurrent of the tetramethylester form was not pH dependent. In the proposed mechanism
for the cathodic photocurrent, the excited C60 accepts an electron from the conduction
band of the ITO electrode that is then accepted by the viologen from the C60 radical anion.
In the mechanism for the anodic photocurrent, the excited C60 accepts an electron from the
electron donor in solution, and an electron is transferred from the C60 radical anion to the
conduction band of the ITO electrode. The pH regulates which process is preferred.

In two other studies, it was observed that C60 in LB films can quench the fluores-
cence of pyrene [293] and of 16-(9-anthroyloxy)palmitic acid [294] by photoinduced elec-
tron transfer. In these studies, both C60 and the electron-donating fluorophore were incor-
porated into a tricosanoic acid LB film in different ratios.

5. Superconductivity in Langmuir–Blodgett Films of C60 and
Derivatives

Superconductivity was observed in LB films of C60 doped with potassium using ESR spec-
troscopy [295,296]. LB films of 50 layers were prepared on sheets of poly(ethylene tereph-
thalate) and placed in quartz ESR tubes. Potassium metal was introduced into the other end
of the tube, which was the placed in a double furnace and heated in vacuum. The tempera-
ture near the end with the LB films was 200°C, that near the side with potassium was
150°C, and the doping time was varied up to 700 minutes. The optimal doping time was
near 500 minutes. For C60 LB films doped for near this amount of time, a low-field ESR
signal was observed below 8.1 K, indicating the transition to a superconducting state. The
low-field signal ESR method does not require electrical contact with the sample, allows the
sample to be kept away from air, and is sensitive to very small sample sizes and to the for-
mation of small superconducting regions within a sample. This value of Tc is lower than
that for the bulk C60 doped to K3C60 of 18.6 K. Intermediately doped species can undergo
the superconducting transition, while both C60 and K6C60 are insulators. Horizontally
transferred LB films of C60 doped by heating with K metal, Rb metal, RbN3 (rubidium
azide), and KN3 were studied using ESR [297]. There was no evidence of charge transfer
between C60 and potassium, although the ESR signal was observed to decrease. It is inter-
esting to note that the spin density in the LB films was 10 times that of C60 powder (10�3

per molecule vs. 10�4 per molecule). No low-field signal was observed from films doped
by heating in the presence of K metal, Rb metal, or KN3. The films doped by heating in the
presence of RbN3 had spin densities of 0.16 per molecule, indicating that a large number of
C60� anions formed. The temperature dependence of the spin susceptibility suggested the
emergence of metallic regions (estimated at 20% volume fraction) in the films on cooling.
The metallic phase of the film was assigned as o-Rb1C60. ESR low-field signal (LFS) mea-
surements showed some irreproducibility, although a transition to a superconducting state
was clearly observed near 23 K in some of the RbN3-doped films. In situ LFS and ESR
studies of doping of C60 LB films by potassium were described in fuller detail [298]. At an



optimal doping time of 480 min, a transition temperature of 12.9 K was observed. In over-
doped samples, no LFS was observed and the ESR data showed g values associated with
K3C60, K4C60, and K6C60; only the K3C60 phase can become superconducting. Resistiv-
ity versus temperature for a doped sample showed semiconducting behavior.

6. Electrical Behavior of Langmuir–Blodgett Films Containing C60
and Derivatives

The electrical properties of C60 LB films have been studied. The conductivity of bulk films
of C60 increases in an activated fashion from 5 � 10�12 S cm�1 at 250 K to about 2 �
10�10 S cm�1 by 400 K [299]. The LB films doped with iodine vapor exhibited small shifts
of about 4 nm in their UV spectra and the appearance of six hyperfine lines in their ESR
spectra. The results suggested a partial charge transfer from iodine to C60, although the
compound decomposed easily in air [300]. Field effect conductance measurements on C60
and C60/C70 mixed films were not successful for films up to 11 layers. The LB films of
polyhexylthiophene/arachidic acid and C60/C70 � arachidic acid films did not show a
bipolaron peak in their absorbance spectra. Significantly higher conductivity values near
10�3 were found for three-layer LB films of an octabromo derivative of C60 on glass be-
tween two silver paste electrodes [301]. It was thought that the Br atoms provided bridges
for electron transport. The conductivity dropped on either exposure to UV light (375 nm)
or exposure to iodine vapor by as much as two orders of magnitude. The octabromo-C60
compound spread as a monolayer from a 0.1 mM solution in benzene. The LB films of C60
mixed with the organic conductors tetrahexadecylthiotetrathiafulvalene (THT-TTF) and
biethyldithiane-tetrathiafulvalene (BEDT-TTF) showed significant conductivity values of
10�4–10�5 S cm�1 and 4–20 S cm�1 after doping with iodine vapor. It was reported that
C60 contributed to the charge transport, for the conductivity was 2–4 orders of magnitude
lower when stearic acid was used rather than C60 [302]. The LB films consisting of C60
and metallated (Pd, Fe, and Co) tetra-tert-butylpthalocyanines were formed on hydropho-
bized-glass slides. The electrical conductivity measured using the four-point probe tech-
nique was 10�9 S cm�1 for C60 � palladium tetra-tert-butylpthalocyanine films, 10�6 S
cm�1 for the C60 � iron tetra-tert-butylpthalocyanine, and 10�4 S cm�1 for the C60 �
cobalt tetra-tert-butylpthalocyanine 50-layer films [303]. Mixtures of fullerenols and of a
copper pthalocyanine derivative were found to form phase-separated monolayers, as ob-
served in AFM on the LB monolayers [304]. The electrical conductivity showed no effect
of mixing these in LB films. The palladium-containing system exhibited a photocurrent
larger than the dark current versus applied voltages up to 1 volt. Schottky photoelectric
cells have been fabricated with LB films of C60 and arachidic acid (1:5) deposited on Ag-
coated glass with thin semitransparent A1 electrodes evaporated on top. The LB film pho-
toelectric cells were subjected to a 420-nm, 300-ps, 1-�J pulse and the photovoltage mea-
sured. The photovoltage rose within less than 15 ns to a value of 6 mV after incidence of
the laser pulse, a much faster rise than observed for merocyanine LB films. The absorption
spectrum for 11-layer LB films and the photocurrent action (photocurrent vs. illumination
wavelength) spectrum were quite similar.

Conjugated polymers doped with C60 become p-type semiconductors [305,306] some
LB films of two polyalkylthiophenes mixed with arachidic acid and doped with C60 have
been prepared [307]. The films of polyalkylthiophene � arachidic acid � C60 (spread from
mixtures of 1.0:0.33:0.1 ratio) on ITO glass had a well-defined layer structure, as confirmed
by x-ray diffraction. The bilayer distance obtained from the Bragg equation was 5.6 nm, the
same as for arachidic acid LB films. Since the films were spread on subphases containing



0.5 mM CdCl2, the diffraction comes from the ordered cadmium planes. Schottky diodes
were made by evaporating an aluminum counterelectrode on top of the LB film. The films
clearly exhibited rectification in the current versus voltage curves. The turn-on voltage was
1.0 V for poly-3-octadecylthiophene and 0.3 V for poly-3-butylthiophene, indicating that
this parameter might be tunable. A subsequent study included poly-3-octylthiophene, poly-
3-dodecylthiophene, and poly-3-hexadecylthiophenes [308]. Schottky diodes made from
the octylthiophene-containing LB films showed sharp onset of rectification near zero volts.
The break in the behavior between the butyl and octyl derivatives and the longer chain
lengths was not explained, although it was pointed out that the rectification ratio decreased
with alkyl chain length. The longer-chain derivatives showed more gradual rectification
curves, with the current rising near 1 V. It was pointed out that for electron donors strong
enough to reduce C60, air sensitivity could be a problem. As a prelude to the goal of study-
ing electron transfer from photoexcited nanoparticles of cadmium sulfide (CdS), the forma-
tion of LB films from mixed monolayers of arachidic acid and C60 spread on Cd(ClO4)2-
containing subphases was studied [309]. The LB films were exposed to H2S gas to form the
nanoparticles, and this was reported to cause some disruption of the film structure.

7. Nonlinear Optical Properties of Langmuir–Blodgett Films
Containing C60 and Derivatives

The nonlinear optical properties of fullerene-containing LB films have been investigated.
Solvent-cast C60 films were found to exhibit second-harmonic generation [310,311]. The
significant NLO response of C60 is attributed to the delocalized nature of its electronic
structure and its large polarizability, giving electric-quadrapole and magnetic-dipole con-
tributions. Degenerate four-wave mixing was used to generate forward phase-conjugate
waves in C60/arachidic acid LB films [312]. In this study, it was concluded that aggrega-
tion of C60 accounted for the magnitude of the nonlinear optical effects and that pulsed
laser irradiation tended to promote some conversion back to C60 monomers. Degenerate
four-wave mixing demonstrated that the third-order susceptibility was large (7 � 10�12

esu) and that the NLO response was faster than 35 ps [313]. The linear absorption coeffi-
cient at 1064 nm was small (6 cm�1), as measured using NIR spectra. The refractive index
was 2.0, determined from the fringe pattern of the NIR spectrum. The hyperpolarizability
of LB films of a piperazine derivative of C60 was measured as (3.6 � 1.2) � 10�29 esu
[314], determined using measurements on LB films of one, three, and five layers. Spread-
ing from a dilute solution in CH2Cl2/CS2 10:1 gave a well-behaved monolayer and could
be transferred as Z-type LB films.

C60 LB films deposited on a glass waveguide were studied and found to give a non-
linear relation between output power and input power between 6 mW and 14 mW using the
514.5-nm line of an argon-ion laser [315]. A subsequent study by this group [316] con-
cerned LB films of two C60-glycine ester derivatives (methyl and ethyl esters). The mono-
layers of these derivatives had collapse pressures slightly below 20 mN m�1, and the slope
of the �-A isotherms indicated that these films were more compressible than those of C60.
The monolayers could be transferred onto quartz, and the transfer ratio was consistent and
near 0.9 for the methyl ester derivative; however, the transfer ratio dropped with layer num-
ber for the ethyl ester derivative. The second-order molecular hyperpolarizability was de-
termined to be (2.3 � 1.0) � 10�29 esu, and the third-order molecular hyperpolarizability
was determined to be 3.4 � 10�31 esu for the C60-glycine methyl ester; similar values were
reported for the ethyl ester. The quadratic dependence of the second-harmonic signal on
layer number was observed, at least upon comparing one- and three-layer films.



The third-order susceptibility of LB films of 1-benzyl-9-hydrofullerene-60 was re-
ported as 2.1 � 10�11 esu; the second-order polarizability was reported to be below the de-
tection limit [317]. A 4-acetalphenyl substituted C60-pyrolidine was found to form mono-
layers and gave a transfer ratio of 0.95 � 0.05 and Z-type films at 20 mN m�1. The
second-order susceptibility was evaluated as 6 � 10�9 esu [318]. It has been observed that
LB films of C60 and of a tetracyanoethyleneoxide derivative of C60 [319] generated a co-
herent SHG response for five-layer films, while an incoherent SHG response was gener-
ated by single-monolayer LB films [320]. The coherence of the response is assessed by
measuring the polarization and direction of the SHG, incoherent response being diffuse and
depolarized. The thickness of the C60 monolayers was 2.9 � 0.1 nm and that of the C60-
CN was 2.5 � 0.1 nm, equivalent to about three times the C60 molecular diameter, and was
determined by interference microscopy. The intensity of the SHG response of the C60-CN
layers was about five times that of C60, this molecule producing electric-dipole SHG as
well as the electric-quadrapole and magnetic-dipole SHG generated by C60.

The SHG response of LB films of ethoxycarbonyldecylene-fullerene-60 (ECDF) and
bis(ethoxycarbonyldecylene)-fullerene-60 (BECDF) was studied [321]. The limiting area
of ECDF was 0.52 nm2, indicating greater than monolayer coverage, but is not as small as
the values near 0.3 nm2 for C60 multilayer spreading. For BECDF, � was observed to rise
near 1.4 nm2, and a long plateau from 1.0 nm2 to 0.5 nm2 was observed with � near 10 mN
m�1. The plateau was interpreted as due to a monolayer � bilayer coexistence ending in a
bilayer state. High-resolution TEM revealed both well-ordered regions as large as 100 nm
in size and distorted regions and stacking faults for LB films transferred onto electron mi-
croscope grids by horizontal lifting [322]. A related study concerned LB films of a dode-
cylamino-C60 and of dodecylamino polyhydroxy-C60 [323]. The limiting areas for these
two compounds were 0.60 nm2 and 0.65 nm2, respectively. Well-ordered rows of
molecules were observed; regions of a two-dimensional hexagonal lattice could be seen as
well as regions where the lattice was distorted. The nearest-neighbor distance was 0.99 nm
for the dodecylamino-C60 films and 0.95 nm for the polyhydroxy-C60 films. The values
of the second-order susceptibility (�(2)) and the second-order molecular hyperpolarizabil-
ity (
) were determined to be 2.3 � 10�6 esu and 1.0 � 10�28 esu for ECDF and 4.9 �
10�6 esu and 2.0 � 10�28 esu for BECDF, respectively. An acetalphenyl-substituted C60-
pyrrolidine spread as monolayers, with a limiting area of 0.96 nm2 [324]. The film could
be compressed to � � 20 mN m�1 and then expanded with little hysteresis, with com-
pression beyond this pressure resulting in partial conversion to bilayers or multilayers. The
LB films could be transferred onto glass or quartz with transfer ratio of 0.90 � 0.05; the
measured value of the second-order susceptibility was 5.5 � 10�9 esu. It was pointed out
that such a value is 100 times smaller than that for typical SHG materials, such as hemi-
cyanine dyes. Mixed films with 22-tricosenoic acid were also a part of this study. A differ-
ent experimental approach, namely, the Pockels response measured using electro-optically
modulated attenuated total reflection spectroscopy, was used to measure the value of �(2)

and gave 1.3 � 10�9 esu [325]. The experiment was conducted on C60 � arachidic acid
LB films, and there was no effect of arachidic acid on the C60 NLO properties.

8. Friction, Wear, and Wetting Properties of Langmuir–Blodgett
Films of C60 and Derivatives

The friction and wear properties of fullerene LB films have been investigated. The coeffi-
cient of kinetic friction was measured using a steel ball-on-glass disk method, with the LB
films deposited onto the glass disk [326,327]. The friction coefficient dropped from ~0.8



for glass to ~0.1 for the LB film of 1:1 C60 � stearic acid. The friction coefficient de-
creased as the number of layers varied from 1 to 11 to 25, and was independent of the ap-
plied load between 0.5 and 5 N. The wear lifetime for a stearic acid:C60 LB film was about
20 times longer than for a behenic acid LB film or for a solvent-cast 1:1 stearic acid:C60
film. SEM on the LB films of stearic acid and C60 showed the C60 aggregated in superfine
particles of ~100-nm size. The wear lifetime was greater for the C60 � stearic acid LB
films than for pure C60 LB films, and it was proposed that the superfine C60 particles
“rolled around” in the hydrocarbon matrix under the applied load. In a study of wetting be-
havior, a C60 derivative with a single succinic acid group attached was used to form LB
films on glass and on polyethylene terephthalate [328]. The advancing contact angle of wa-
ter was studied for C60 and the derivative transferred under different conditions. On the
PET slides, transfer of C60 at higher pressures gave a contact angle near 95°, higher than
the value of 80° for the bare substrate. The contact angle rose earlier as a function of trans-
fer pressure for the films transferred from multilayer C60 films than for those transferred
from monolayer films. Transfer of the amphiphilic derivative onto glass gave contact an-
gles in the 80–90° range, depending on transfer pressure and subphase pH.

9. Langmuir–Blodgett Films Containing Other Fullerene Materials
Langmuir–Blodgett films containing single-wall nanotubes (SWNTs) have been reported
[329]. The soot produced by catalytic arc discharge [330] was added to an aqueous solu-
tion of lithium dodecyl sulfate. Ultrasonication of the mixture disentangled the SWNTs, re-
sulting in stable dispersions of surfactant-coated SWNT bundles and single surfactant-
coated SWNTs, as confirmed by AFM examination of cast films of the dispersions. The
subphase upon which the dispersion was spread to form a Langmuir film contained
poly(allyamine hydrochloride), which served to form a polyionic complex with the nega-
tively charged LDS-coated SWNTs and thus prevent them from dissolving into the sub-
phase. An isotherm with a collapse pressure near 32 dyne cm�1 was observed for the spread
SWNT dispersion, and was the same as that for the LDS solution spread on the same sub-
phase. Horizontal deposition by the Langmuir–Schaefer method from the monolayer of the
SWNT dispersion onto Si/SiO2 wafers was successful. AFM observation revealed well-
separated SWNTs flat on the surface.

V. LANGMUIR–BLODGETT FILMS WITH NANOSCALE
PATTERNS

The observation that Langmuir monolayers often exist as phase-separated domains has be-
gun to be exploited as a means to produce LB monolayers with two-dimensional patterns.
This approach aims to form, transfer, and stabilize these domains on appropriate substrates
by combining the Langmuir–Blodgett method with the covalent bonding aspect of self-as-
sembly. There are a small number of studies, and the possible further functionalization of
the domains and use of different combinations of materials make this area promising for
the construction of patterned films.

The transfer of alkylsilane monolayers onto mica was explored by Knobler and
coworkers [331]. Monolayers of octadecyltrichlorosilane (OTS) were spread at the wa-
ter–air interface. The trichlorosilane head groups rapidly undergo hydrolysis and cross-
linking reactions to produce two-dimensional polysiloxanes on acidic subphases. On less
acidic subphases, the polymerization rate is slower and the monolayer can be spread and
transferred before the polymerization is significant. The II-A isotherm for OTS spread on



a pH 5.7 subphase (unadjusted milli-Q water) shows a plateau signifying a liquid-ex-
panded (LE) � liquid-condensed (LC) phase coexistence region. The plateau will dimin-
ish with time as the polymerization slowly occurs, but there is ample time to spread the
film and transfer it to the substrate. The spread films were transferred at different points
along the isotherm onto acid-treated mica, heated in an oven, and examined by AFM. By
this procedure, the formation of siloxane bonds to the mica surface was achieved. When
transferred along the rising portion of the isotherm associated with the LE phase, the
cured films on mica showed small islands of uniform size. The formation of these islands
was attributed to the dewetting of water during the transfer process, resulting in the
breakup of the LE phase into islands. The size of the islands was 0.4 �m when trans-
ferred at 5 mN m�1 and 1 mm min�1. Transfer at the onset of the coexistence plateau
showed the formation of both the small islands and larger domains, 1–1.5 �m in diame-
ter, attributed to the LC phase. The surface coverage of larger domains increased as the
transfer position was moved further inward along the plateau. There was no difference in
height between the two types of domains, and the mica surface could be clearly distin-
guished between the domains. Examination by AFM showed that the morphologies re-
mained unchanged 45 days later.

In a subsequent study, mixed silanes were used to generate regions of different height
or of different hydrophobicity [332]. The compounds used were OTS, dodecyltrichlorosi-
lane (DTS), and a fluorinated silane, 1H,1H,2H,2H-perfluorodecyltrichloro silane (FTS).
The spread monolayers of these compounds were transferred to mica, cured, and then im-
mersed into solutions of one of the other compounds so that it would self-assemble onto the
remaining bare portions of the mica surface. An OTS monolayer transferred onto mica and
cured and then immersed into FTS in toluene and cured produced a surface with higher hy-
drocarbon islands (OTS domains) in a background of fluorinated chains (FTS). An FTS
monolayer transferred onto mica and cured and then exposed to OTS in solvent and cured
produces a surface of fluorinated domains in a higher hydrocarbon background. The ex-
pected height difference between OTS and FTS regions of 0.9 nm was confirmed using the
topographic AFM mode, and the expected greater friction on the FTS regions was observed
using the friction force AFM mode. The density and size of islands could be controlled by
varying the initial LB deposition conditions, surface pressure, and dipping speed. Using
AFM, it was shown that bovine serum albumin preferentially adsorbed onto the hydrocar-
bon regions (Fig. 21). In another study, it was shown that bacteriophage T4 preferentially
adsorbed onto the fluorocarbon regions [333].

Efforts to produce the two-dimensional analogs of polymer-dispersed liquid crystals
have been reported [334,335]. In the preparation of these liquid-crystal “nanoparticles,” the
surfactant monomer 2-pentadecylaniline (2PDA) and a ferroelectric liquid crystal (FLC)
were cospread on the water surface. The liquid crystal was phase-separated from the 2PDA
and remained so after the 2PDA was polymerized by adding an oxidant to the subphase.
The polymerizations were carried out at controlled surface pressures. By varying condi-
tions, the size of the two-dimensional liquid-crystal domains could be varied from 50 to
5000 nm. If the polymerization was carried out below a certain critical pressure, the FLC
domains remained two-dimensional above this pressure the polymerization induced their
collapse into three-dimensional “nanoparticles” of size 5–25 nm. The polymerization of the
2PDA matrix surrounding the FLC domains freezes in the phase-separated morphology.
The construction of alternating-layer LB films, with some layers containing the FLC parti-
cles, and polymer layers was envisioned as a route to optical devices such as switchable
Bragg gratings.



Monolayers of a thiolipid and palmitic acid were found to phase separate on com-
pression and yielded separate, highly structured domains of the thiolipid [336,337]. The
monolayer was transferred onto a gold substrate and the fatty acid washed off. The binding
of the sulfur to gold, as in self-assembled monolayers, results in stable, immobilized do-
mains. These bare regions were then used to self-assemble �-mercaptocarboxylic acid
complexed to copper and build up multilayers. The thiolipid consisted of two phospholipids
linked near the head-group region by a disulfide bond. The domains of thiolipid produced
were several tens of microns across. When deposited onto mica, the thiolipid domains had
a flowerlike structure with six “petals,” each petal having molecules oriented with differ-
ent tilt azimuthal angles.

VI. MOLECULAR-LEVEL SIMULATIONS OF LANGMUIR
MONOLAYERS AND LANGMUIR–BLODGETT FILMS

We review here results of computer simulations of monolayers, with an emphasis on those
models that include significant molecular detail to the surfactant molecule. We start with a
focus on hydrocarbon chains and simple head groups (typically a COOH group in either the
neutral or the ionized state) and a historical focus. A less comprehensive review follows on
simulations of surfactants of other types, either nonhydrocarbon chains or different head
groups. More detailed descriptions of the general simulation techniques discussed here are
available in a book dedicated to simulation techniques, for example, Allen and Tildesley
[338] or Frenkel and Smit [339].

FIG. 21 Scanning force microscopy images of bovine serum albumin (BSA) adsorbed on a phase-
separated monolayer on mica prepared from dodecyltrichlorosilane and 1H,1H,2H,2H-perflourode-
cyltrichloro silane (FTS). The islands of DTS were prepared from monolayers transferred at 1.5 mN
m�1 and 5.0 mm min�1. The upper topographic image (a) reveals that the adsorbed BSA is not uni-
formly distributed. The lower friction force image (b) shows that the BSA is adsorbed only on the
DTS islands, which appear darker than the surrounding FTS. (Reproduced with permission from Ref.
332. Copyright 1996 American Chemical Society.)



A. Simulations of Surfactants with Hydrocarbon Chains and
Carboxyl Head Groups

Some of the first molecular dynamics simulations attempting a reasonably realistic three-
dimensional representation of the hydrophobic chain were performed by Kox et al. [340].
Their model chain consisted of seven united atom units representing the methylene (CH2)
groups. Bond lengths were kept fixed, and a strong harmonic force was used to keep the
next-nearest-neighbor distances constant in a way such that the tetrahedral bond angle was
maintained. Energy differences between trans and gauche configurations were not in-
cluded. Within the chain only strong repulsive forces were included, the attractions being
included only among the head groups, which interacted through a Lennard–Jones 12-6 (L-
J) potential,
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where r is the distance between groups, � is a parameter describing the strength of the in-
teraction, and � is the diameter of the repulsive core of the group. The system contained 90
molecules with periodic boundary conditions, under conditions of constant temperature.
Two temperatures were run, both at relatively low monolayer densities. The calculated
isotherm at the lower temperature showed a loop, while the higher-temperature one did not,
suggestive of a first-order phase transition, probably that between the gas and the LE phase.

Not long after the early simulation work by Kox et al., van der Ploeg and Berendsen
[341] performed a simulation of a lipid bilayer that improved on several of the features of
the chain model. While not a direct simulation of a monolayer, many of the techniques they
employed were used in later simulations of monolayers. Guided by previous molecular dy-
namics simulations of alkane chains [342], they included dihedral angle potential functions
and L-J interactions among the united atoms representing the methylene units on the chain,
as well as bond angle potentials. The bond lengths were constrained using the SHAKE al-
gorithm [343,344]. The L-J parameters for the head group were derived from polarizabili-
ties and van der Waals radii. The head groups were held in the plane by a harmonic poten-
tial in the z-direction. Two layers of 16 decanoate molecules (placed with chains facing
each other) were simulated at an area of 0.25 nm2 molecule�1. Bond order parameters were
measured, showing good agreement with experimental (NMR) data. They also observed a
significant fluctuating collective tilt to the chains. They suggested that the collective tilt
could be an artifact of the small system size. A run on two layers of 64 molecules showed
that the collective tilt did not extend over the whole unit cell.

The occurrence of kink defects in the hydrocarbon chains was the focus of Northrup
and Curvin [345,346]. In this context, a kink is two gauche rotations in opposite directions,
with a trans rotation in between. As compared to the all-trans configuration, a kink defect
roughly preserves the overall linear extension of the chain, allowing it to remain densely
packed even at a relatively high surface density. Part of the motivation for concentrating on
gauche defects and kinks as a theme for interpreting the LE–LC transition (and also the
main transition in bilayers) was previous theoretical work by Nagle [347,348]. In Northrup
and Curvin’s work, 36 hydrocarbon chains containing 15 carbon atoms were simulated by
molecular dynamics at a high density of 0.183 nm2 molecule�1. As in the previous works,
united atoms were used for each methylene group and the terminal methyl. The potential
energy, derived from simulation work with proteins, included bond angle deformations, di-



hedral angle energies, and van der Waals nonbonded interactions. Potential energy, free en-
ergy, and entropy profiles for kink transitions were determined from the simulations using
an umbrella sampling technique [349,350]. Among their conclusions were that cooperative
tilt effects are important in the formation of kink defects as well as isolated gauche states.

One feature of molecular-level computer simulations is that structural features are rel-
atively easier to extract compared to collective effects such as phase transitions. This aspect
can be seen in the simulations of Harris and Rice [351] of a monolayer of pentadecanoic acid
on water. Part of their stated motivation was to study the LE–LC transition, for which sub-
stantial experimental evidence exists [14,37] for a first-order transition; near room temper-
ature (~300 K) the LE phase is shown by these experiments to exist in a range of molecular
areas of approximately 0.45–0.32 nm2 molecule�1. Their model for the chain again used
united atoms for methylene groups in a manner similar to the work by van der Ploeg and
Berendsen described earlier. The interface was assumed infinitely sharp and interacted with
the chain though a Lennard–Jones 9-3 potential as a function of height off the surface. The
9-3 potential comes from integration of the normal 12-6 potential over the surface. The
head–surface interactions were made strong enough to keep the head groups from leaving
the surface even in a low-surface-density state. Runs were made for both dense states
(~0.22–0.23 nm2 molecule�1) and a more dilute surface density (0.64 nm2 molecule�1) as
well as clusters. Their results showed no evidence of the LE phase. For the simulation run at
0.64 nm2/molecule, a solid cluster spontaneously formed from the initial homogenous, low-
density configuration. For the dense states simulated, a collective tilt was observed of ap-
proximately 30°, apparently in the direction of the nearest neighbor. Tilt was also observed
in the clusters, although slightly smaller, about 20°, with molecules near the center nearly
upright. The transverse structure factor was calculated for the dense states simulated. Sharp
peaks at three unique nonzero wave vectors were observed (in a plot of the structure factor
in the kx,ky plane this appears as one central peak with six side peaks). Chain tilt makes the
peaks not all of the same height; ordering is better in the direction along the tilt. Density pro-
files normal to the interface and the number of gauche configurations as a function of the po-
sition along the chain were also measured. The absence of any evidence of the LE phase was
discussed by Harris and Rice. They suggested that the most likely source for this discrep-
ancy between simulations and experiment was the continuum model used for the interface.

Molecular dynamics simulations of monolayer chains with 20 carbon atoms were un-
dertaken by Bareman et al. [352,353]. One of their models for the chain was similar, in
terms of methodology, to the earlier van der Ploeg and Berendsen work and to the work of
Harris and Rice. This was a united-atom approach, with potentials guided by work on bulk
alkanes [342]. The head groups were not included explicitly; the first carbon on the chain
was confined to, but allowed to move within, the anchoring plane. Initial work on molecu-
lar areas of 0.21, 0.26, and 0.35 nm2 molecule�1 at 300 K showed an ordered and tilted
monolayer at the smallest molecular areas and a much more disordered but still tilted mono-
layer at the higher areas. Some of the snapshots at the higher areas showed evidence of two
regions of “phases,” with areas of more and less order. Further work on the 20-carbon chain
[353] employed both the united-atom model and an all-atom representation of the chain,
with the head groups again not treated explicitly but anchored in the plane. The all-atom
potentials included appropriate bond and angle constraints and interactions between atoms
on different chains of the form
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with parameters developed previously by Williams [354]. These potentials had been used
in computer simulation work on n-alkanes [355]. The Bareman et al. simulations concen-
trated on dense packings, in the range of 0.18–0.22 nm2 molecule�1, partially with an idea
of comparing to experimental work on arachidic acid monolayers studied by x-ray diffrac-
tion and reflectivity. The average tilt angle as a function of molecular area for both the
united-atom and all-atom models were compared to experimental data, with better agree-
ment being seen with the all-atom model. The onset of tilt occurred between ~0.18 and 0.19
nm2 and then rose quickly within a few nm2/molecule to about 30°. The direction of tilt dif-
fered for the two models. In the united-atom model, the tilt was in the nearest-neighbor
(NN) direction; for the all-atom model, collective tilt persisted for long periods of time in
either the NN direction or toward the next-nearest neighbor (NNN). For both models, the
chains were found to be in a rotator phase at 300 K.

Subsequent to the work already described, Bareman and Klein [356] simulated a 21-
carbon alkanoic acid (heneicosanoic acid) on water, with an all-atom potential for the
chains and with the water modeled in atomic detail as well—apparently one of the first
molecular dynamics simulations to treat both the chains and the water in full atomic detail.
The water molecules were modeled with the SPC (simple point charge) model [357]. A
block of 1200 water molecules was equilibrated first; then the surfactants were placed on
the water surfaces on opposing sides of the water slab. The simulation was then moved for-
ward, with molecular dynamics at constant energy with periodic boundary conditions in all
three directions, including the application of the Ewald summation [358] to treat the long-
range interactions. A high density (0.1867 nm2 molecule�1) and relatively low temperature
(274.2 K) were simulated, motivated partially by results of grazing incidence x-ray diffrac-
tion experiments that had been performed on heneicosanoic acid in the high-pressure re-
gion of the phase diagram at low temperature. The results of the simulation showed a sub-
stantial tilt of about 10°, even at this high density, in contrast to the experiments and the
previous simulations of chains on a flat surface, which showed only a very small or zero tilt
at this molecular area. Examination of the snapshots of the simulation indicated the likely
reason for this difference—the head groups sat on the water in an uneven manner where ad-
jacent molecules were offset from one another by one bend of the hydrocarbon chain. This
feature also led to nearly structureless density profiles normal to the surface, in contrast to
the previous simulations that assumed a completely flat interface.

Moller et al. [359] looked at both united-atom and all-atom representations in the
model of the chain. The united-atom model was again of a form similar to that used by van
der Ploeg and Berendsen [341]. The potential for the all-atom representation of the chain
was in this case also based on the Williams [354] parameters, but refitted to a
Lennard–Jones 12-6 form to help improve computational speed. The head group was mod-
eled as a single center, with parameters derived from the polarizability and size of a car-
boxylate group and no inclusion of dipole moment. The surface was smooth continuum in-
teracting with the molecules through a Lennard–Jones 9-3 potential, with parameters
derived from graphite. Both energy minimizations and molecular dynamics simulations
were performed on a stearic acid chain. Both the united-atom and all-atom models showed
a sudden onset of tilt as the area was increased. In the united-atom model, this occurred at
17.5 nm2 molecule�1, the tilt rising quickly to about 19°. For the all-atom model, onset of
tilt was at 20.9 nm2 molecule�1, rising to about 30°. In comparison, the x-ray diffraction
work on arachidic acid monolayers on water had showed the onset at about 19.8 nm2

molecule�1 [360]. The minimum-energy structures were interpreted in comparison with
the B and C forms of bulk crystals of stearic acid, their conclusion being that the energy-



minimized structures of the monolayers can be viewed as relaxed forms of the bulk crystal
structure. In the molecular dynamics simulations, 64 molecules were simulated using both
chain models. Two molecular areas were chosen, one on each side of the area observed for
the onset of tilt in the energy minimizations. The united-atom model showed a substantial
negative surface pressure and was not pursued further. The all-atom chain model, simulated
at 0.2079 and 0.212 nm2 molecule�1, showed a near-zero tilt at the lower area and a tilt of
about 9° at the higher area. The direction of tilt was in the most part NN, but they observed
long-lived excursions from this situation.

An extension of the stearic acid simulations of Moller et al. was performed by Kim
et al., [361] the most significant difference being the treatment of the head group. They
treated the carboxylic acid group in an all-atom manner, with dipole–dipole interactions in-
cluded via partial charges; the interaction of the head group with the surface included the
effect of image charge contributions. The all-atom representation of the chain was used. As
before, both energy-minimization calculations and molecular dynamics simulations were
performed. The inclusion of the more realistic head group had only a small effect on the en-
ergy-minimization results: Sudden onset of tilt was seen at about 0.208 nm2 molecule�1,
with the tilt rising quickly from a value of zero to near 30°. In the molecular dynamics sim-
ulations, which were performed at 0.206 and 0.212 nm2 molecule�1, the tilt transition could
again be seen, but with a larger tilt at the higher area of 18.8° (as compared to about 9° for
the united-atom head-group simulations). The tilt azimuthal angle remained essentially
constant with time, as opposed to the long-lived excursions observed in the previous work,
and the direction of tilt was viewed from the snapshot at 21.2 nm2/molecule appears to be
in the NN direction.

A modification of the united-atom approach, called the anisotropic united-atom
(AUA) model was the focus of extensive work by Karaborni et al. [362–365]. As in the
other models of hydrocarbon chains described so far, the AUA approach to monolayers was
preceded by work on alkanes [367]. In the AUA model the interaction site is located at the
geometrical mean of the valence electrons of the atoms it represents, while the pseudoatom
itself is located at the carbon atom position. The movement of each interaction center de-
pends on the conformation of the molecule as a whole.

Karaborni and Toxvaerd [362] simulated a monolayer consisting of chains with 15
methylene groups and a head group using molecular dynamics, in a simulation box con-
taining 64 molecules. The head groups were dipolar, with the head–head dipolar repulsion
also included. The interaction of the surfactant with the surface was developed using solu-
bility data for head groups and the CH2 groups as a means to develop an external potential
for this interaction; thus the interface in this work is not a perfectly flat interface. The sim-
ulations were performed for a range of molecular areas from 0.18 to 30 nm2 molecule�1, at
a controlled constant temperature of 300 K. Further work on this model was reported by
Karaborni et al. [364], including the use of two different simulation box shapes, rectangular
and a box with unequal x- and y-dimensions chosen to fit a hexagonal structure. Surface pres-
sure vs. area isotherms were calculated, showing a possible first-order transition in the range
between 0.21 and 0.23 nm2 molecule�1, more pronounced in the rectangular box simula-
tions. Snapshots of the simulated chains at these two molecular areas near the transition are
shown in Figure 22. Above 0.23 nm2 the surface pressure decreased to near zero at about 27
nm2 molecule�1. The molecular tilt was analyzed; the tilt angle � was defined as
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where ui is the longest eigenvector in the moment of inertia tensor for the molecule, un is
the surface normal, and N is the number of molecules. The tilt calculated in this fashion
showed a nearly linear rise with molecular area from 2.5° at the highest density achievable
in the simulations (0.185 nm2 molecule�1) increasing to about 23° at 0.30 nm2 molecule�1.
Translational diffusion was measured for both head groups and the centers of mass of the
molecules. By both measures, the diffusion was seen to be zero up to 0.22 nm2 molecule�1.
At and above this area, measurable diffusion was seen, with the diffusion constant D in-
creasing with molecular area from that point onward. The onset of diffusion was seen at just
the same molecular area as the change in curvature in the pressure–area isotherm, leading
to the conclusion that a liquid–solid transition occurs at this point. Chain conformations
were studied in detail. At both 0.185 and 0.19 nm2 molecule�1, there are no trans bonds in
the chain interior. From 0.20 nm2 up, gauche defects begin to appear in the chain. This was
interpreted as a continuous transition occurring within the solid state (before the onset of
diffusion).

Karaborni and Toxvaerd [363] and Karaborni [365] also performed a set of simula-
tions on a Langmuir monolayer with a longer chain, 19 methylene groups plus head group,
using the AUA model and other details of the simulations very similar to the previous work
on the shorter chain [362,364]. The simulations were performed for molecular areas rang-
ing from 0.185 to 0.25 nm2 molecule�1, again at 300 K. The surface pressure isotherm cal-
culated from simulation data showed a fairly good agreement as compared to an experi-
mental isotherm for a 20-carbon surfactant (n-docosyl acetate); the pressure decreased
quickly from very high values at small areas, going to zero near 0.24 nm2 molecule�1. Be-
tween 0.24 and 0.25 nm2 molecule�1 there was evidence of a first-order phase transition.
The tilt of the molecules was analyzed. The plot of � vs. molecular area showed a sharp in-
crease starting at 0.20 nm2; between the runs made at 0.20 and 0.21 nm2 the tilt jumps from

FIG. 22 Side view snapshots of a simulation of a 16-carbon hydrogenated surfactant chain with a
carboxylate-like head group on a water surface at 300 K. The view in (a) (top) is an area of 0.21 nm2

molecule�1; (b) (bottom) is at 0.21 nm2 molecule�1. These two areas roughly bracket a first-order
transition with some features of the LE–LC transition. See also Figure 23 for the corresponding pres-
sure–area isotherm. (Reproduced with permission from Ref. 364. Copyright 1992 American Chemi-
cal Society.)



3.5° to 13.5°. On the same plot, the experimental results for the tilt angle measured by x-
ray scattering [360] were presented, with fairly good agreement. At 0.23 and 0.24 nm2

molecule�1 the direction of tilt was clearly NN; at 0.21 and 0.22 nm2 the tilt direction was
not well defined. Snapshots of the monolayer at 0.22 nm2 molecule�1 showed precession
as a function of time. The monolayer tilt was in the NN direction part of the time and NNN
part of the time. By an area of 0.25 nm2, the tilt distribution—probability of occurrence of
a given tilt P(�) as a function of angle �—was very broad, which was interpreted as the
monolayer’s being in a melted state at that area, however, diffusion measurements indi-
cated that the system was not in a true diffusive state at 0.25 nm2. The different orderings
and tilts were also seen by examining the structure factor. At an area of 0.20 nm2, they
showed six peaks (three independent peaks) of roughly equal-height peaks about the cen-
tral peak; by 0.21 nm2, this had changed qualitatively, showing the presence of tilt, in that
the peaks are not all of equal height; at 0.23 nm2, the three peaks were indicative of well-
defined NN tilt. The chain conformations were studied in a similar manner to the work on
the shorter chains, with a similar conclusion: At areas between 0.185 and 0.20 nm2 there
appears to be a continuous transition from all-trans state to a state with kink defects in the
chains.

One can try and compare the isotherms from the Karaborni et al. simulations
[362–365] with the available experimental data. Given the several approximations that en-
ter into the potentials used and the simple model of the interface, one cannot expect quan-
titative comparisons. However, the work on the 16-carbon and 20-carbon chains at the
same temperature allows us at least to attempt to deduce the trend with chain length. The
calculated isotherms for both chains are shown in Figure 23. The loop between 0.21 and
0.23 nm2 molecule�1 in the 16-carbon chain was associated with a first-order transition,
possibly the LE–LC transition. For the 20-carbon chain, the first-order transition is starting
to occur between 0.24 and 0.25 nm2 molecule�1 and at a lower pressure. This trend with
chain length is in fact exactly that seen for the LE–LC transition experimentally, [366] a re-
markable result considering the relative simplicity of the model in this very complicated
system. Especially to be noted is the data points for the shorter chain at areas higher than
0.25 nm2 molecule�1; in this region the monolayer is in a highly diffusive, chain-disordered
state yet still with a measurable surface pressure, all characteristics that one associates with
the LE state. The hint of the beginning of the transition at 0.25 nm2 molecule�1 in the 20-
carbon chain is harder to understand as a possible LE–LC transition. Experimentally, the
20-carbon carboxylic acid (arachidic acid) is far below its triple point at a temperature of
300 K. This combined with the facts that the pressure is nearly zero at the point of the tran-
sition and that high diffusion was not seen clearly at this point suggest that this might be
just the beginning of the LC–G transition.

The important issue of size effects was addressed by Karaborni and Siepmann [368].
They used the same chain model and other details employed in the Karaborni et al. simu-
lations described earlier [362–365] and the 20-carbon chain. System sizes of 16, 64, and
256 molecules were employed with areas of 0.23, 0.25 and 0.27 nm2 molecule�1; simula-
tions with 64 molecules were also performed for areas ranging from 0.185 to 0.40 nm2

molecule�1. The temperature used was 275 K, as opposed to 300 K used in the previously
discussed work by Karaborni et al. with the 20-carbon chain. At the smaller areas no sig-
nificant system size dependence was found. However, the simulation at 0.27 nm2

molecule�1 showed substantial differences between N � 64 and N � 256 in ordering and
tilt angle. The 64-molecule system showed more order than the 256-molecule system and
a slightly lower tilt angle. The pressure–area isotherm data for these simulations are not



presented; but given the earlier work on the 20-carbon chain [362,364] at a higher temper-
ature, we can assume that the pressure at the area of 0.27 nm2 molecule�1 is near zero, sug-
gestive of the monolayer being in a two-phase region. Thus in the interpretation of the size-
dependence work, the issue of inhomogenous or possible domain structures is a natural one
to consider. The authors suggest that their results indicate that when the system size is too
small, perhaps a larger tilt angle is assumed instead of domains being formed.

The simulation of a first-order phase transition, especially one where the two phases
have a significant difference in molecular area, can be difficult in the context of a molecu-
lar dynamics simulation; some of the works already described are examples of this problem.
In a molecular dynamics simulation it can be hard to see coexistence of phases, especially
when the molecules are fairly complicated so that a relatively small system size is necessary.
One approach to this problem, described by Siepmann et al. [369] to model the LE–G tran-
sition, is to perform Monte Carlo simulations in the Gibbs ensemble. In this approach, the
two phases are simulated in two separate but coupled boxes. One of the possible MC moves
is to move a molecule from one box to the other; in this manner two coexisting phases may
be simulated without an interface. Siepmann et al. used the chain and interface potentials de-
scribed in the Karaborni et al. works [362–365] for a 15-carbon carboxylic acid (i.e. pen-
tadecanoic acid) on water. They found reasonable coexistence conditions from their simu-
lations, implying, among other things, the existence of a stable LE state in the Karaborni
model, though the LE phase is substantially denser than that seen experimentally. The re-

FIG. 23 Surface pressure vs. area/molecule isotherms at 300 K from molecular dynamics simula-
tions of Karaborni et al. (Refs. 362–365). All are for hydrocarbon chains with carboxylate-like head
groups. (a) (filled squares) A 20-carbon chain. (b) (filled circles) A 16-carbon chain with a square
simulation box; the curve is shifted 5 Å2 to the right. (c) (open squares) A 16-carbon chain with a non-
square box with dimensions in the ratio x/y � (3/4)1/2 to fit a hexagonal lattice; the curve is shifted 5
Å2 to the right. (Reproduced with permission from Ref. 365. Copyright 1993 American Chemical So-
ciety.)



sults of their work are shown in Figure 24, with comparisons of the simulation results given
to experimental measurements [14,15,370] of the G–LE phase boundaries of pentadecanoic
acid. They estimate a critical point in the vicinity of 100°C, which is not necessarily at odds
with the experimental data, given that the experimental measurements have been made at
temperatures substantially below the critical point. Finally, it is interesting to note that the
best fit to the simulation coexistence data was using a critical exponent of 0.32, which is
what one would expect from a three-dimensional system.

B. Simulations of Other Surfactants

We have focused so far on single-chain surfactants with hydrocarbon chains, mostly with
COOH or closely related head groups. Computer simulations have also been performed on
a variety of other surfactants. We do not attempt here to exhaustively review all work, but
describe some (hopefully) representative samples.

Extensive molecular dynamics simulations on surfactants with fluorinated or partially
fluorinated chains have been performed by Shin et al. [371–373], Collazo et al. [374],
Schmidt et al. [375,376], and Kim and Shin [377,378]. These works were motivated par-
tially by experimental results on these systems, especially x-ray diffraction, and partly to ad-
dress fundamental issues of the effect of molecular flexibility on the phase transitions and
the microscopic structure of the phases in these systems. Because of the larger size of the
fluorine atoms as compared to hydrogens, fluorinated chains are more rigid, with the all-
trans configuration being more favored than for a hydrogenated chain. This important issue
of flexibility, especially as it relates to phase transitions in monolayers, was addressed on a
theoretical basis by Schmid and Schick [379], they found that chain flexibility (along with
segment rigidity) is required to produce two liquid phases in a surfactant monolayer system.

FIG. 24 Monolayer G–LE coexistence conditions from the simulations of Siepmann et al. (Ref.
369) on a pentadecanoic acid model using Gibbs ensemble Monte Carlo simulation. The filled circles
are the simulation results. Experimental results are also shown from Ref. 370 (triangles), Ref. 14
(squares), and Ref. 15 (diamonds). (Reproduced with permission from Ref. 369. Copyright 1994
American Chemical Society.)



The molecular dynamics model used by Shin et al. [371] bears some similarity to the
previously described work of Harris and Rice [351], with appropriate modification of pa-
rameters to apply to the fluorinated chain, for example, the larger trans–gauche energy dif-
ference and barrier height. Fluorinated chains are known to assume a helical twist along the
chain; in this initial work this effect was not included. The surface interactions and head
group were treated in a similar manner as in the Harris and Rice [351]. Three different par-
tially fluorinated possibilities for a 12-carbon carboxylic acid were studied: one having a
sole CH2 group near the head, one having a single CH2 group at the C-5 position on the
chain, and one having a “flexible spacer” of four methylenes adjacent to the head group.
Both constant-area and constant-pressure runs were performed; for the constant-pressure
simulations the surface pressure was a low value of of 0.16 mN/m. The most extensive
analysis was done for the fluorinated chain with the single methylene near the head,
CF3(CF2)9CH2COOH. At 300 K, constant pressure, and 0.297 nm2 molecule�1, they ob-
served a fluctuating tilt near 15°, smaller than that of comparable hydrogenated surfactants,
in qualitative agreement with experiment. Simulations on this monolayer were also under-
taken at constant area for larger areas, up to 0.70 nm2 molecule�1. At the larger areas sim-
ulated, the monolayer was seen to break up into islands. This was seen for both periodic
boundary condition runs and cluster simulations. Within an island, the average tilt was near
the same as for the smaller-area simulations, again in qualitative agreement with experi-
mental results. By contrast, the molecule with the single methylene group further up the
chain (not adjacent the head group) showed a more regular tilt ordering, and the molecule
with the 4-carbon flexible spacer near the head group was more disordered than the other
two molecules studied.

Shin and Rice [373] applied these methods to a series of 15-carbon carboxylic acid
surfactants possessing partial block fluorination—i.e., either just the seven carbons near
the head fluorinated, the seven adjacent the tail, or a 5-4-5 arrangement of alternating flu-
orinated-hydrogenated-fluorinated. In the case of the first two, the monolayers are seen
to be significantly disordered, with the disorder naturally concentrated in the hydrocar-
bon region of the chain. The 5-4-5 alternating arrangement, however, showed a well-or-
derered structure.

Shin et al. [372] simulated perfluorinated and partially fluorinated 12-carbon surfac-
tants, with two important differences from the previous work: First, they included a modi-
fication to the dihedral potential in order to mimic the helix structure; and second, they
modified their method for calculating the tilt angle. In the work described, the inclusion of
the helical component to the dihedral potential did not have a major effect on the mono-
layer structure. The change of method for calculating tilt did have a substantial effect, how-
ever. In their earlier work they had not taken into account the azimuthal distribution of tilts
in calculating the average. For densities near close packing, this new means of calculating
the tilt led to a much smaller average tilt angle (4–5°) in much closer agreement with the x-
ray data. They also confirmed their earlier higher-area simulation results, where the fluori-
nated surfactant is seen to break up into dense islands at larger areas. Figure 25 shows side
and top snapshots of simulations contrasting perfluorinated and hydrogenated chains. One
can see the tilt is much smaller in the fluorinated chains and with a varying tilt direction;
the hydrogenated chains of the same length show much more tilt and an NN tilt direction.

Further simulations on monolayers of perfluorinated chains were performed by
Schmidt et al. [375,376]. Part of the stimulus for this work was x-ray results on these sys-
tems showing evidence for azimuthal ordering in these systems—in other words, the pos-
sibility of the monolayer analog of rotator transitions, which are well known in bulk alka-



nes and also have been studied in some bulk fluorocarbon long chains. Rotator transitions
involve detailed interactions between chains at relatively high densities; thus the details of
the chain interaction potentials become important. Perhaps for this reason, Schmidt et al.
chose to adopt a model of the fluorinated chains similar to their previous work
[351,371,372] but also with the incorporation of the anisotropic united-atom (AUA) repre-
sentation for the chain—recall the AUA model for hydrocarbon chains in monolayers was
used extensively by Karaborni and coworkers, as described previously in this review
[362–365]. Two completely fluorinated chains were studied, a 12-carbon chain with a
COOH head group [375] and a 20-carbon chain with no head group [376]. For the 12-car-
bon surfactant, their results for tilt and ordering were similar to their previous work: At high
density the molecules were nearly normal to the interface, while at areas larger than this the
monolayer broke up into islands that had much the same structure as the homogeneous
monolayer at high density. In analyzing for azimuthal order, they looked at two widely dif-
fering temperatures, 150 K and 275 K, finding that at the higher temperature the molecules
are azimuthally disordered (in a rotator phase), while at the lower temperature weak az-
imuthal order was seen; in this work the UA and AUA models were about the same in terms
of their predicted structure. The case of the 20-carbon perfluorinated chain without a head
group [376] was motivated by experiments [380] showing that this molecule forms an or-
dered monolayer on water even though it lacks a head group. The simulation methods em-
ployed to model this surfactant were similar to those used on the 12-carbon surfactant
[375], again incorporating the AUA potential. They found that the monolayer was in a ro-

FIG. 25 Top view and side view snapshots comparing simulation results for perflourinated and 15-
carbon hydrogenated chains from Shin and Rice (Ref. 373), both at 300 K and surface pressure of 8.0
mN/m. (a) F(CF2)14COOH; (b) H(CH2)14COOH. (Reproduced with permission from Ref. 373. Copy-
right 1994 American Chemical Society.)



tator phase at 275 K while being azimuthally ordered at 150 K. In this respect, the AUA
model was seen to be superior to the UA model in generating predictions of a rotator tran-
sition between these two temperatures—this conclusion is partially based on comparison to
the experimental data of lamellar crystals of this molecule.

Kim and Shin [377,378] have extended the simulations on monolayers of chain
molecules with no head group by looking at partially fluorinated chains, as well as focus-
ing on the dynamics of the process that occurs when the monolayer is formed from an ini-
tially disordered system. They looked primarily at the molecule F(CF2)12(CH2)18H, which
has been studied experimentally [381], employing simulation techniques similar to the ear-
lier study on the 20-carbon perflourinated chain [376]. Close-packed, initially ordered
structures were simulated both in the hydrocarbon-up and hydrocarbon-down configura-
tion; both were found to be stable. Interestingly, the tilt is different in the two blocks, lead-
ing to a kink in the molecules at the bond between the two blocks. At molecular areas larger
than close packed (0.35 nm2), more disordered, metastable (negative surface pressure)
structures were seen. Of the two temperatures run here, 275 and 400 K, the more uniform
structures were seen at 400 K. A series of simulations of temperature quenches were per-
formed. For the quenches, the initial state was an essentially completely disordered state
achieved by first running at 700 K for an extended period of time before starting the
quench. The quenches were performed down to a variety of lower temperatures, ranging
from 350 to 450 K. Surprisingly, highly ordered monolayer states developed spontaneously
from the initial random configuration. All of the final states showed mixed configurations
relative to the interface (a mixture of hydrocarbon up and hydrocarbon down). The degree
of order in the final state was dependent on the final temperature; the most ordered final
state was seen at an intermediate temperature of 400 K. Both higher and lower final tem-
peratures led to more disordered final configurations. These results were interpreted as a
combination of kinetic and thermodynamic effects. If the melting point of the system is
near 400 K, then below the melting point we expect higher temperatures to favor a more
rapid organization toward an ordered equilibrium; above the melting point, of course, the
final equilibrium state is disordered.

Peters et al. have performed molecular dynamics simulations of monolayers formed
from diglycerides, specifically 1,2-sn-dipalmitoylglycerol [382–384]. They described a
model of the dual chains consisting of the AUA interaction type and full atomic detail for
the rest of the molecule. The subphase was taken as a continuous medium with an external
field of the form described by Karaborni and Toxvaerd [362]. Simulations were performed
at a constant temperature of 298 K and molecular areas ranging from 0.362 nm2 to 40.5
nm2. The plot of surface pressure as a function of molecular area showed clearly three
nearly linear regions, separated by two breaks in slope near 0.383 and 0.398 nm2

molecule�1, which agrees very well qualitatively with the experimental isotherm. The first
transition was described as a swelling of the molecules, traced to a complicated mechanism
involving the competition at high density between the packing of the chains and the attrac-
tion of the two coupled ester groups to the interface. The second transition was seen to be
coincident with a large, discontinuous increase in tilt angle and was described as a first-or-
der transition. The third paper of this series [384] describes not only simulations for this
system but also parallel experimental measurements, including both pressure–area data as
well as extensive x-ray diffraction data. This thorough parallel study largely confirmed the
interpretation of the two transitions described in the two earlier papers.

Substantial effort has been extended in the direction of treating the water in detail, as
opposed to a continuum. One approach has been to simulate individual surfactant



molecules on a realistic water surface. Porohille and Benjamin [385] simulated a molecule
of p-n-pentylphenol on or near a water surface modeled as individual water molecules.
They found the phenol head group mostly immersed in the water but the hydrocarbon chain
adopting configurations placing it most often parallel to the interface, as a result of the dis-
persion attractions between the chain and the water molecules. Their choice of this surfac-
tant was motivated by second-harmonic generation experiments; they reported that their
simulations led to calculated free energies of absorption that agreed with the experimental
results. More recent molecular dynamics simulations on sodium dodecyl sulfate at a water
liquid–vapor interface by Schweighofer et al. [386] led to similar results. The also modeled
the interface in a detailed way using individual water molecules; they found that the hy-
drocarbon tail tends to preferentially lay down on the water surface, so the surfactant most
often adopts a bent configuration in order to keep the head group inserted in the water while
the hydrocarbon chain is on the water surface.

Bocker et al. [387] used molecular dynamics to simulate a dense-packed monolayer
of n-hexadecyltrimethylammonium chloride on a water surface, with the water modeled in
detail, again using the TIP4P/SPC model for water [357]. Their approach was similar to
that described earlier by Bareman and Klein [353] in that they used a slab of water
molecules and set up monolayers on both sides. In this case, after equilibrating the two-
sided slab configuration they also then took one of the monolayers and about four layers of
water from the two-sided slab and extended it by adding it to itself in the x- and y-directions
to make a larger system that was then run further in simulations; a Lennard–Jones wall was
put beneath the water layers to confine them. As in the work by Bareman and Klein, they
found smoother density profiles than those seen in simulations with a featureless, flat in-
terface. The chains adopted a tilt with a fairly broad probability distribution having a max-
imum at around 20°.

Tarek et al. [388] studied a system with some similarities to the work of Bocker et al.
described earlier—a monolayer of n-tetradecyltrimethylammonium bromide. They also
used explicit representations of the water molecules in a slab orientation, with the mono-
layer on either side, in a molecular dynamics simulation. Their goal was to model more dis-
ordered, liquid states, so they chose two larger molecular areas, 0.45 and 0.67 nm2

molecule�1. Density profiles normal to the interface were calculated and compared to neu-
tron reflectivity data, with good agreement reported. The hydrocarbon chains were seen as
highly disordered, and the diffusion was seen at both areas, with a factor of about 2.5 in-
crease from the smaller molecular area to the larger area. They report no evidence of a ten-
dency for the chains to aggregate into ordered islands, so perhaps this work can be seen as
a realistic computer simulation depiction of a monolayer in an LE state.

Kuhn and Rehage [389,390] have performed simulations of a monododecyl pen-
tathylene glycol monolayer at the air–water interface, with explicit inclusion of water in
the molecular dynamics simulations. This is perhaps a surfactant particularly suited to the
inclusion of explicit water molecules because of the extended length of the chain with po-
lar groups, and in fact they find significant water presence all along the glycol parts of
the chains. These waters apparently have an impact on the chain configurations, for the
glycol ether part of the molecule was seen to be fairly well ordered and aligned nearly
perpendicular to the plane. By contrast, the alkyl parts of the molecules were much more
disordered and adopted a significant tilt angle of about 43° with respect to the surface
normal. Even though the hydrocarbon parts of the chains were disordered, only very
small diffusion was observed, presumably due to the close binding of the ether parts to
the water substrate.



REFERENCES

1. KB Blodgett. J Am Chem Soc 56:495, 1934.
2. KB Blodgett. J Am Chem Soc 57:1007–1022, 1935.
3. KB Blodgett, I Langmuir. Phys Rev 51:964–982, 1937.
4. H Kuhn, D Möbius, H Bucher. In: A Weissberger and BW Rossiter, eds. Techniques of Chem-

istry. Vol 1, Part IIIB. New York: Wiley, 1972, pp 577–702.
5. G Roberts, ed. Langmuir–Blodgett Films. New York: Plenum Press, 1990.
6. RH Tredgold. Order in Organic Thin Films. Cambridge, UK: Cambridge University Press,

1994.
7. MC Petty. Langmuir–Blodgett Films: An Introduction. Cambridge, UK: Cambridge Univer-

sity Press, 1996.
8. GL Gaines. Insoluble Monolayers at Liquid–Gas Interfaces. New York: Wiley, 1966.
9. F MacRitchie. Chemistry at Interfaces. San Diego, CA: Academic Press, 1990.

10. CM Knobler. In: I Prigogine, SA Rice, eds. Advances in Chemical Physics. Vol 77. New York:
Wiley, 1990, pp 387–425.

11. CM Knobler, RC Desai. Ann Rev Phys Chem 43:207–236, 1992.
12. AM Bibo, CM Knobler, IR Petersen. J Phys Chem 95:5591–5597, 1991.
13. WD Harkins, LE Copeland. J Chem Phys 10:272–286, 1942.
14. NR Pallas, BA Pethica. J Chem Soc Faraday Trans 1, 83:585–590, 1987.
15. B Moore, CM Knobler, S Akamatsu, F Rondelez. J Phys Chem 94:4588–4595, 1990.
16. B Moore, CM Knobler, D Broseta, F Rondelez. J Chem Soc, Faraday Trans 2, 86:1753–1761,

1986.
17. KJ Stine, CM Knobler, RC Desai. Phys Rev Lett 65:1004–1007, 1990.
18. KJ Stine, SA Rauseo, BG Moore, JA Wise, CM Knobler. Phys Rev A 41:6884–6892, 1990.
19. CM Knobler, K Stine, BG Moore. In: A Onuki, K Kawasaki, eds. Dynamics and Patterns in

Complex Fluids (Springer Series in Physics, vol. 52). New York: Springer-Verlag, 1990, pp
130–140.

20. X Qiu, J Ruiz-Garcia, KJ Stine, CM Knobler, JV Selinger. Phys Rev Lett 67:703–706, 1991.
21. DK Schwartz, CM Knobler. J Phys Chem 97:8849–8851, 1993.
22. B Fischer, MW Tsao, J Ruiz-Garcia, TM Fischer, DK Schwartz, CM Knobler. J Phys Chem

98:7430–7435, 1994.
23. CM Knobler. Il Nuovo Cimento 16D:1367–1372, 1994.
24. DK Schwartz, J Ruiz-Garcia, Xia Qiu, JV Selinger, CM Knobler. Physica A 204:606–615,

1994.
25. MW Tsao, TM Fischer, CM Knobler. Langmuir 11:3184–3188, 1995.
26. S Rivieré, S Hénon, J Meunier, DK Schwartz, MW Tsao, CM Knobler. J Chem Phys

101:10045–10051, 1994.
27. PG de Gennes, JE Prost. The Physics of Liquid Crystals. 2nd ed. Oxford, UK: Clarendon

Press, 1993.
28. E Stenhagen. In: EA Braude, FC Nachod, eds. Determination of Organic Structures by Phys-

ical Methods. New York: Academic Press, 1955, pp 325–371.
29. S Ställberg-Stenhagen, E Stenhagen. Nature 156:239–240, 1945.
30. M Lundquist. Chem Scr 1:5–20, 1971.
31. M Lundquist. Chem Scr 1:197–209, 1971.
31a. E Teer, CM Knobler, C Lautz, S Wurlitzer, J Kildae, TM Fischer. J Chem Phys 106:1913–1920,

1997.
32. GA Overbeck, D Möbius. J Phys Chem 97:7999–8004, 1993.
33. MC Shih, TM Bohanon, JM Mikrut, P Zschack, P Dutta. J Chem Phys 96:1556–1559, 1992.
34. ML Kurnaz, DK Schwartz. Langmuir 12:4971–4975, 1996.
35. NR Pallas, BR Pethica. Langmuir 1:509–513 (1985).
36. RS Ghaskadvi, S Carr, M Dennin. J Chem Phys, 111:3675–3678, 1999.
37. DK Schwartz, CM Knobler, R Bruinsma. Phys Rev Lett 73:2841–2844, 1994.



38. HM McConnell. Ann Rev Phys Chem 42:171–195, 1991.
39. KJ Stine. Microsc Res Tech 27:439–450, 1994.
40. KJ Stine. In: A Baskin, W Norde, eds. Physical Chemistry of Biological Interfaces. New York:

Marcel Dekker, 1999, pp 749–768.
41. D Hönig, D Möbius. J Phys Chem 95:4590–4592, 1991.
42. D Hönig, D Möbius. Thin Solid Films 210/211:64–68, 1992.
44. H Riegler, K Spratte. Thin Solid Films 210–211:9–12, 1992.
45. D Hönig and D Möbius. Chem Phys Lett 195:50–52, 1992.
46. IR Petersen, JD Earls, IR Girling, GJ Russell. Mol Cryst Liq Cryst 147:141–147, 1987.
47. R Viswanathan, DK Schwartz, J Ganaes, JAN Zasadzinski. Langmuir 8:1603–1607, 1992.
48. J Garnes, DK Schwartz, R Viswanathan, JAN Zazadzinski. Nature 357:54–57, 1992.
49. DK Schwartz, J Garnaes, R Visnwanathan, S Chiruvolu, JAN Zasadzinski. Phys Rev E

47:452–460, 1993.
50. DK Schwartz, R Viswanathan, J Garnaes, JA Zasadzinski. J Am Chem Soc 115:7374–7380,

1993.
51. DK Schwartz, R Viswanathan, JAN Zasadzinski. Phys Rev Lett 70:1267–1270, 1993.
52. SW Hui, R Viswanathan, JA Zasadzinski, JN Israelachvili. Biophys J 68:171–178, 1995.
53. DK Schwartz. Surf Sci Rep 27:241–334, 1997.
54. DK Schwartz, R Viswanathan, JAN Zasadzinski. J Phys Chem 96:10444–10447, 1992.
55. Y Horiguchi, K Yagi, T Hosokawa, N Yamamoto, H Muramatsu, M Fujihara. J Microsc

194:467–471, 1999.
56. H. Shiku, RC Dunn. J Microsc 194:455–460, 1999.
57. AK Kirsch, V Subramaniam, A Jenei, TM Jovin. J Microsc 194:448–454, 1999.
58. CW Hollars, RC Dunn. J Phys Chem 101:6313–6317, 1997.
59. CW Hollars, RC Dunn. Biophys J 75:342–353, 1998.
60. M Florscheimer, C Brillet, H Fuchs. Langmuir 15:5437–5439, 1999.
61. M Florscheimer, H Salmen, M Bosch, C Brillet, M Wierscham, H Fuchs. Adv Mater

9:1056–1060, 1997.
62. M Florscheimer, M Bosch, C Brillet, M Wierscham, H Fuchs. Supramol Sci 4:255–263, 1997.
63. JF Rabolt, FC Burns, NE Schlotter, JD Swalen. J Chem Phys 78:946–952, 1983.
64. R Aroca. J Mol Struct 292:17–28, 1993.
65. J Chamberlain, JE Pemberton. Langmuir 13:3074–3079, 1997.
66. T Takenaka, H Fukuzaki. J Raman Spect 8:151–154, 1979.
67. P Dutta. Curr Opin Solid State Mater Sci 2:557–562, 1997.
68. J Als-Nielsen, D Jacquemain, K Kjaer, F Leveiller, M Lahav, L Leiserowitz. Phys Rep

246:251–313, 1994.
69. B Lin, TM Bohanon, MC Shih, P Dutta. Langmuir 6:1665–1687, 1990.
70. RM Kenn, C Bohm, AM Bibo, IR Petersen, H Mo¯hwald, J Als-Nielsen, K Kjaer. J Phys Chem

95:2092–2097, 1991.
71. MK Durbin, A Malik, AG Richter, KG Huang, P Dutta. Langmuir 13:6547–6549, 1997.
72. JB Peng, GJ Foran, GT Barnes, IR Gentle. Langmuir 13:1602–1606, 1997.
73. J Claudius, T Gerber, J Weigelt, M Kinzler. Thin Solid Films 287:225–231, 1996.
74. F Rieutord, JJ Benattar, L Bosio, P Robin, C Blot, R de Kouchkovsky. J Physique 48:679–687,

1987.
75. J Dalliant, L Bosio, JJ Benattar, C Blot. Langmuir 7:611–614, 1991.
76. MR Buhaenko, MJ Grundy, RM Richardson, SJ Roser. Thin Solid Films 159:253–265, 1988.
77. MJ Grundy, RJ Musgrove, RM Richardson, SJ Roser, J Penfold. Langmuir 6:519–521, 1990.
78. JH Fendler, ed. Nanoparticles in Solids and Solutions. New York: Kluwer Academic, 1996.
79. JH Fendler, ed. Nanoparticles and Nanostructured Films: Preparation, Characterization and

Applications. New York: Wiley, 1998.
80. G Schmid, M Baumle, M Geerkens, I Helm, C Osemann, T Sawitowski. Chem Soc Rev

28:179–185, 1999.



81. LP Kouwenhoven, PL McEuen. In: G Timpe, ed. Nanotechnology. New York: Springer-Ver-
lag, 1999, pp 471–536.

82. DL Feldheim, CD Keating. Chem Soc Rev 27:1–12, 1998.
83. G Schön, U Simon. Colloid Polym Sci 273:202–218, 1995.
84. R Turton. The Quantum Dot: A Journey into the Future of Microelectronics. New York: Ox-

ford University Press, 1995.
85. DL Klein, R Roth, AKL Lim, AP Alivisatos, PL McEuen. Nature 389:699–701, 1997.
86. M Burghard, C Mueller-Schwanneke, G Philipp, S Roth. J Phys Condens Matter 11:

2993–3002, 1999.
87. T Vossmeyer, S Jia, E Delonno, MR Diehl, SH Kim, X Peng, AP Alavisatos, JR Health. J Appl

Phys 84:3664–3670, 1998.
88. SW Chen, RW Murray. J Phys Chem B 103:9996–10000, 1999.
89. JH Fendler. Tetrahedron Lett 43:1689–1700, 1987.
90. JH Fendler. J Phys Chem 89:2730–2740, 1985.
91. JH Fendler. Colloids Surf A 71:309–315, 1993.
92. JH Fendler, FC Meldrum. Adv Mater 7:607–632, 1995.
93. JH Fendler. Curr Opinion Coll Interface Sci. 1:202–207, 1996.
94. JH Fendler. Chem Mater 8:1616–1624, 1996.
95. JH Fendler. Curr Opinion Solid State Mat Sci 2:365–369, 1997.
96. XK Zhao, JH Fendler. J Phys Chem 94:3384–3387, 1990.
97. C Dolan, Y Yuan, T Jao, JH Fendler. Chem Mater 3:215–218, 1991.
98. NA Kotov, MED Zaniquelli, FC Meldrum, JH Fendler. Langmuir 9:3709–3716, 1993.
99. KC Yi, Z Horvolgyi, JH Fendler. J Phys Chem 98:3872–3881, 1994.

100. KC Yi, VS Mendieta, RL Castanares, FC Meldrum, C Wu, JH Fendler. J Phys Chem 99:
9869–9875, 1995.

101. KS Mayya, V Patil, M Sastry. Langmuir 13:2575–2577, 1997.
102. KS Mayya, V Patil, M Sastry. J Chem Soc Faraday Trans 93:3377–3381, 1997.
103. M Sastry, KS Mayya, V Patil, DV Paranjape, SG Hedge. J Phys Chem B 101:4954–4958,

1997.
104. KS Mayya and M Sastry. Langmuir 14:74–78, 1998.
105. V Patil, KS Mayya, SD Pradham, M Sastry. J Am Chem Soc 119:9281–9282, 1997.
106. M Sastry, KS Mayya, V Patil. Langmuir 14:5921–5928, 1998.
107. KS Mayya, M Sastry. J Phys Chem B 101:9790–9793, 1997.
108. KS Mayya, M Sastry. Langmuir 14:6344–6346, 1998.
109. YH Sun, JR Li, BF Li, L Jiang. Langmuir 13:5799–5801, 1997.
110. FC Meldrum, NA Kotov, JH Fendler. J Chem Soc Faraday Trans 90:673–680, 1994.
111. FC Meldrum, NA Kotov, JH Fendler. Langmuir 10:2035–2040, 1994.
112. FC Meldrum, NA Kotov, JH Fendler. Mater Sci Eng C 3:149–152, 1995.
113. FC Meldrum, NA Kotov, JH Fendler. Chem Mater 7:1112–1116, 1995.
114. M Sastry, V Patil, KS Mayya, DV Paranjape, P Singh, SR Sainkar. Thin Solid Films

324:239–244, 1998.
115. K Abe, T Hanada, Y Yoshida, N Tanigaki, H Takiguchi, H Nagasawa, M Nakamoto, T Yam-

aguchi, K Yase. Thin Solid Films 327–329:524–527, 1998.
116. LF Chi, S Rakers, M Hartig, H Fuchs, G Schmid. Thin Solid Films 327–329:520–523, 1998.
117. G Schmid. Chem Rev 92:1709–1727, 1992.
118. M Burghard, G Philipp, S Roth, K von Klitzing, G Schmid. Opt Mater 9:401–405, 1998.
119. JP Bourgoin, C Kergueris, E Lefevre, S Palacin. Thin Solid Films 327–329:515–519, 1998.
120. LF Chi, M Hartig, T Dreschler, Th Schwaack, C Seidel, H Fuchs, G Schmid. Appl Phys A

66:S187–190, 1998.
121. JR Heath, CM Knobler, DV Leff. J Phys Chem B 101:189–197, 1997.
122. KJ Stine, MF Bono, JS Kretzer. J Coll Interface Sci 162:320–322, 1994.
123. J Ruiz-Garcia, R Gámez-Corrales, BI Ivlev. Physica A 236:97–104, 1997.



124. J Ruiz-Garcia, R Gámez-Corrales, BI Ivlev. Phys Rev E 58:660–663, 1998.
125. SH Chen. Adv Mater 12:186–189, 2000.
126. CP Collier, RJ Saykally, JJ Shiang, SE Henrichs, JR Heath. Science 277:1978–1981, 1997.
127. F Remacle, CP Collier, JR Heath, RD Levine. Chem Phys Lett 291:453–458, 1998.
128. G. Markovich, CP Collier, JR Heath. Phys Rev Lett 80:3807–3810, 1998.
129. G Medeiros-Ribeiro, DAA Ohlberg, RS Williams, JR Heath. Phys Rev B 59:1633–1636,

1999.
130. SW Chung, G Markovich, JR Heath. J Phys Chem B 102:6685–6687, 1998.
131. RP Sear, SW Chung, G Markovich, WM Gelbart, JR Heath. Phys Rev E 59:R6225–R6229,

1999.
132. S Ravaine, GE Fanucci, CT Seip, JH Adair, DR Talham. Langmuir 14:708–713, 1998.
133. JK Pike, H Byrd, AA Morrone, DR Talham. J Am Chem Soc 115:8497–8498, 1993.
134. Y Yuan, I Cabasso, JH Fendler. Chem Mater 2:226–229, 1990.
135. KC Yi, JH Fendler. Langmuir 6:1519–1521, 1990.
136. XK Zhao, JH Fendler. Chem Mater 3:168–174, 1991.
137. XK Zhao, JH Fendler. J Phys Chem 95:3716–3723, 1991.
138. XK Zhao, L McCormick, JH Fendler. Chem Mater 3:922–935, 1991.
139. J Yang, JH Fendler. J Phys Chem 99:5505–5511, 1995.
140. JH Fendler. Supramol Chem 6:209–216, 1995.
141. Y Tian, C Wu, N Kotov, JH Fendler. Adv Mater 6:959–962, 1994.
142. Y Tian, C Wu, N Kotov, JH Fendler. Mater Res Soc Symp 358:259–264, 1995.
143. Y Tian, JH Fendler. Chem Mater 8:969–974, 1996.
144. WL Yu, W Huang, BY Zhu, GX Zhao. Mater Lett 221–223, 1997.
145. L Zhang, J Liu, Z Pan, Z Lu. Supramol Sci 5:577–581, 1998.
146. L Zhang, G Shen, Z Pan, Z Lu. Mater Chem Phys 55:160–163, 1998.
147. J Yang, FC Meldrum, JH Fendler. J Phys Chem 99:5500–5504, 1995.
148. S Xu, XK Zhao, JH Fendler. Adv Mater 2:183–188, 1990.
149. Z Du, Z Zhang, W Zhao, Z Zhu, J Zhang, Z Jin, T Li. Thin Solid Films 210/211:404–406, 1992.
150. M Gao, X Zhang, B Yang, J Shen. J Chem Soc Chem Commun 2229–2230, 1994.
151. M Gao, M Gao, X Zhang, Y Yang, B Yang, J Shen. J Chem Soc Chem Commun 2777–2778,

1994.
152. Y Tian, C Wu, JH Fendler. J Phys Chem 98:4913–4918, 1994.
153. KS Mayya, V Patil, PM Kumar, M Sastry. Thin Solid Films 312:300–305, 1998.
154. LS Li, Y Chen, S Kan, X Zhang, X Peng, M Liu, T Li. Thin Solid Films 284–285:592–595,

1996.
155. LS Li, Z Hui, Y Chen, X Zhang, X Peng, Z Liu, TJ Li. J Coll Interface Sci 192:275–280, 1997.
156. LS Li, J Zhang, LJ Wang, Y Chen, Z Hui, TJ Li, LF Chi, H Fuchs. J Vac Sci Technol B

15:1618–1622, 1997.
157. CB Murray, DJ Norris, MG Bawendi. J Am Chem Soc 115:8706–8715, 1993.
158. BO Dabbousi, CB Murray, MF Rubner, MG Bawendi. Chem Mater 6:216–219, 1994.
159. LS Li, J Jin, YQ Tian, YY Zhao, TJ Li, SM Jiang, ZL Du, GH Ma, N Zheng. Supramol Sci

5:475–478, 1998.
160. J Jin, LS Li, YQ Tian, YJ Zhang, Y Liu, YY Zhao, TS Shi, TJ Li. Thin Solid Films

327–329:559–562, 1998.
161. T Torimoto, N Tsumura, M Miyake, M Nishizawa, T Sakata, H Mori, H Yoneyama. Langmuir

15:1853–1858, 1999.
162. NA Kotov, FC Meldrum, C Wu, JH Fendler. J Phys Chem 98:2735–2738, 1994.
163. Y Tian, JH Fendler. Chem Mater 8:969–974, 1996.
164. NA Kotov, FC Meldrum, JH Fendler. J Phys Chem 98:8827–8830, 1994.
165. L Cao, L Huo, G Ping, D Wang, G Zeng, S Xi. Thin Solid Films 347:258–262, 1999.
166. SH Kim, G Markovich, S Rezvani, SH Choi, KL Wang, JR Heath. Appl Phys Lett

74:317–319, 1999.



167. A Raudel-Teixier, J Leloup, A Barraud. Mol Cryst Liq Cryst 134:347–354, 1986.
168. ES Smotkin, C Lee, AJ Bard, A Campion, MA Fox, TS Mallouk, SE Webber, JM White.

Chem Phys Lett 152:265–268, 1988.
169. I Moriguchi, I Tanaka, Y Teraoka, S Kagawa. J Chem Soc Chem Commun 1401–1402, 1991.
170. X Peng, S Guan, X Chai, Y Jiang, T Li. J Phys Chem 96:3170–3174, 1992.
171. DJ Elliot, DN Furlong, TR Gengenbach, F Grieser, RS Urquhart, CL Hoffmann, JF Rabolt.

Colloids Surf A 103:207–219, 1995.
172. DJ Scoberg, F Grieser, DN Furlong. J Chem Soc Chem Commun 515–517, 1991.
173. F Grieser, DN Furlong, D Scoberg, I Ichinose, N Kimizuki, T Kunitake. J Chem Soc Faraday

Trans 88:2207–2214, 1992.
174. X Peng, R Lu, Y Zhao, H Chen, T Li. J Phys Chem 98:7052–7055, 1994.
175. L Wang, L Li, L Qu, R Lu, X Peng, Y Zhao, T Li. Mol Cryst Liq Cryst 295:175–180, 1997.
176. H Xiong, H Li, Z Wang, X Zhang, J Shen, M Gleiche, L Chi, H Fuchs. J Coll Inter Sci

211:238–242, 1999.
177. J Leloup, A Ruaudel-Teixier, A Barraud. Thin Solid Films 210/211:407–409, 1992.
178. DJ Elliot, DN Furlong, F Greiser. Colloids Surf A 141:9–17, 1998.
179. DJ Elliot, DN Furlong, Franz Greiser. Colloids Surf A 155:101–110, 1999.
180. DN Furlong, R Urquhart, F Greiser, K Tanaka, Y Okahata. J Chem Soc Faraday Trans

89:2031–2035, 1993.
181. RS Urquhart, DN Furlong, H Mansur, F Greiser, K Tanaka, Y Okahata. Langmuir 10:

899–904, 1994.
182. JK Basu, MK Sanyal. Phys Rev Lett 79:4617–4620, 1997.
183. XM Yang, GM Wang, ZH Lu. Supramol Sci 5:549–552, 1998.
184. RS Urquhart, CL Hoffmann, DN Furlong, NJ Geddes, JF Rabolt, F Greiser. J Phys Chem

99:15987–15992, 1995.
185. I Moriguchi, K Hosoi, H Nagaoka, I Tanaka, Y Teraoka, S Kagawa. J Chem Soc Faraday

Trans 90:349–354, 1994.
186. Z Pan, J Liu, X Peng, T Li, Z Wu, M Zhu. Langmuir 12:851–853, 1996.
187. A Milekhin, M Friedrich, DRT Zahn, L Sveshnikova, S Repinsky. Appl Phys A 69:97–100,

1999.
188. HS Mansur, F Grieser, MS Marychurch, S Biggs, RS Urquhart, DN Furlong. J Chem Soc Fara-

day Trans 91:665–672, 1995.
189. HS Mansur, F Greiser, RS Urquhart, DN Furlong. J Chem Soc Faraday Trans 91:3399–3404,

1995.
190. T Dannhauser, M O’Neil, K Johansson, G McClendon. J Phys Chem 90:6074–6076, 1986.
191. A Eychmuller, A Hasselbarth, L Katsikas, H Weller. Ber Bunsenges Phys Chem 95:79–84,

1991.
192. K Asai, T Yamaki, S Seki, K Ishigure, H Shibata. Thin Solid Films 284–285:541–544, 1996.
193. T Yamaki, K Asai, K Ishigure, H Shibata. Radiat Phys Chem 50:199–205, 1997.
194. RS Urquhart, DN Furlong, T Gegenbach, NJ Geddes, F Grieser. Langmuir 11:1127–1133,

1995.
195. AV Nabok, T Richardson, F Davis, CJM Stirling. Langmuir 13:3198–3201, 1997.
196. AV Nabok, T Richardson, C McCartney, N Cowlam, F Davis, CJM Stirling, AK Ray, V

Gacem, A Gibaud. Thin Solid Films. 327–329:510–514, 1998.
197. P Facci, V Erokhin, A Tronin, C Nicolini. J Phys Chem 98:13323–13327, 1994.
198. P Facci, A Diaspro, R Rolandi. Thin Solid Films. 327–329:532–535, 1998.
199. V Erokhin, P Facci, L Gobbi, S Dante, F Rustichelli, C Nicolini. Thin Solid Films.

327–329:503–505, 1998.
200. DT Amm, DJ Johnson, T Laursen, SK Gupta. Appl Phys Lett 61:522–524, 1992.
201. V Erokhin, P Facci, S Carrara, C Nicolini. J Phys D Appl Phys 28:2534–2538, 1995.
202. P Facci, V. Erokhin, S. Carrara, C Nicolini. Proc Natl Acad Sci 93:10556–10559, 1996.
203. XK Zhao, S Xu, JH Fendler. J Phys Chem 94:2573–2581, 1990.



204. XK Zhao, PJ Herve, JH Fendler. J Phys Chem 93:908–916, 1989.
205. FC Meldrum, NA Kotov, JH Fendler. J Phys Chem 98:4506–4510, 1994.
206. YS Kang, S Risbud, J Rabolt, P. Stroeve. Langmuir 12:4345–4349, 1996.
207. YS Kang, DK Lee, P Stroeve. Thin Solid Films 327–329:541–544, 1998.
208. X Peng, Y Zhang, J Yang, B Zou, L Xiao, T Li J Phys Chem 96:3412–3415, 1992.
209. X Peng, M Gao, Y Zhao, S Kang, Y Zhang, Y Zhang, D Wang, L Xiao, T Li. Chem Phys Lett

209:233–237, 1993.
210. SA Iakovenko, AS Trifonov, M Giersig, A Mamedov, DK Nagesha, VV Hanin, EC Soldatov,

NA Kotov. Adv Mater 11:388–392, 1999.
211. S Lefebure, C Menager, V Cabuil, M Assenheimer, F Gallet, C Flament. J Phys B 102:

2733–2738, 1998.
212. A Brugger, Ch Schoppmann, M Schurr, M Seidl, G Sipos, CY Hahn, J Hassman, O Wald-

mann, H Voit. Thin Solid Films 338:231–242, 1999.
213. T Yamaki, T Yamada, K Asai, K Ishigure, H Shibata. Thin Solid Films. 327–329:581–585,

1998.
214. T Yamaki, T Yamada, K Asai, K Ishigure. Thin Solid Films. 327–329:586–590, 1998.
215. NA Kotov, G Zavala, JH Fendler. J Phys Chem 99:12375–12378, 1995.
216. MS Dresselhaus, G Dresselhaus, PC Eklund. Science of Fullerenes and Carbon Nanotubes.

New York: Academic Press, 1996.
217. HW Kroto, DRM Walton, eds. The Fullerenes: New Horizons for the Chemistry, Physics, and

Astrophysics of Carbon. Cambridge, UK: Cambridge University Press, 1993.
218. P Delhaes, H Kuzmany, eds. Fullerenes and Carbon-Based Materials. New York: Elsevier Sci-

ence, 1998.
219. R Saito, G Dresselhaus, MS. Dresselhaus Physical Properties of Carbon Nanotubes. London:

Imperial College Press, 1998.
220. R Taylor, ed. The Chemistry of the Fullerenes (Advanced Series in Fullerenes, Vol. 4). River

Edge, NJ: World-Scientific, 1995.
221. H Aldersey-Williams. The Most Beautiful Molecule: The Discovery of the BuckyBall. New

York: Wiley, 1995.
222. HW Kroto, JR Heath, SC O’Brien, RF Curl, RE Smalley. Nature 318:162–163, 1985.
223. W Krätschmer, LD Lamb, K Fostiropoulos, DR Huffman. Nature 347:354–358, 1990.
224. RE Haufler, J Conceicao, LPF Chibante, Y Chai, NE Byrne, S Flanagan, MM Haley, SC

O’Brien, C Pan, Z Xiao, WE Billups, MA Ciufolini, RH Hauge, JL Margave, LJ Wilson, RF
Curl, RE Smalley. J Phys Chem 94:8634–8636, 1990.

225. JM Hawkins, M Nambu, A Meyer. J Am Chem Soc 116:7642–7645, 1994.
226. R Ettl, I Chao, F Diederich, RL Whetten. Nature 353:149–153, 1991.
227. Q Xie, E Pérez-Cordero, L Echegoyen. J Am Chem Soc 114:3978–3980.
228. AF Hebard, MJ Rosseinsky, RC Haddon, DW Murphy, SH Glarum, TTM Palstra, AP

Ramirez, AR Kortan. Nature 350:600–601, 1991.
229. TTM Palstra, O Zhou, Y Isawa, PE Sulewski, RM Fleming, BR Zegarski. Solid State Com-

mun 93:327–330, 1995.
230. RC Haddon. Acc Chem Res 25:127–133, 1992.
231. YS Obeng, AJ Bard. J Am Chem Soc 113:6279–6280, 1991.
232. LOS Bulho¯es, WS Obeng, AJ Bard, Chem Mater 5:110–114, 1993.
233. B Seo, H Lee, J Chung, W Seo, Y Cho, KH Lee. Synth Met 86:2423–2424, 1997.
234. GG Siu, L Yulong, X Shishen, X Jingmei, L Tiankai, X Linge. Thin Solid Films 274:147–149,

1996.
235. T Nakamura, H Tachibana, M Yumura, M Matsumoto, R Azumi, M Tanaka, Y Kawabata.

Langmuir 8:4–6, 1992.
236. T Nakamura, H Tachibana, M Yumura, M Matsumoto. Synth Met 55–57:3131–3136, 1993.
237. J Milliken, DD Dominguez, HH Nelson, WR Barger. Chem Mater 4:252–254, 1992.
238. R Back, RB Lennox. J Phys Chem 96:8149–8152, 1992.



239. G Williams, C Pearson, MR Bryce, MC Petty. Thin Solid Films 209:150–152, 1992.
240. G Williams, AJ Moore, MR Bryce, YM Lvov, MC Petty. Synth Met 55–57:2955–2960, 

1993.
241. Y Li, R Sun, A Lu, Y Fan, D Jiang, L Zhang. Thin Solid Films 248:83–85, 1994.
242. J Cirák, P Tomcik, D Barancok, M Halusˇka, V Nadazdy. Synth Met 73:285–287, 1995.
243. R Castillo, S Ramos, J Ruiz-Garcia. J Phys Chem 100:15235–15241, 1996.
244. C Long, Y Xu, Y Li, D Xu, Y Yao, D Zhu. Solid State Commun 82:381–383, 1992.
245. Y Tomioka, M Ishibashi, H Kajiyama, Y Taniguchi. Langmuir 9:32–35, 1993.
246. P Wang, M Shamsuzzoha, W Lee, X Wu, RM Metzger. Synth Met 55–57:3104–3109, 1993.
247. R Rella, P Siciliano, L Valli. Phys Stat Solidi 143:K129–K131, 1994.
248. Y Xu, J Guo, C Long, Y Li, Y Yao, D Zhu. Thin Solid Films 242:45–49, 1994.
249. H Lee, SR Park, DW Kim, BY Seo. Synth Met 71:2065–2066, 1995.
250. T Imae, Y Ikeo. Supramol Sci 5:61–65, 1998.
251. Atwood, GA Koutsantonis, CL Raston. Nature 368:229–231, 1994.
252. T Suzuki, K Nakashima, S Shinkai. Chem Lett 699–702, 1994.
253. T Andersson, K Nilsson, M Sundahl, G Westman, O Wennerström. J Chem Soc Chem Com-

mun 604–606, 1992.
254. F Diedrich, J Effing, U Jonas, L Jullien, T Plesnivy, H Ringsdorf, C Thigen, D Weinstein.

Angew Chem Intl Ed Engl 31:1599–1602, 1992.
255. R Castillo, S Ramos, R Cruz, M Martinez, F Lara, J Ruiz-Garcia. J Phys Chem 100:709–713,

1996.
256. P Lo Nostro, A Casnati, L Bossoletti, L Dei, P Baglioni. Coll Surf A 116:203–209, 1996.
257. L Dei, P LoNostro, G Capuzzi, P Baglioni. Langmuir 14:4143–4147, 1998.
258. ZI Kazantseva, NV Lavrik, AV Nabok, OP Dimitriev, BA Nesterenko, VI Kalchenko, SV

Vysotsky, LN Markovskiy, AA Marchenko. Supramol Sci 4:341–347, 1997.
259. TS Berzina, VI Troitsky, OY Neilands, IV Sudmale, C Nicolini. Thin Solid. Films.

256:186–191, 1995.
260. A Hirsch, A Soi, HR Karfunfel. Angew Chem Intl Ed Engl 31:766–767, 1992.
261. G Williams, A Soi, A Hirsch, MR Bryce, MC Petty. Thin Solid Films 230:73–77, 1993.
262. NC Maliszewskyj, PA Heiney, DR Jones, RM Strongin, MA Cichy, AB Smith. Langmuir

9:1439–1441, 1993.
263. M Maggini, A Karlsson, L Pasimeni, G Scorrano, M Prato, L Valli. Tet Lett 35:2985–2988,

1994.
264. M Maggini, L Pasimeni, M Prato, G Scorrano, L Valli. Langmuir 10:4164–4166, 1994.
265. JY Wang, D Vaknin, RA Uphaus, K Kjaer, M Losche. Thin Solid Films 242:40–44, 1994.
266. S Ravaine, B Agricole, C Mingotaud, J Cosseau, P Delhaès. Chem Phys Lett 242:478–482,

1995.
267. M Matsumoto, H Tachibana, R Azumi, M Tanaka, T Nakamura, G Yunome, M Abe, S Yam-

ago, E Nakamura. Langmuir 11:660–665, 1995.
268. DM Guildi, Y Tian, JH Fendler, H Hungerbuhler, K Asmus. J Phys Chem. 99:17673–17676,

1995.
269. DM Guildi, T Tian, JH Fendler, H Hungerbuhler, K Asmus. J Phys Chem 100:2753–2758,

1996.
270. DM Guildi, K-D Asmus, Y Tian, JH Fendler. Proc Electrochem Soc 96–10:501–508, 1996.
271. S Ravaine, C Mingotaud, P Delhaes. Thin Solid Films. 284–285:76–79, 1996.
272. RV Bensasson, E Bienvenue, M Dellinger, S Leach, P Seta. J Phys Chem 98:3492–3500,

1994.
273. T Kawai, S Scheib, MP Cava, RM Metzger. Langmuir 13:5627–5633, 1997.
274. U Jonas, F Cardullo, P Belik, F Diedrich, A Gügel, E Harth, A Herrmann, L Isaacs, K Mullen,

H Ringsdorf, C Thilgen, P Uhlmann, A Vasella, CAA Waldraff, M Walter. Chem: Eur J
1:243–251, 1995.

275. S Wang, RM LeBlanc, F Arias, L Echeygoyen. Langmuir 13:1672–1676, 1997.



276. DA Leigh, AE Moody, FA Wade, TA King, D West, GS Bahra. Langmuir 11:2334–2336,
1995.

277. Y Seo, C Jung, M Jikei, M Kakimoto. Thin Solid Films. 311:272–276, 1997.
278. D Taton, S Angot, Y Gnanou, E Wolert, S Setz, R Duran. Macromol 31:6030–6033, 1998.
279. C Jehoulet, YS Obeng, Y-T Kim, F Zhou, AJ Bard. J Am Chem Soc 114:4237–4247, 1991.
280. C Jehoulet, AJ Bard, F Wudl. J Am Chem Soc 113:5456–5457, 1991.
281. F Zhou, S Yau, C Jehoulet, DA Laude, Z Guan, AJ Bard. J Phys Chem 96:4160–4162, 1992.
282. H Luo, N Li, W Zhang, L Gan, C Huang. Electroanalysis 11:582–585, 1999.
283. LM Goldenberg, G Williams, MR Bryce, AP Monkman, MC Petty, A Hirsch, A Soi. J Chem

Soc Chem Commun 1310–1312, 1993.
284. B Miller, JM Rosamilia, G Dabbagh, R Tycko, RC Haddon, AJ Muller, W Wilson, DW Mur-

phy, AF Hebard. J Am Chem Soc 113:6291–6293, 1991.
285. C Luo, C Huang, L Gan, D Zhou, W Xia, Q Zhuang, Y Zhao, Y Huang. J Phys Chem

100:16685–16689, 1996.
286. C Luo, L Gan, D Zhou, C Huang. J Chem Soc Faraday Trans 93:3115–3117, 1997.
287. W Zhang, L Gan, C Huang. J Mater Chem 8:1731–1734, 1998.
288. Y Zhao, L Gan, D Zhou, C Huang, J Jiang, W Liu. Solid State Commun 106:43–48, 1998.
289. W Zhang, L Gan, C Huang. Synth Met 96:223–227, 1998.
290. Y Huang, L Gan, C Huang, F. Meng. Supramol Sci 5:457–460, 1998.
291. Y Huang, Y Zhao, L Gan, C Huang, N Wu. J Coll Interf Sci 204:277–283, 1998.
292. W Zhang, Y Shi, L Gan, C Huang, H Luo, D Wu, N Li. J Phys Chem B 103:675–681, 1999.
293. MI Sluch, IDW Samuel, MC Petty. Chem Phys Lett 280:315–320, 1997.
294. MI Sluch, IDW Samuel, A Beeby, MC Petty. Langmuir 14:3343–3346, 1998.
295. P Wang, RM Metzger, S Bandow, Y Maruyama. J Phys Chem 97:2926–2927, 1993.
296. RM Metzger, P Wang, X Wu, GV Tormos, D Lorcy, I Scherbakova, MV Lakshmikantham,

MP Cava. Synth Met 70:1435–1438, 1995.
297. K Ikegami, S Kuroda, M Matsumoto, T Nakamura. Jpn J Appl Phys 34:L1227–L1229, 1995.
298. P Wang, Y Maruyama, RM Metzger. Langmuir 12:3932–3937, 1996.
299. J Paloheimo, H Isotalo, J Kastner, H Kuzmany. Synth Met 55–57:3185–3180, 1993.
300. Y Xiao, Z Yao, D Jin, F Yan, Q Xue. J Phys Chem 97:7072–7074, 1993.
301. YF Xiao, AQ Wang, Y Liu, XM Liu, ZQ Yao. Thin Solid Films 251:4–6, 1994.
302. YF Xiao, ZQ Yao, DS Jin. Thin Solid Films 251:94–95, 1994.
303. M Rikukawa, S Furumi, K Sanui, N Ogata. Synth Met 86:2281–2282, 1997.
304. H Ding, D Sun, H Cui, S Xi, F Tian. Supramol Sci 5:611–613, 1998.
305. NS Saricifiti, L Smilowitz, AJ Heeger, F Wudl. Science 258:1474–1476, 1992.
306. Y Wang. Nature 356:585–587, 1992.
307. Y Li, Y Xu, D Xu. Solid State Commun 95:695–699, 1995.
308. Y Liu, Y Xu, D Zhu. Synth Met 90:143–146, 1997.
309. CT Ewins, B Stewart. Thin Solid Films 284–285:49–52, 1996.
310. XK Wang, TG Zhang, WP Lin, SZ Liu, GK Wong, MM Kappes, RPH Chang, JB Ketterson.

Appl Phys Lett 64:2785–2787, 1992.
311. TG Zhang, ZY Xu, PM Lundquist, WP Lin, JB Ketterson, GK Wong, XK Wang, RPH Chang.

Opt Commun 111:517–520, 1994.
312. X Zhang, X Ye, K Chen. Opt Commun 113:519–522, 1995.
313. ZH Kafafi, JR Lindle, RGS Pong, FJ Bartoli, LJ Lingg, J Milliken. Chem Phys Lett

188:492–495, 1992.
314. LB Gan, DJ Zhou, CP Lou, CH Huang, TK Li, J Bai, XS Zhao, XH Xia. J Phys Chem

98:12459–12461, 1994.
315. R Sun, Y Li, J Zhang, D Li, Y Fan, A Lu. Thin Solid Films 248:100–101, 1994.
316. D Zhou, L Gan, C Luo, H Tan, C Huang, Z Liu, Z Wu, X Zhao, X Xia, S Zhang, F Sun, Z Xia,

Y Zou. Chem Phys Lett 235:548–551, 1995.
317. S Ma, X Lu, J Chen, K Han, L Liu, Z Huang, R Cai, G Wang, W Wang, Y Li. J Phys Chem

100:16629–16632, 1996.



318. D Zhou, L Gan, C Luo, C Huang, Y Wu. Solid State Commun 12:891–894, 1997.
319. VR Novak, SL Vorob’eva, IV Myagkov. Mol Mater 7:175–178, 1996.
320. ED Mishina, AA Fedyanin, D Klimkin, AA Nikulin, OA Aktsipetrov, SL Vorob’eva, MAC

Devillers, T Rasing. Surf Sci 382:L696–L699, 1997.
321. Y Xu, C Zhu, C Long, Y Liu, D Zhu, A Yu. Mol Cryst Liq Cryst 294:7–10, 1997.
322. C Long, Y Xu, C Zhu, D Zhu. Chin Sci Bull 43:649–652, 1998.
323. C Long, Y Xu, C Zhu, D Zhu. Solid State Commun 101:439–442, 1997.
324. D Zhou, GJ Ashwell, R Rajan, L Gan, C Luo, C Huang. J Chem Soc Faraday Trans

93:2077–2081, 1997.
325. G Wang, J Wen, Q Houng, S Qian, X Lu. J Phys D: Appl Phys 32:84–86, 1999.
326. J Zhang, Q Xue, Z Du, Z Zhu. Chin Sci Bull 39:1184–1187, 1994.
327. QJ Xue, J Zhang. Tribol Intl 28:287–291, 1995.
328. E Tronel-Peyroz, G Miquel-Mercier, P Seta. Synth Met 81:33–38, 1996.
329. V Krstic, GS Duesberg, J Muster, M Burghard, S Roth. Chem Mater 10:2338–2340, 1998.
330. C Journet, WK Maser, P Bernier, A Loiseau, M Lamy de la Chapelle, S Lefrant, P Deniard, R

Lee, JE Fischer. Nature 388:756–759, 1997.
331. J Fang, CM Knobler. J Phys Chem 99:10425–10429, 1995.
332. J Fang, CM Knobler. Langmuir 12:1368–1374, 1996.
333. J Fang, CM Knobler, M Gingery, FA Eiserling. J Phys Chem B 101:8692–8695, 1997.
334. TE Herod, RS Duran. Langmuir 14:6606–6609, 1998.
335. TE Herod, RS Duran. Langmuir 14:6956–6968, 1998.
336. C Duschl, M Liley, H Vogel. Angew Chem Intl Ed Engl 33:1274–1276, 1994.
337. L Santesson, TMH Wong, M Taborelli, P Descouts, M Liley, C Duschl, H Vogel. J Phys Chem

99:1038–1045, 1995.
338. MP Allen, DJ Tildesley. Computer Simulation of Liquids. Oxford, UK: Oxford University

Press, 1987.
339. D Frenkel, B Smit. Understanding Molecular Simulation. New York: Academic Press, 1996.
340. AJ Kox, JPJ Michels, FW Wiegel. Nature 287:317–319, 1980.
341. P van der Ploeg, HJC Berendsen. J Chem Phys 76:3271–3276, 1982.
342. JP Ryckaert, A Bellemans. Faraday Discuss Chem Soc 66:95–106, 1978.
343. JP Ryckaert, G Ciccotti, HJC Berendsen. J Comput Phys 23:327–341, 1977.
344. MP Allen, DJ Tildesley. Computer Simulation of Liquids. Oxford, UK: Oxford University

Press, 1987, pp 92–98.
345. SH Northrup. J Phys Chem 88:3441–3446, 1984.
346. SH Northrup, MS Curvin. J Phys Chem 89:4707–4713, 1985.
347. JF Nagle. J Chem Phys 63:1255–1261, 1975.
348. JF Nagle. Ann Rev Phys Chem 31:157–195, 1980.
349. GM Torrie, JP Valleau. J Comp Phys 23:187–199, 1977.
350. D Frenkel, B Smit. Understanding Molecular Simulation. New York: Academic Press, pp

176–180, 1996.
351. J Harris, SA Rice. J Chem Phys 89:5898–5908, 1988.
352. JP Bareman, G Cardini, ML Klein. Phys Rev Lett 60:2152–2155, 1988.
353. JP Bareman, ML Klein. J Phys Chem 94:5202–5205, 1990.
354. DE Williams. J Chem Phys 47:4680, 1967.
355. T Yamamoto. J Chem Phys 89:2356–2365.
356. JP Bareman, ML Klein. In: KS Liang et al., eds. Interface Dynamics and Growth. Mat. Res.

Soc. Symp. Vol. 237, MRS, pp 271–279, 1992.
357. WL Jorgensen, J Chandrasekhar, JD Madura, RW Impey, ML Klein. J Chem Phys 79:926,

1983.
358. D Frenkel, B Smit. Understanding Molecular Simulation. New York: Academic Press, pp

347–362, 1996.
359. MA Moller, DJ Tildesley, KS Kim, N Quirke. J Chem Phys 94:8390–8401, 1991.



360. K Kjaer, J Als-Nielsen, CA Helm, P Tippman-Krayer, H Möhwald. J Phys Chem
93:3200–3206, 1989.

361. KS Kim, MA Moller, DJ Tildesley, N Quirke. Mol Sim 13:77–99, 1994.
362. S Karaborni, S Toxvaerd. J Chem Phys 96:5505–5515, 1992.
363. S Karaborni, S Toxvaerd. J Chem Phys 97:5876–5883, 1992.
364. S Karaborni, S Toxvaerd, OH Olsen. J Phys Chem 96:4965–4973, 1992.
365. S Karaborni. Langmuir 9:1334–1343, 1993.
366. WD Harkins, E Boyd. J Chem Phys 45:20–43, 1941.
367. S Toxvaerd. J Chem Phys 93:4290–4295, 1990.
368. S Karaborni, JI Siepmann. Mol Phys 83:345–350, 1994.
369. JI Siepmann, S Karaborni, ML Klein. J Phys Chem 98:6675–6678, 1994.
370. MW Kim, DS Cannell. Phys Rev A 13:411–416, 1976.
371. S Shin, N Collazo, SA Rice. J Chem Phys 96:1352–1366, 1992.
372. S Shin, N Collazo, SA Rice. J Chem Phys 98:3469–3474, 1993.
373. S Shin, SA Rice. Langmuir 10:262–266, 1994.
374. N Collazo, S Shin, SA Rice. J Chem Phys 96:4735–42, 1992.
375. ME Schmidt, S Shin, SA Rice. J Chem Phys 104:2101–2113, 1996.
376. ME Schmidt, S Shin, SA Rice. J Chem Phys 104:2114–2123, 1996.
377. N Kim, S Shin. J Chem Phys 110:10239–10242, 1999.
378. N Kim, S Shin. J Chem Phys 111:6556–6564, 1999.
379. F Schmid, M Schick. J Chem Phys 102:2080–2091, 1995.
380. M Li, AA Acero, Z Huang and SA Rice. Nature 367:151, 1994.
381. Z Huang, AA Acero, N Lei, SA Rice, Z Zhang, ML Schlossman. J Chem Soc Faraday Trans

92:545, 1996.
382. GH Peters, S Toxvaerd. Tens Surf Det 30:264–268, 1993.
383. GH Peters, S Toxvaerd, A Svendsen, OH Olsen. J Chem Phys 100:5996–6010, 1994.
384. GH Peters, NB Larson, T Bjornholm, S Toxvaerd, K Schaumburg, K Kjaer. Phys Rev E

57:3153–3163, 1998.
385. A Porohille, I Benjamin. J Phys Chem 97:2664–2670, 1993.
386. KJ Schweighofer, U Essmann, M Berkowitz. J Phys Chem B 101:3793–3799, 1997.
387. J Bocker, M Schlenkrich, P Bopp, J Brickmann. J Phys Chem 96:9915–9922, 1992.
388. M Tarek, DJ Tobias, ML Klein. J Phys Chem 99:1393–1402, 1995.
389. H Kuhn, H Rehage. Tens Surf Det 35:448–453, 1998.
390. H Kuhn, H Rehage. J Phys Chem B 103:8493–8501, 1999.



141

4
Supramolecular Organic Layer
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I. INTRODUCTION

This chapter reviews the present status of supramolecular layer engineering with respect to
the development of a nanotechnology capable of yielding an industrial revolution along the
routes foreseen by the programs launched some time ago by the National Science and Tech-
nology Council in Italy and more recently with heavy funding by President Bill Clinton
starting beginning fiscal year 2000.

II. SUPRAMOLECULAR LAYER ENGINEERING

A. Langmuir Film Engineering

Salts of fatty acids are “classic” objects of LB technique. Being placed at the air/water in-
terface, these molecules arrange themselves in such a way that its hydrophilic part (COOH)
penetrates water due to its electrostatic interactions with water molecules, which can be
considered electric dipoles. The hydrophobic part (aliphatic chain) orients itself to air, be-
cause it cannot penetrate water for entropy reasons. Therefore, if a few molecules of such
type were placed at the water surface, they would form a two-dimensional system at the
air/water interface. A compression isotherm of the stearic acid monolayer is presented in
Figure 1. This curve shows the dependence of surface pressure upon area per molecule, ob-
tained at constant temperature. Usually, this dependence is called a �-A isotherm.

Initially, the compression does not result in surface pressure variations. Molecules at
the air/water interface are rather far from each other and do not interact. This state is re-
ferred to as a two-dimensional gas. Further compression results in an increase in surface
pressure. Molecules begin to interact. This state of the monolayer is referred as two-di-
mensional liquid. For some compounds it is also possible to distinguish liquid-expanded
and liquid-condensed phases. Continuation of the compression results in the appearance of
a two-dimensional solid-state phase, characterized by a sharp increase in surface pressure,
even with small decreases in area per molecule. Dense packing of molecules in the mono-
layer is reached. Further compression results in the collapse of the monolayer. Two-di-
mensional structure does not exist anymore, and the multilayers form themselves in a non-
controllable way.

The floating monolayer can be transferred onto the surface of solid supports. Two
main techniques are usually considered for the monolayer deposition, namely, Lang-



muir–Blodgett (or vertical lift) and Langmuir–Schaefer (or horizontal lift). Specially pre-
pared substrate is passed vertically through the monolayer. The monolayer is transferred
onto the substrate surface during this passage. The important point is to have the monolayer
electrically neutral. If some charges in the monolayer molecule head groups are uncom-
pensated, the deposition will not be performed and electrostatic interaction of this charge
with water molecules will be higher than the hydrophobic interactions of chains with the
hydrophobized substrate surface.

The other method of monolayer transfer from the air/water interface onto solid sub-
strates is illustrated in Figure 2. This method is called the Langmuir–Schaefer technique,
or horizontal lift. It was developed in 1938 by I. Langmuir and V. Schaefer for deposition
of protein layers. Prepared substrate horizontally touches the monolayer, and the layer
transfers itself onto the substrate surface. The method is often used for the deposition of
rigid monolayers and for protein monolayers. In both cases the application of the Lang-
muir–Blodgett method produces defective films.

Deposited films are usually divided into three types, schematically shown in Fig-
ure 4, namely, X-, Y-, and Z-types. As it is clear from the figure, the Y-type is a cen-
trosymmetrical one, while the X- and Z-types are polar ones, which differ only by the ori-
entation of the head groups and hydrocarbon chains with respect to the substrate surface.
Such a difference appears due to the fact that in some cases there is no monolayer transfer
during upward or downward motion of the substrate in the case of LB deposition. In the
case of the LS deposition, moreover, the layers always seem to be transferred in a polar

FIG. 1 Variation of pressure vs. area isotherm of stearic acid.

FIG. 2 Schematic of Langmuir–Schaefer deposition.



manner. However, the X- and Z-types are almost never realized in practice. Even if some
nonlinear properties, such as pyroelectricity, realizable only in polar structures, were ob-
served, and the structures were considered as polar ones, detailed investigations have re-
vealed that the films are of Y-type with unequal filling of odd and even layers. Moreover,
in the case of LS deposition, it was shown that the last three transferred monolayers are in-
volved in structural reorganization during pasage through the meniscus, in order to realize
thermodynamically stable Y-type packing.

A large number of potential applications for organized protein monolayers have re-
cently motivated considerable research activity in this field (Boussaad et al. 1998, Kisely-
ova et al. 1999). Construction of specific interaction-directed, self-assembled protein films
has been performed at the air–water interface. The Langmuir–Blodgett (LB) technique has
been extensively used to order and immobilize natural proteins on solid surfaces (Tronin et

FIG. 3 Organic molecules.



al. 1994, 1995, and Facci et al. 1993). The technique has several advantages not available
in solution studies: (1) A protein monolayer at an air–water interface can be transferred af-
ter establishing a molecular organization of the film selected at different surface pressure
or surface density, (2) a protein monolayer formed at an air–water interface can be trans-
ferred to many different surfaces, including those prepared for electronic studies, (3) pro-
tein multilayers can be obtained by repeating the monolayer transfer process as many times
as desired, and (4) the transferred film can be studied in different environments, such as air
or solution (Guryev et al. 1997). The success of the LB technique draws on the property of
amphiphilic molecules when spread and compressed at an air–water interface to form a
compact monolayer, with hydrophobic and hydrophilic parts directed to air and water, re-
spectively. When this technique is applied to nonamphiphilic water-soluble proteins, diffi-
culties can be encountered. Simple water-soluble proteins at the air–water interface tend to
expose their hydrophobic interior to the air, causing dramatic changes of their native struc-
ture, which may be detrimental to the function of the proteins or even cause the liganded
cofactors to dissociate from the protein. In-plane order can be greatly enhanced by exploit-
ing the combination of planar orientation and mobility, which this interface provides.

B. Layer-by-Layer Film Engineering

It is most interesting and challenging to construct ultrathin films with a supramolecular
architecture, in which the individual organic molecules are macroscopically oriented and
where the molecules with different functionality can be incorporated into individual lay-
ers. Recently, layer-by-layer (LBL) assembly processes based on electrostatic or other
molecular forces represent a unique technique that presents a new approach to the for-
mation of supramolecular architectures by adsorption of consecutively alternating poly-
electrolytes. The self-assembly of charged polyelectrolytes (i.e., proteins, conducting
polymers, zirconium phosphate, optical dyes, metal nanoparticles, aluminosilcates, and
clay) by LBL can be considered an alternative to the Langmuir–Blodgett, spin-coating,

FIG. 4 Types of LB deposition.



and chemical vapor deposition techniques. The most substantial advantage of LBL self-
assembly is the highly accurately controlled average thickness of the polyelectrolytes lay-
ers, where the macroscopic properties of molecular film can be controlled by microscopic
structure. In this approach, thin films are built up on a layer-by-layer basis by alternately
exposing a substrate to positive and negative polyelectrolytes: polyanion and polycation.
On each deposition cycle the charge on the exposed surface is compensated and reversed
by adsorbed polymer. The amount of material deposited on each cycle approaches a con-
stant and reproducible value, permitting any number of layers to be incorporated. The in-
struments required are minimized; the technique has proven to be a powerful way to pro-
duce thin structures with defined composition. The multilayer films in which both the
anionic and the cationic layers were polyelectrolytes and the principle of the layer-by-
layer adsorption of polyanions and polycations are depicted schematically in Figure 5.
Decher and coworkers (1992 and 1996) applied this approach to linear polyanions and
bipolar amphiphiles. This technique was then successfully applied to at least more than
20 water-soluble, linear polyanions, including conducting polymers, ceramics, dyes, por-
phyrin, DNA, and proteins (Decher et al. 1992, Keller et al. 1994, Cheung et al. 1994,
Fou et al. 1996).

The chemical structures of the polyanions, such as poly(styrene sulfonate) (NaPSS),
poly(sulfonated aniline), poly(allyamine hydrogen chloride) (PAH), and poly
(etheneimine) (PEI), are shown in Figure 6. In most of the polyelectrolyte solutions the
NaCl or the KCl etc. salts are found at a very high concentration in the depositing solution.
The adsorption time varies from 5 minutes to 1 hour for various polyelectrolytes. The as-
tonishing control of individual average-layer thicknesses is simply due to the well-known
changes in the coil structure of polyions in solutions of different ionic strength. At low con-
centrations of the salt, the charged groups in the polyelectrolyte repel each other and the
polymer adopts an extended conformation, and the chain adsorbs flat. At higher concen-
trations of the salt, the repulsion of charged groups is partly screened and the polyelec-
trolytes conformation approaches a random coil, and the chain adsorbs rather loopy
(Decher et al. 1992). The two different layer thicknesses of the same materials can be main-
tained in a single film by adjusting the ionic strength of the adsorption solutions. The effect
of the deposition process depends on the salt effect, “which does the fine-tuning of the layer
pair thickness,” the temperature effect, “which does the reversible change in the film thick-
nesses.” The deposition process is more or less independent of the molecular weight of the
polyelectrolytes. Using neutron reflectometry, Decher et al. (1992, 1996, 1997) resolved
the internal structure of self-assembled polyelectrolyte multilayer films with high resolu-
tion, which showed that such surface films consisted of stratified structures in which
polyanions and polycations of individual layers are interdigitated with one another. For al-
ternating layers of poly(styrene sulphonate), PSS, and poly(allyamine hydrochloride),
PAH, adsorbed onto atomically flat surfaces, a roughening of successively deposited lay-
ers leads to a progressively larger number of adsorption sites for consecutive generations
of adsorbed polymer, and thus to an increase in layer thicknesses with an increasing num-
ber of deposited layers. The fine-tuning of the thicknesses of individual layers can indeed
be used for the construction of complex film architectures, even in multilayers composed
of only two materials, a single polyanion and a single polycation. A potential application
of the LBL technique is the fabrication of homogenous ultrathin film of conjugated poly-
mers. Molecular-level processing of conjugated polymers (i.e., polypyrrole, polyaniline,
poly(phenylene vinylene), poly(o-anisidine)) by the LBL technique (Ferreira and Rubner
1995, Ram et al. 1999) was also shown in the literature.
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C. Organic Materials

The structures of the new organic materials used are summarized in Figure 3. The major
drawback of the polymeric materials is the multistep synthesis required for the functional-
ization and the stringent process requirements of the condensation polymerization. It
seemed desirable therefore to find shorter synthetic routes to process the polymers with pre-
dictable absorption wavelengths of light. Several types of poly(p-phenylenevinylene)
(PPV) polymer derivatives have been synthesized in our laboratory (Ram et al., 1997a),
namely, poly(2-methoxy-5-(2-ethyl)hexyloxy-p-phenylenevinylene) (MEHPPV). The
Gilch route has been modified in order to increase the processability for this specific device
application. Poly(phenylene vinylene) (PPVs) are main-chain conjugated polymers, which
have very interesting electrical and photoconjugated properties, and that make them suit-
able for applications in optoelectronic and microelectronic devices, such as the PV cells de-
scribed here.

Photosynthetic reaction centers from Rhodobacter sphaeroides and bacteri-
orhodopsin (BR) from purple membrane (PM) have been used for their unique optoelec-
tronic properties and for their capability of providing light-induced proton and electron
pumping. Once assembled they display extremely high thermal and temporal stability

FIG. 6 Structures of an important class of polyelectrolytes used for deposition of layer-by-layer
self-assembly.



(Nicolini 1997, 1998a,b). These features make them two of the most promising biological
molecules for developing devices (see Nicolini 1996c). Inorganic nanoparticles, such as
CdS, PbS, and TiO2, and organic systems, namely, conducting polymer, dyes, and fullerene
(C60) nanocrystals, were prepared and organized in thin films to fabricate donor (D)–ac-
ceptor (A) supramolecular assemblies (Nicolini 1997).

III. SUPRAMOLECULAR LAYER CHARACTERIZATION

A. Brewster-Angle Microscopy

The method is based on the fact that plane-polarized light does not reflect from the inter-
face when it is incident at the Brewster angle, determined by the equation

tg� � �
n
n

2

1
�

where n1 and n2 are refractive indexes of the two media at the interface. The value of this
angle for the air/water interface is 53.1°. Therefore, it is possible to adjust the analyzer po-
sition in such a way that it will be a dark field when imaging the air/water interface. Spread-
ing of the monolayer varies the Brewster conditions for both air/monolayer and mono-
layer/water interfaces, making visible the morphology of the monolayer. A typical
Brewster-angle image of the monolayer at the air/water interface is shown in Figure 7. To
some extent, fluorescence and Brewster-angle microscopies coincide. However, Brewster-
angle microscopy is preferred because it does not demand adding anything to the mono-
layer, leaving the situation unaffected by any disturbing factors.

FIG. 7 Brewster-angle microscopy: Image of POAS monolayer at air/water interface at pH 1 and
various pressures.



B. X-Ray Scattering

Several methods based on the utilization of x-rays are used to study LB film structure.
Diffractometry and reflectometry are the usual ones. Diffractometry is used mainly when
well-ordered periodic structure is under the investigation and several Bragg reflections are
in the x-ray pattern. The position of these reflections is determined by the Bragg equation:

2D sin ! � n�

where D is the thickness of the periodic unit (period or spacing), � is the wavelength of the
incident x-ray beam, ! is the incident angle, and n is the number of the reflection. It is
therefore possible to obtain directly the thickness of the periodic unit (usually, bilayer)
from the angular position of the Bragg reflection. The other information, which can be ob-
tained directly from the x-ray pattern, is a correlation length (L). This parameter can be con-
sidered a thickness for which the film can still be considered an ordered one, and it is de-
termined by the following formula:

L � �
2 sin

�
(�!)
�

where �! is a half-width of the Bragg reflection.
More information can be obtained if several reflections were registered. Each Bragg

reflection can be considered a component in the Fourier row representing the electron den-
sity of the repeating unit of the film. Therefore, the electron density of a period of the film
is proportional to the intensity of the Bragg reflection, but the phase of this harmonic must
also be taken into account. Fortunately, most LB films have Y-type structure, and, there-
fore, the phases for them can be only 0 or �, thus transferring, the phase problem typical
for crystallography into a more simple sign problem. This problem is usually solved by fit-
ting the electron density in some known regions. Most often, this region is where close
packing of hydrocarbon chains takes place.

Not so direct as diffractometry, reflectometry is the other approach for studying LB
firms with x-ray techniques. It also allows, however, studying not very well-ordered films
and even monolayers. The reflectometry approach considers all registered scattering
curves. It can contain also Bragg reflections and Kiessig fringes. Kiessig fringes corre-
spond to the interference of the x-ray beam reflected from the air/film and film/substrate in-
terfaces; their angular position gives information about the total thickness of the LB film.
The electron density profile in the case of reflectometry is calculated from models, fitting
the experimental data.

C. Atomic Force Microscopy

Atomic force microscopy, a type of scanning probe microscopy, utilizes a sharp probe to
scan across the surface of a sample. A laser is focused on the tip, and the beam is reflected
to the split photodiode detector. As the cantilever is deflected over the sample surface, the
photodiode monitors the changes of the laser beam. The changes are stored in the computer
to produce a topographic image of the sample surface. There are three different modes in
atomic force microscopy: contact mode, tapping mode, and noncontact mode. In contact
mode, the tip physically comes in contact with the sample. Atomic resolution can be
reached in contact mode; however, there is a risk of damage to soft samples. During tap-
ping mode, the cantilever is oscillated at or near its resonance frequency. The scanner, in a
pendulum-type motion, enables the tip to “tap” the sample surface as the scanner comes to



the bottom of its swing. There is less damage in tapping mode and higher lateral resolution;
however, there is a slightly slower scan speed than in contact mode. The cantilever is os-
cillated at a frequency slightly above the cantilever’s resonance frequency during noncon-
tact AFM. The tip oscillates above the adsorbed fluid layer on the surface. It does not come
in contact with the sample surface. The sample is not damaged during noncontact mode;
however, the scan speed is much slower, there is lower lateral resolution, and it may be used
only with very hydrophobic samples. Noncontact mode is not used very often because of
these disadvantages. In our case, the AFM used was a home-built instrument (Polo
Nazionale Bioelettronica), (Sartore et al. 1999) working in contact mode. It operated in air,
at constant deflection (i.e., vertical contact force) with triangular-shaped, gold-coated
Si3N4 microlevers (commercially available Park Scientific Instrument chips) (Ram et al.
1999). The tips of the microlevers had a standard aspect ratio (about 1:1), and the levers had
a nominal force constant of 0.03 N/m. The constant-force set point was about 0.1 nN, while
the images acquired were 256 � 256-pixel maps. During acquisition, the row-scanning fre-
quency was 4 Hz, i.e., a physical tip–sample motion speed of 8-4-2 �m/sec in the 2-1-0.5-
�m scan size images, respectively. All images are standard top-view topographic maps,
where the brightness is proportional to the quota of the features over the sample surface;
i.e., light means mountain, dark means valley. The images shown are generally representa-
tive of the samples, since the same images appear in four different regions of the analyzed
samples, positioned at the vertices of a 4-mm-side square, centered at the specimen. Figure
8 shows an AFM image of six bilayers in situ self-assembled layer-by-layer films of
polypyrrole (PPY) coated with SiO2 nanoparticles along with a sodium salt of poly(styrene
sulfonate).

D. Fourier Transform Infrared Spectroscopy

Fourier transform infrared (FTIR) spectroscopy is a powerful analytical tool for character-
izing and identifying organic molecules. The IR spectrum of an organic compound serves

FIG. 8 SiO2 AFM image of six bilayers in situ self-assembled layer-by-layer films of polypyrrole
coated with SiO2 and poly(styrene sulfonate).



as its fingerprint and provides specific information about chemical bonding and molecular
structure. FTIR involves the vibrations of molecules. Molecules can bend or stretch at their
bonds. They can also wiggle around in a wag, or twist. Molecules vibrate in certain modes,
depending on the symmetry properties of the molecules’ shape (Pepe et al. 1998). The en-
ergy it takes to excite a vibrational mode varies depending on the strength of the bond and
the weight of the molecule. FTIR involves the conversion of energy to molecular vibra-
tions. Infrared radiation (wavenumbers of 4800–400 cm�1) can be converted to vibrations
in the molecule, which causes the molecule to go from a ground vibrational state to an ex-
cited vibrational state. Samples are run either as pure substance or in KBr pellets. A beam
of infrared radiation is passed through the sample. A detector generates a plot of percent
transmission of radiation versus the wavenumber or wavelength of the transmitted radia-
tion. When the percent transmission is below 100, some of the light is being absorbed by
the sample. Each peak in the spectrum represents absorption of light energy and is called
an absorption band. The amount of energy required to stretch a bond depends on many
things, one of which is the strength of the bond and the masses of the bonded atoms. The
higher wave numbers are achieved when the bonds are stronger and the atoms are found to
be smaller.

E. Gravimetric Measurements

Gravimetric measurements were carried out by means of a homemade gauge with a sensi-
tivity of 0.57 � 0.18 ng/Hz using quartz oscillators with frequency of 10 MHz. Calibration
of the quartz balance was performed according to Facci et al. 1993. Results of the gravi-
metric study of deposited monolayers are presented in Figure 9 for wild-type and recombi-
nant proteins. Linear dependence of the frequency shift upon the number of deposited lay-
ers indicates the reproducibility and homogeneity of the deposition. Knowing the
molecular weight and dimensions of the protein, it is possible to compare the area per
molecule in the film, calculated from gravimetric measurements, with that for the closely
packed system.

FIG. 9 Dependence of the thickness of the LB film of cytochrome P450 scc, both wild type (solid
line) and recombinant (dashed line), upon the number of transferred layers.



F. Electrical Characterization

Electrical conductivity in general reflects the net charge motion brought about by an elec-
tric field E. The value of electrical conductivity, � can be expressed as: � � J/E � nq�,
where J is the current density, E is the electric field; n is the concentration of charge carri-
ers (solitons, polarons, and bipolarons), and � is the mobility of the charge carriers. It is
necessary for a conducting polymer to contain an overlapping set of molecular orbits to pro-
vide reasonable carrier mobility along the polymer chain. The dc and ac conductivity can
be experimentally measured. The industrial application of this class of ultrathin electro-
conducting material is promising. So the electrical conductivity of each polyanilines LS
films was studied by depositing on the interdigitated electrodes. Figure 10 shows the I-V
characteristics of polyaniline films measured at a scan rate of 20 mV/sec. The current–volt-
age characteristics for PANI (curve 1), POT (curve 2), and POAS (curve 3) do not show
ohmic behavior (Ram et al 1999). It can be related to the possible redox reaction of the in-
terdigitated electrodes with HCl during the preparation of LB films, which could also be re-
lated to some potential barrier with the degenerately doped conducting polyanilines. The
only curve showing a different behavior is that of PEOA (curve 4), with a linear relation-
ship in I-V characteristics. The PANI LS films (curve 1) show the higher magnitude of cur-
rent for each measured potential. The magnitude of current shows a minimum for the
PEOA LS films. The decrease in the current magnitude in POT can be related to the de-
crease in interchain order, which is related to the conductivity value, whereas POAS leads
to an increase in electronic localization attributable to the decrease in conductivity. Still the
larger-substituent ethoxy group in PEOA shows another effect like charge localization
along the polymer chains, which increases the orientation, thus diminishing the current (or
conductivity) value.

G. Electrochemistry

Cyclic voltammetry and other electrochemical methods offer important and sometimes
unique approaches to the electroactive species. Protein organization and kinetic approaches
(Correia dos Santos et al. 1999, Schlereth 1999) can also be studied by electrochemical sur-
vey. The electron transfer reaction between cytochrome P450scc is an important system for

FIG. 10 Current–voltage characteristics of polyanilines LS films of 40 monolayers deposited on in-
terdigitated electrodes: (1) PANI, (2) POT, (3) POAS, (4) PEOA.



investigating fundamentals regarding long-range electron transfer in biological systems; it
has attracted considerable experimental and theoretical attention. Cyclic voltammetry, as
an efficient method to investigate electron transfer reactions between proteins, is being ex-
ploited increasingly for obtaining electrochemical information on metalloproteins.

IV. ROLE OF MOLECULAR CLOSE PACKING ON PROTEIN
THERMAL STABILITY

Langmuir–Blodgett (LB) films of proteins (Tiede 1985, Hwang et al. 1977, Furuno et al.
1988, Lvov et al. 1991) and lipid–protein complexes (Fromherz 1971, Phillips et al. 1975,
Mecke et al. 1987, Kozarac et al. 1988) were intensively studied and characterized by dif-
ferent techniques.

Recent publications on the thermal stability of proteins organized in dense solid
films, deposited by LB (Nicolini et al. 1993, Facci et al. 1994, Erokhin et al. 1995) and by
self-assembling (Shen et al. 1993), leave several questions unanswered. In particular, it is
still not completely clear which parameter is responsible for this phenomenon. Two main
factors are discussed when speaking about induced thermal stability, namely, decreased
water content and molecular close packing (Nicolini et al. 1993). It seems that both of them
work in parallel, and unfortunately it is difficult to settle directly which one plays the dom-
inant role.

It is interesting to compare the thermal-treatment effect on the secondary structure of
two proteins, namely, bacteriorhodopsin (BR) and photosynthetic reaction centers from
Rhodopseudomonas viridis (RC). The investigation was done for three types of samples for
each object–solution, LB film, and self-assembled film. Both proteins are membrane ones
and are objects of numerous studies, for they play a key role in photosynthesis, providing
a light-induced charge transfer through membranes—electrons in the case of RC and pro-
tons in the case of BR.

It is necessary to note that the initial conditions of the samples in solution were ab-
solutely different. RC was extracted from the membranes by detergent (lauryldimethy-
lamineoxide—LDAO); the solution contains the individual protein molecules surrounded
by a detergent “belt” shielding the hydrophobic areas of the protein surface. In the case of
BR the situation is different. BR is the main part of purple membranes (about 80%) and is
already close packed in it. It is difficult to extract BR in the form of individual molecules,
for they are very unstable (Okamura et al. 1974). Thus, the initial solution of BR was in re-
ality the solution of sonicated membrane fragments.

Described differences in the initial protein solution conditions, of course, differenti-
ates the processes of film formation, both in the case of the LB technique and in the case of
self-assembling.

CD spectra of different samples of RC and BR after heating at different temperatures
are presented in Figures 11 and 12, respectively. Comparison of the CD spectra of RC and
BR in solution allows one to conclude that BR in solution is much more heat resistant with
respect to RC. The other interesting point is that the temperature behaviors of the BR in LB
and self-assembled films are absolutely identical. Both of them demonstrate high thermal
stability, and significant differences in the CD spectra appear only after heating up to
200°C. The situation is absolutely different in the case of RC. In fact, LB films show high
thermal stability, and significant differences appear, as in case of BR, only after heating to
200°C. Self-assembled films of RC, in contrast, are much more affected by thermal treat-
ment.



Such differences in the secondary structure behavior with respect to temperature can
be explained by suggesting that molecular close packing of proteins in the film is the main
parameter responsible for the thermal stability. In fact, as in the case of BR, we have close
packing of molecules even in the solution (membrane fragments); there are practically no
differences in the CD spectra of BR solution at least till 75°C (denaturation takes place only
for the sample heated to 90°C). RC in solution begins to be affected even at 50°C and is
completely denatured at 75°C, for the solution contains separated molecules.

The fact that CD spectra of BR in LB and self-assembled films show similar behav-
ior with respect to temperature is also not strange. Because the basic block of the film in
both cases is the membrane fragment, which is already closely packed, there is no princi-
pal difference between these samples with regard to packing. The difference in the distri-
bution of these fragments cannot be critical for thermal stability.

In the case of RC there are big differences in the temperature dependencies of CD
spectra of LB and self-assembled films. The differences are due to the different organiza-
tion of molecular structures in the film. In the case of self-assembled films, the molecules

FIG. 11 CD spectrum of RC in solution and LB and spread films.



are randomly distributed. Moreover, the presence of the detergent in the dried film can
cause some damage of the protein structure, as is illustrated by the difference in the CD
spectra of the film with respect to solution even without any heating. In contrast, the LB
technique allows depositing dense films practically free of the detergent.

Molecular regular close packing of BR in membrane fragments is well known and was
confirmed also by STM measurements (Fedorov et al. 1994). In the case of RC LB films, this
was also reported for that from Rhodobacter sphaeroides (Facci et al. 1994). Because it was not
reported for RC from Rhodopseudomonas viridis, STM imaging was performed in order to
evaluate the molecular packing in the RC LB film. The typical image is presented in Figure 13.
The periodicity of the image features is about 6.5 nm, which is comparable to the dimensions of
the protein molecule. The image illustrates that a regular close-packed film was obtained.

This comparative study pointed out molecular close packing as a key parameter re-
sponsible for the thermal stability of proteins in films. In the case of BR, this close packing
is reached due to the nature of the sample, while LB organization seems to be a more gen-
eral procedure, for the same goal can be reached for practically any type of protein sample.
The last statement was even confirmed by the comparison of the thermal behavior of ex-
tracted separated BR in self-assembled and LB films. It was found that BR in LB films is
more stable for this kind of sample. The results will be reported in detail elsewhere.

FIG. 12 CD spectrum of BR in solution and LB and spread films.



V. INDUSTRIAL BIOCATALYSIS

The Langmuir–Blodgett (LB) technique was successfully applied for the deposition of thin
protein layers (Langmuir and Schaefer 1938, Tiede 1985, Lvov et al. 1991). LB organiza-
tion of protein molecules in film not only preserved the structure and functionality of the
molecules, but also resulted in the appearance of new, useful properties, such as enhanced
thermal stability (Nicolini et al. 1993; Erokhin et al. 1995).

Enhanced thermal stability enlarges the areas of application of protein films. In par-
ticular it might be possible to improve the yield of reactors in biotechnological processes
based on enzymatic catalysis, by increasing the temperature of the reaction and using en-
zymes deposited by the LB technique. Nevertheless, a major technical difficulty is that en-
zyme films must be deposited on suitable supports, such as small spheres, in order to in-
crease the number of enzyme molecules involved in the process, thus providing a better
performance of the reactor. An increased surface-to-volume ratio in the case of spheres will
increase the number of enzyme molecules in a fixed reactor volume. Moreover, since the
major part of known enzymatic reactions is carried out in liquid phase, protein molecules
must be attached chemically to the sphere surface in order to prevent their detachment dur-
ing operation.

The aim of the work was the development of a technique to deposit enzyme LB films
on the surface of small glass spheres and to test the enzymatic activity of such samples be-
fore and after thermal treatment.

The experiments were carried out with two enzymes, urease and glutathione-S-trans-
ferase (GST). Urease catalyses the hydrolysis of urea (Avrameas 1978), while GST is an

FIG. 13 STM image of RC monolayer.



enzyme that catalyzes the reduction of compounds such as alkylants with a nucleophilic ad-
dition of the thiol of glutathione to electrophilic acceptors (e.g., aryl and alkyl halides,
quinones, organic peroxides) (Pickett and Lu 1989). Both enzymes were chosen, since their
activity can easily be tested by spectrophotometric measurements.

The LB technique was chosen for covering the spheres because it was shown to pro-
vide enhanced thermal stability of many types of proteins in deposited layers (Nicolini et
al. 1993, Erokhin et al. 1995, Antolini et al. 1995), which no other technique is able to
achieve. Since only the upper protein layer is involved in the catalytic activity, no special
attention was paid to check whether the deposited layer is a monolayer or multilayer. How-
ever, the samples were thoroughly washed to remove protein molecules not bound cova-
lently to the sphere surface, since during the functional test these molecules could con-
tribute to the measured apparent catalytic activity.

Borosilicate glass spheres with a diameter of 2 mm were used as substrates for the
deposition.

The surface of the spheres was activated in the following way. Spheres were treated
with boiling chloroform, rinsed on a glass filter, and dried under nitrogen, to be subse-
quently silanized with 3-glycidoxypropyl trimethoxysilane following the technique pro-
posed by Malmquist (Malmquist and Olofsson 1989). Silanization of the spheres was per-
formed in nitrogen flux in order to prevent reciprocal attachment of spheres and to activate
their surface homogeneously.

The essential steps of the deposition procedure, which are the same for both enzymes,
are illustrated in Figure 14. The protein solution was spread over the water subphase, and
the monolayer was compressed up to 25 mN/m. Activated spheres were distributed over the
monolayer in the following way: A plate with spheres over it was moved along the mono-
layer, while the weak nitrogen flow was used for transferring the spheres from the plate to
the layer. It is important to have the plate in close vicinity to the water surface in order to
keep all the particles floating over the monolayer. The spheres were kept at the surface for
30 minutes in order to provide chemical linking of the monolayer to activated surface. Af-
ter this time the feedback system was switched off and the Wilhemy plate was removed
from the water. The layer with particles was compressed until the minimum area (20 cm2),
which corresponds to the collapse of the monolayer, was reached. Even though this com-
pression yields a multilayer film, such action seems to be necessary, since otherwise only
half of the sphere surface was covered with protein monolayer, while compression induced
the motion both of spheres and the monolayer, covering other regions of the spheres. The

FIG. 14 Schematic of the deposition of LB films on to the spherical substrate.



spheres were collected, washed with substrate buffer in order to remove parts of the mono-
layer not attached chemically to the sphere surface, and dried.

The activity of enzymes in the film was estimated in the following way: In order to
test the activity of urease, we utilized a calorimetric assay based on urea hydrolysis; the en-
zymatic reaction was followed at 590 nm, the suitable wavelength for bromcresol purple
(Chandler 1982). Urea concentration was 1.67 ; ts 10�2 M.

The enzymatic activity of GST was evaluated spectrophotometrically following the
conjugation of glutathione (GSH) thiol group to 1-chloro2,4-dinitrobenzene (CDNB) at a
wavelength of 340 nm (Habig et al. 1974) by a double-beam spectrophotometer (Jasco
7800). The GSH and CDNB concentrations were 2.5 mM and 0.5 mM, respectively. Ten
covered spheres were placed into the cuvette. The diffusion effects (Antolini et al. 1995)
were avoided by carrying out the measurements under continuous stirring with a magnetic
microstirrer (Bioblock scientific) at a speed of 600 rpm.

The deposition procedure described earlier allows one to obtain protein films chem-
ically bound to the activated surface of spherical glass particles. Subsequent compression
of preformed protein monolayer with these particles permitted to coverage of the particle
area that initially has not come in contact with the monolayer, as schematically shown in
Figure 14. Even if such a procedure does not initially result in deposition of strictly one
monolayer, this fact does not seem to be critical, because only the monolayer chemically
attached to the surface remains after washing.

From the results of the urease activity test summarized in Figure 15, it is clear that
the deposition procedure preserved to a certain extent the enzyme catalytic activity. Heat-
ing the sample before testing decreased the enzyme in the film by about 30% but did not
eliminate it completely. The results of the activity test of two samples are summarized in
Table 1 together with reference values for a spontaneous reaction without enzyme. It is nec-
essary to underline that enzymatic activity on spherical supports was higher than the re-
spective value in “flat” films, which could indicate that apparent catalytic efficiency was
improved due to an increased area-to-volume ratio.

FIG. 15 Urease activity test at different temperatures (K).



As evident from results of the GST activity test presented in Figure 16, the enzyme
is active in LB films. Comparison of these catalytic activity values with the balance values
of GST LB film deposited onto flat silanized surfaces (Antolini et al. 1995), and presum-
ing a linear dependence of activity on enzyme concentration, gives an effective amount of
2.44 pmol in the sample. Knowing the total area of spheres in the reaction medium (10
spheres with total area of about 125 mm2) and taking into account that only the upper layer
is involved in the reaction, we can estimate the surface density of the enzyme in the layer.
The area per molecule was found to be 83 nm2. On the other hand, the area per molecule
can be estimated from strictly geometric considerations of protein sizes approximations
taken from the Protein Data Bank, and such calculations yield a value of 34 nm2. Thus,
comparing these values the conclusion can be reached that the amount of active enzyme in
the film is about 41% of a maximum possible in the close-packed layer. The resultant ac-
tivity is reported in Table 2 together with the value for a spontaneous reaction.

The comparison of the results on enhanced thermal stability of proteins in LB films
reported here and those already published again underlines that molecular close packing is
a critical parameter responsible for this phenomenon.

The described procedure allows one to deposit protein, in particular, enzyme, LB
films onto the surface of small spheres. Deposited multilayer film was washed in order to
leave at the surface only a layer covalently attached to the activated surface. The enzyme

FIG. 16 GST activity test. (1) Solution (slope 106 � 10�5 1/s), (2) proposed method (the best,
slope 90 � 10�5 1/s), (3) proposed method (average, slope 53 � 10�5 1/s), (4) Langmuir–Schaefer
method (the best, slope 6 � 10�5 1/s), (5) spontaneous reaction (average, slope 16.4 � 10�5 1/s).
Curves 1–4 show the difference of absorbance for catalyzed and spontaneous reactions.

TABLE 1 Slopes of Activity for Two
Samples of Urease and for Spontaneous
Reaction

Sample 1 7.01 � 10�4

Sample 2 5.97 � 10�4

Average 6.49 � 10�4

Mean error 7.4 � 10�5

Spontaneous reaction 2.49 � 10�6



in the film preserves its catalytic activity and demonstrates highly increased thermal sta-
bility. The procedure can be useful for the fabrication of heat-proof active elements for
bioreactors based on enzymatic catalysis.

VI. REACTION-CENTER-BASED PHOTOCELLS

The recent progress in research indicates that the disentanglement of photosynthesis will
give strong impulse to the application of solar cells. Moreover, as far as the bioconversion
of sunlight is concerned, it is known that photosynthesis starts with a charge separation pro-
cess in the photosynthetic reaction centers (RCs): a photoactive bacterial protein. There-
fore, several experiments have been carried out to test the possibility of the conversion of
light to electrical energy by photochemical cells (or simply photocells) containing such
photosynthetic bacterial proteins. The photocells developed have different geometries, and
therefore it is very hard to classify the reliability of such devices. Nevertheless, the results
indicated that the efficiency of quantum energy conversion is practically 100% (all the light
energy was converted into the charge separation). Nevertheless, the energy conversion ef-
ficiency of the realized photosensitive units crucially depends on molecular orientation and
is very difficult to estimate, because articles usually contain incomplete information.

Usually, such proteins are immobilized by thin-film fabrication techniques, such as
self-assembly, electrical sedimentation, Langmuir–Blodgett, polymer matrix, or gel en-
trapment. Among such techniques, the most promising seems to be Langmuir–Blodgett. In
fact, this technique allows the protein molecules to be organized in an ordered 2D array.
There are many publications on films of RCs. The films were dually characterized from dif-
ferent points of view. The discovery of heat and temporal stability had opened big possi-
bilities in using the protein in devices (Nicolini et al. 1993).

In the literature, Japanese authors (Yasuda et al. 1993) suggested the making of a pho-
todevice, using an RC LB film sandwiched between two electrodes (one of them transpar-
ent). Photovoltage registered in this work was 4–5 mV for the film, which contained 44 lay-
ers. In our work (Facci et al. 1998) we have shown that it is possible to adjust a tilt of RC
molecules in the layer by controlling the surface pressure. On the other hand, for BR the pos-
sibility of increasing anisotropy by electric field application was shown. We can hope that by
applying our technique of electric field–assisted deposition we will be able to increase this
number (according to existing estimations, there is only about 12% of prevalent orientation
with respect to the opposite one; with our technique, we can hope to increase this anisotropy).
The other possible way of increasing the film anisotropy was suggested by Miyake in LB8
(Kazuyuki et al. 1998). They voltage-biased the substrate during deposition with respect to
the water subphase. He reported that even in this case the anisotropy of the film was im-
proved. Thus, the films can be useful for the construction of devices for converting light to
electron energy, working in the range of visible–near-IR spectrum (Nicolini, 1998a).

TABLE 2 Slopes of Activity Graphs for Two
Samples of GST and for Spontaneous Reaction

Sample 1 4.7 � 10�5

Sample 2 5.4 � 10�5

Average 5.05 � 10�5

Mean error 4.95 � 10�6

Spontaneous reaction 3.1 � 10�5



VII. PURPLE-MEMBRANE-BASED OPTOELECTRONIC
APPLICATIONS

In recent years our understanding of the structure and function of several biological sys-
tems has grown rapidly. The study of bacteriorhodopsin (BR) protein and the elucidation
of its function as a light-driven proton pump represents one of the most interesting exam-
ples (Oesterhelt et al. 1991, Brächle et al. 1991, Birge 1990). BR is a light-transducing pro-
tein in the purple membrane (PM) of Halobacterium Halobium. Its features allow one to
identify and design several potential bioelectronics applications aimed at interfacing, inte-
grating, or substituting for the silicon-based microelectronics systems, as well as develop-
ing molecular devices (Birge 1992). BR is a notable exception as compared to the usual bi-
ological molecules, being mechanically robust and chemically and functionally stable in
extreme conditions, such as high temperatures (Hampp 1993, Shen et al. 1993, Zeisel and
Hampp 1996), which usually represents one of the key parameters of working conditions.
Furthermore, it possesses remarkable photonic and photovoltaic properties, which have
been exploited for molecular device construction. For these reasons BR has been adopted
as a building block for a number of experimental prototypes, such as filters, photocells, ar-
tificial photoreceptors, optical memories, image sensors, and biosensors (Birge 1990,
Oesterhelt et al. 1991, Fukuzawa et al. 1996, Fukuzawa 1994, Miyasaka et al. 1992, Storrs
et al. 1996, Maccioni et al. 1996, Chen and Birge 1993).

In addition, thin-film technologies (Ulman 1991) allow the assembly of biological
materials in a 2D system, usually required for device development. Among these tech-
nologies, Langmuir–Blodgett (LB) (Ulman 1991, Roberts 1990, Zasadzinski et al. 1994)
seems to be one of the most promising, due to its ability to form molecular systems having
high packing degree and molecular order. Moreover, it has been possible to assess that such
a technique allows the fabrication of 2D protein close-packed structures, showing an en-
hancement of some chemical-physical properties or an induction of new properties com-
monly known for proteins in solution or even in membranes (Shen et al. 1993; Nicolini et
al. 1993, Pepe and Nicolini 1996, Maxia et al. 1995). These properties include long-term
stability against thermal and functional (photochemical) degradation.

Therefore, investigators have shown considerable interest in the adoption of the
Langmuir–Blodgett technique, or its modifications, to make molecular electronic devices
using, in particular, as an active component, a light-transducing protein, such as BR. In
fact, the ability of BR to form thin films with excellent optical properties and the intrin-
sic properties themselves make it an outstanding candidate for use in optically coupled
devices.

BR thin layers have been widely studied (Hwang et al. 1977, Ikonen et al. 1993, Shi-
bata et al. 1994, Méthot et al. 1996, Sugiyama et al. 1997) because they exhibit bistability
in optical absorbance and they provide light-induced electron transport of protons through
the membrane. Furthermore, their extremely high thermal and temporal stability also al-
lows considering them as sensitive elements for electrooptical devices (Erokhin et al. 1996,
Miyasaka et al. 1991). However, in order to use BR properties to provide photovoltage and
photocurrent, it is necessary to orient all the molecules in such a way that all the proton
pathways are oriented in the same direction. The LB technique in its usual version does not
allow this. When BR-containing membrane fragments are spread at the air/water interface,
they orient themselves rather randomly in such a way that the proton pathway vectors are
oriented in opposite directions in different fragments. Nevertheless, a technique of electro-
chemical sedimentation is known that allows the deposition of highly oriented BR layers.



However, the layers deposited with this technique are rather thick and not well controllable
in thickness.

The Langmuir–Blodgett (LB) technique allows one to form a monolayer at the water
surface and to transfer it to the surface of supports. Formation of the BR monolayer at the
air/water interface, however, is not a trivial task, for it exists in the form of membrane frag-
ments. These fragments are rather hydrophilic and can easily penetrate the subphase vol-
ume. In order to decrease the solubility, the subphase usually contains a concentrated salt
solution. The efficiency of the film deposition by this approach (Sukhorukov et al. 1992)
was already shown. Nevertheless, it does not allow one to orient the membrane fragments.
Because the hydrophilic properties of the membrane sides are practically the same, frag-
ments are randomly oriented in opposite ways at the air/water interface. Such a film cannot
be useful for this work, because the proton pumping in the transferred film will be auto-
matically compensated; i.e., the net proton flux from one side of the film to the other side
is balanced by a statistically equal flux in the opposite direction.

On the other hand, the technique of electrochemical sedimentation is known allow-
ing the formation of rather thick BR films by orienting them in the electric field.

Therefore, the following method was suggested and realized (the scheme is shown in
Fig. 17). A 1.5 M solution of KCl or NaCl (the effect of preventing BR solubility of these
salts is practically the same) was used as a subphase. A platinum electrode was placed in
the subphase. A flat metal electrode, with an area of about 70% of the open barriered area,
was placed about 1.5–2 mm above the subphase surface. A positive potential of �50 "
�60 V was applied to this electrode with respect to the platinum one. Then BR solution
was injected with a syringe into the water subphase in dark conditions. The system was left
in the same conditions for electric field–induced self-assembly of the membrane fragments
for 1 hour. After this, the monolayer was compressed to 25 mN/m surface pressure and
transferred onto the substrate (porous membrane). The residual salt was washed with wa-
ter. The water was removed with a nitrogen jet.

The dependence of the surface pressure upon the time with and without applied elec-
tric field is shown in Figure 18. It is clear that the electric field strongly improves the abil-
ity of the membrane fragments to form a monolayer at the water surface.

X-ray measurements of the deposited multilayers revealed practically the same struc-
ture in films prepared with the usual LB technique and electric field–assisted monolayer

FIG. 17 Schematic of electric field–assisted BR monolayer formation.



formation. This finding does not seem strange. In fact, an electric field only aligns the frag-
ments at the air/water interface, providing equal orientation of the proton pathways. The
layered structure in this case remains the same. X-ray curves from both types of samples
revealed Bragg reflections corresponding to a spacing of 46 Å, which is in a good corre-
spondence with the membrane thickness.

In order to control the degree of BR orientation, photoinduced current was measured.
Photosignal was also measured, as a function of the illumination wavelength (Fig. 19).
Moreover, one monolayer of BR was deposited onto the porous membrane. The results are
summarized in Table 3. It is clear that the photoresponse in the case of electric field–as-
sisted monolayer formation is much higher compared to that after a normal LB deposition
(in the last case the signal value is comparable with the noise, indicating a mutually com-
pensating orientation of the membrane fragments in the film). The observed results allow
the conclusion that the suggested method of electrically assisted monolayer formation is
suitable for the formation of BR LB films, where the membrane fragments have preferen-
tial orientation.

Since electric field–assisted monolayer formation at the air/water interface turned out
to provide the possibility of highly oriented BR LB film formation, it is possible to suggest
another application of BR films for transducing purposes. The principles of device realiza-
tion are described next. The scheme of the proposed device is presented in Figure 20.
Porous membrane with deposited BR film separates two chambers with electrolytes and
two platinum electrodes. A light fiber is attached to the X–Y mover, which allows illumi-
nating desirable parts of the membrane. Illumination of the membrane part will result in the
proton pumping through it, carried out by BR. Therefore, a current between the electrodes
will appear. This current must depend upon several factors, such as light intensity, pH of
the electrolytes, and gradient of the pH on the membrane. One of the possible applications
of the suggested device is mapping of 2D pH distribution in the measuring chamber, which
can result from the working of enzymes immobilized in this chamber. By scanning the light
over the membrane it will be possible to obtain the current proportional to the pH gradient
at the illuminated point, and by maintaining the pH value fixed in the reference chamber it

FIG. 18 Dependence of the surface pressure of BR monolayer upon the time in the presence and
absence of the electric field.



FIG. 19 Photosignal measured for BR photoinduced current as a function of time in the structure
shown on top.

TABLE 3 Photocurent Observed in a System Using Porous Membranes Covered with BR Film
Deposited by the Usual LB Technique and Electric Field–Assisted Technique

Light-on current [pA] Light-off current [pA]

Usual LB technique 15 10
Electric field–assisted monolayer formation 820 10



will be possible to calculate absolute pH values at different points over the whole mem-
brane surface. If different types of enzymes, producing or consuming protons during their
functioning, are distributed over the area close to the membrane, the device will allow one
to determine the presence of different substrates in the measured volume, performing,
therefore, as a multiple enzymatic biosensor.

Space resolution of the transducer, in principle, is extremely high. Because each BR
molecule performs proton pumping, it will be comparable with the protein size (about 2 nm).
In practice, however, it will be limited by the possibility of focusing the light beam. But, in
any case, it will be more than in existing transducers, subject to technological problems.

VIII. METALLOPROTEIN MONOLAYERS FOR HEALTH
SENSORS

All known cytochromes are heme proteins, which take part in the electron transport pro-
cess. Their classification is based on their number, referring to the wavelength of maximum
absorption of the reduced form. Indeed it is no exaggeration to state that P450 is the most
versatile biological catalyst known. Cytochrome (Cyt) P450 is known to catalyze hydrox-
ylation, dehalogenations, N-, S-, and O-dealkylations, N-oxidations, sulfdoxidations, and
other reactions. The Cyt P450 catalyst reacts with xenobiotic drugs, including antibiotics,
carcinogens, antioxidants, solvents, anaesthetics, dyes, pesticides, petroleum products, al-
cohol, and odorants, and physiologically occurring compounds such as steroids,
eicosanoids, fatty acids, lipid hydroperoxides, retinoids, acetone, and acetol. The reactive
site of all of these enzymes is extraordinarily simple, containing only an iron protopor-
phyrin IX with cysteinnate as the fifth ligand, leaving the sixth coordination site to bind the

FIG. 20 Schematic of device for light-addressable proton pumping. (1) BR containing membrane,
(2,3) working sections, (4–6) electrodes, and (7) light source.



activated molecular oxygen. The local environment of oxygen binding and activation is
also very simple, with mostly hydrophobic protein residues and a single threonine hy-
droxyl, which is essential for catalysis for some but not all P450s, as shown in Table 4 (Al-
bertus et al. 1998). Other enzymes add negatively charged groups to the hydroxy group,
thus rendering soluble a medicine or harmful metabolite that otherwise would remain con-
fined in the plasma membrane. Fabrication of ultrathin cytochromes by self-assembly or
Langmuir–Blodgett technique enhances the stability against temperature and environmen-
tal effects.

A. Metalloproteins and Metal-Binding Sites

Regardless of the category, each metal cofactor–binding site is defined by functional
groups, generally amino acid side chains, which serve as ligands to the metal. In some
cases, the functional group can be generated by posttransitional modification of an amino
acid that occurs for example, during the biosynthesis of urease, where the nickel-binding
ligand is generated by CO2

�-dependent modification of a lysine residue, or during the acti-
vation of clotting factors, where a Glu residue is carboxylated to generate a bidentate lig-
and for phospholipid bound Ca2�. Metals (Lewis acids) bind to these functional groups
(Lewis bases) according to preferences determined by the “hard–soft” theory of acids and
bases, which states that hard acids bind to hard bases and soft acids to soft bases (Michel et
al. 1998). Thus, Ca2�, Mg2�, Mn2�, and Fe3� are generally found bound to oxygen ligands
(carboxylates, phenolates, carbonates, and phosphates), while Zn2�, Ni2�, and Fe2� have
an affinity for imidazolyl nitrogen, and Cu� has a strong preference for sulphur ligands
(thiols, thiolates, thioethers). The indicated ligand preferences are according to the
hard–soft then which is intended to serve only as a guideline for thinking about metal-bind-
ing sites in proteins. The nature of the ligand affects dramatically the chemical properties
of the metal, as shown in Table 5.

The primary physiological role of the P450 family is that of a mono-oxygenase. The
catalytic reaction can be summarized as

RH � O2 � 2H� 2e� → ROH � H2O

where RH can be one of a large range of possible substrates. The specificity of a given P450
is determined by the contact residues, which define the active site of the enzyme. These can
vary widely between different P450s; however, the principal component of the active site of
all P450s is a heme moiety. The iron ion of the heme moiety is the site of the catalytic reac-
tion, and it is also responsible for the strong 450-nm absorption peak in combination with
CO. The accepted catalytic cycle can be seen in Figure 21. This begins when the substrate
binds to the active site. If the reaction is to proceed further, this displaces a water molecule

TABLE 4 Types of Cytochromes and Their Functionality

Axial
Type of protein ligand Function Mechanism

1. Hemoglobin His Transport of O2 HB � 4O2 � Hb(O2)
2. Myoglobin His Storage of O2 Mb � O2 � Mb(O2)
3. Cytochrome P450 Cys Oxidation of RH � O2 � 2e� � 4H� → ROH � H2O

substrate
4. Cytochrome c oxidase His Reduction of O2 O2 � 4e� � 4H� → 2H2O
5. Metallothioneins Cys Zn and Cu binding



that forms a ligand to the heme iron atom in unbound P450. This is accompanied by a change
in the spin of the ion from a low spin (1/2) state, in which the 5/3d electrons are maximally
paired, to a high spin (5/2) state, in which the electrons are maximally unpaired. This in turn
causes a change in the redox potential of the iron from approximately �300 mV to approx-
imately �170 mV. This is sufficient to make the reduction of the iron by the redox partner

TABLE 5 Ligand Preferences for Metals Commonly Found
in Metalloproteins

Metals, hard Ligands

Mn2� H2O OH�

Fe3� ROH RO�

Mg2� PO4
3� ROPO3

2�

Ca2� R—CH2COO� CO3
2�

RNH—COO� RNH2
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FIG. 21 Schematic diagram of cytochrome P450 mono-oxygenase reaction with substrate RH and
product ROH.



of the cytochrome, usually NADPH or NADH, thermodynamically favorable (Shaik et al.
1998). This is followed by the binding of a molecule to a separate site adjacent to the Fe�3

ion. This state is not stable and is easily autooxidized, releasing O2
�; however, if the trans-

fer of a second electron occurs, the catalytic reaction continues. It then reacts with protons
from the surrounding solvent to form H2O, which is released, leaving an activated oxygen
atom that then may react with the substrate molecule, resulting in an hydroxylated from of
the substrate. This entire reaction cycle usually takes between 1 and 10 seconds.

B. Cytochrome P450 Side-Chain Cleavage and Cholesterol
Monitoring

Encoding gene: CYP11A; hemeprotein (481 residues); location: inner mitochondrial mem-
branes; and molecular weight: 57 kDa. A cytochrome P450 of particular interest is indeed
the cytochrome P450scc (side-chain cleavage), a redox responsible for cholesterol oxida-
tion. Mitochondrial cytochrome P450scc (CYP11A1) is the mixed-function mono-oxyge-
nase that catalyzes the initial step of the steroid hormone biosynthesis–cholesterol side-
chain cleavage reaction to form the pregnenolone. It is an integral mitochondrial
membrane-bound enzyme, which catalyzes the first reaction of the steroidogenic pathway,
i.e., the conversion of cholesterol to pregnenolone. This reaction requires the input of six
electrons that are transferred to the hemeprotein from NADPH via the flavoprotein
NADPH-adrenodoxin Reductase and the iron-sulfur protein [2Fe-2S] adrenodoxin. The
electrons used for the mono-oxygenase reaction are received from NADPH through an
electron transfer chain consisting of two proteins: the FAD-containing adrenodoxin reduc-
tase and [2Fe-2S] ferredoxin called adrenodoxin (AD). Cytochrome P450scc forms a sta-
ble complex with AD, and the interaction of the P450scc and AD has been reported to be
mainly electrostatic. Cytochrome P450scc is a globular metalloprotein, which is formed by
a heme group and a long polypeptide chain, 70% of which is 	-helix. The molecular weight
is about 56.4 kDa. The cytochrome P450 scc in intact human cells is localized in mito-
chondria on internal membrane. The transcription of the gene of cytochrome P450scc pro-
ceeds with higher activity in mitochondria of cells of subrenal glands but takes place in
liver. The main function of cytochrome P450scc in subrennal glands is the biosynthesis of
steroids whereas in the liver it is the metabolism of xenobiotics.

In order for the cytochrome P450scc to function as mono-oxygenase, two binding
sites are necessary. The first binding site is the oxygen packet that binds the O2 molecule,
whereas the second site is the substrate pocket. Under normal conditions, the necessary re-
quirements for the mono-oxygenation process to proceed is the cyclic electron transfer ac-
cording to the scheme that utilizes Adx [adrenodoxin (Fe-S protein)] and AdR [adreno-
doxin reductase (flavoprotein)]. The reduced oxidized states of the iron atom in cytochrome
P450scc can be determined spectrophotometrically in the model system with sodium
dithionate and CO by the appearance of the peak at 450 nm in the oxidized state.

The monolayer film consisting of cytochrome P450scc molecules exhibits well-de-
fined surface-pressure dependence. This is reflected in a change of the molecular orienta-
tion of the proteins at the surface. It has been shown that monolayers of P450scc can be
transferred from the air/water interface onto a solid substrate and covalently immobilized
without damage to the hemeprotein structure. The P450scc films can be deposited on solid
supports by Langmuir–Schaefer techniques using either hydrophobic or hydrophilic ad-
sorption. Moreover, the cytochrome most likely will not denature on the water surface be-
cause after being transferred from the interface, it still exhibits specific electron transfer ac-



tivity. However, up to now the orientation of the hemeprotein molecules in LB films has
been unknown. Langmuir monolayer formation was also optimized by the selection of the
proper subphase composition. It was possible to assess that the P450 formed stable Lang-
muir films and that the molecules were close-packed, overcoming the surface pressure of
20 mN/m. Comparison of these results with the protein sizes allowed one to make a con-
clusion about the close packing of the protein molecules in the layer. The increased ther-
mal stability of the secondary structure of this protein in the film was also demonstrated.

Comparison of the areas of wild-type and recombinant proteins in deposited layers is
presented in Table 6. As is clear from the table, we have a denser layer in the case of the
recombinant protein. The area per molecule in this case (29.53 nm2) is of the same order of
magnitude as obtained by Turko et al. (1992) and corresponds well to the calculated area
per molecule assuming the close packing of molecules and taking into consideration its
sizes from the Protein Data Bank. The protein molecule can be estimated as a block with
the following sizes: 5 nm � 6 nm � 4 nm, thus giving in one cross section an area of about
30 nm2. The value obtained for the wild-type protein monolayer is higher, indicating that
closest possible packing was not reached.

X-ray measurements were carried out with a small-angle diffractometer with a linear
position–sensitive detector. Cu K	 radiation (� � 0.154 nm) was used (Mogilevski et al.
1984). The samples were rotated with respect to the incident beam, while the intensity was
registered by linear position–sensitive detector. The angular resolution of the detector was
0.01°. The curves were acquired in the 2$ range of 0.3–2.0°. X-ray reflection curves are
presented in Figures 22 and 23 for wild-type and recombinant proteins, respectively. The

TABLE 6 Surface Density and Area per Molecule of Cytochrome P450scc wild type
and Recombinant in LB Film Deposited onto Solid Substrate

Surface density [ng/mm2] Area per molecule [nm2]

Wild type 2.32 40.23
Recombinant 3.16 29.53

FIG. 22 X-ray pattern of LB film containing 20 layers of wild-type cytochrome P450 scc.



curve obtained from the LB film of wild-type protein (Fig. 22) presents neither Bragg re-
flections nor Kissig fringes. Such a result means that the film is not ordered and that there
is not uniformity of the thickness along the sample area. In the case of recombinant protein
(Fig. 23), we see Kiessig fringes, whose angular position depends upon the number of de-
posited layers. The average monolayer thickness calculated from these data is about 6 nm,
corresponding well to both the ellipsometric data and the protein sizes from the Protein
Data Bank.

It has been suggested that the electrochemical behavior of metalloproteins is depen-
dent on several factors, such as the nature of the proteins, the solution environments, the
sensitivity of the electrodes, the pH of the electrolyte solution. The cyclic voltammogram
was performed at 20 mV/s between 0.4 and �0.6 V vs. Ag/AgCl. Various numbers of
monolayers displayed a cathodic peak potential (�472 to �480 mV), with other peaks
varying from �114 to �120, with a small anodic counter varying from �144 to �120 mV
and a small peak at �268, indicative of an irreversible process. There is a shift in the peak
potential as a function of monolayer, as shown in Figure 24. Figure 25 shows the depen-
dence on scan rate for the 30 monolayers of cytochrome P450scc films on ITO glass plate
in 0.1M KCl containing 10 mM phosphate buffer. It shows the cathodic peak potential at
�470 and �134 mV, with the feeble anodic peak at �312 and �76 mV. The cathodic peak
current at �470 mV was plotted with the scan rate and also suggests an irreversible redox
process (figure not shown). It was interesting to see that two cathodic peaks are visible. The
change in the redox peak potential can be observed as the pH of the system varies from 6.8
to 7.4 of phosphate buffer. Table 7 shows the redox peak potential of cytochrome P450scc
at different pH of phosphate buffer.

Cholesterol is found in many biological membrane and is the main sterol of animal or-
ganisms. It is equimolar with phospholipids in membranes of liver cell, erythrocytes, and
myelin, whereas in human stratum corneum it lies in the outermost layer of the epidermis

FIG. 23 X-ray pattern of LB film containing 20 layers of recombinant cytochrome P450 scc.



(which represents 20 wt% of the lipid fraction). Cholesterol has been extensively studied as
a known regulator of membrane ordering, but it needs good regulation of its relative con-
centration in the human body. If found in large quantity, it causes death to the human being
by blocking the blood pumping to the heart. In this context, a sensor based on the choles-
terol oxidase enzyme has been developed, but was found unsuitable for commercial ex-
ploitation due to the short lifetime of cholesterol oxidase in various immobilized matrices.
At present we are investigating enzyme or protein, which carries on hydroxylation to choles-
terol. In this regard, we see the best possibility based on cytochrome P450scc. A cytochrome

FIG. 24 CVs of Langmuir–Schaefer films of cytochrome P450scc on indium-tin oxide glass plate
(ITO) in 10 mM phosphate buffer containing 0.1 M KCl at a scan rate of 20 mV/s between 0.4 and
�0.6 V vs. Ag/AgCl.

FIG. 25 Cyclic voltammograms of Langmuir–Schaefer films of cytochrome P450scc on indium-
tin oxide glass plate (ITO) in 10 mM phosphate buffer containing 0.1 M KCl as a function of scan
rate between 0.4 and �0.6 V vs. Ag/AgCl? LS films on ITO functional as the working electrode, plat-
inum as the counter, and Ag/AgCl as the reference electrode.



P450 of particular interest is indeed cytochrome P450scc (scc means side-chain cleavage),
the component of the redox chain responsible for cholesterol oxidation. The components of
this chain are cytochrome P450scc, adrenodoxin, and adrenodoxin reductase, which are used
together to create the chain of electron transfer necessary for the hydroxylation of choles-
terol. One of the reasons this mettaloprotein is of particular interest for Bioelectronics is
based on its oxidizing action and not mere electron transfer. In this context the transfer of
electrons through the metalloprotein will be performed by electrochemical technique. The
sensor will be developed using the Langmuir–Blodgett films of cytochrome P450 along with
conducting polymer. Conducting polymers such as polypyrroles and polyanilines will be
used as electron transfer carriers in the hydroxylation of cholesterol.

Cytochrome P450scc of bovine adrenocortical mitochondria catalyzes the side-chain
cleavage of cholesterol to produce pregnenolone, the first and second rate-limiting steps in
the biosynthesis of steroid hormones. The reaction occurs in three sequential mono-oxy-
genation steps, and requires two electrons and one molecule of oxygen in each step via
NADPH-adrenodoxin reductase and adrenodoxin. Adrenodoxin (ferredoxin) forms a 1:1
complex with P450scc and functions as a mobile electron shuttle. Electrostatic interactions
are important for binding of the complex. Steady-state and transient-state kinetic studies
have demonstrated that cholesterol is hydroxylated initially at the 22R position and then at
the 20R position, followed by C20–C22 bond cleavage to yield pregnenolone; both 22R-
hydroxycholesterol and 20R, 22R-dihydroxycholesterol have been deduced to be natural
intermediates in the P450scc-catalyzed side-chain cleavage of cholesterol. It has been re-
ported that 20R, 22R-dihydroxycholesterol accumulates following its production in the in-
cubation mixture of 22R-hydroxycholesterol with mitochondria from bovine adrenal cor-
tex or from human placenta. However, since the reaction proceeds successively without the
release of intermediates, they do not usually accumulate in the reconstituted system; there-
fore it lacks direct evidence as to their structure. The structure of the intermediate 20R,
22R-dihydroxycholesterol offered valuable information for elucidation of the mechanism
of the cleavage of C20–C22 bonds. The cholesterol is metabolized to a hormone precursor,
“pregnenolone,” by the way of 22R-hydroxycholesterol and 20R, 22R-dihydroxycholes-
terol by P450scc. The flavoprotein NADPH-adrenodoxin reductase and iron sulfur protein
adrenodoxin functions as a short electron transport chain, which donates electrons one at a
time to adrenal cortex mitochondrial cytochrome P450scc. The soluble adrenodoxin acts as
a mobile one-electron shuttle, forming a complex first with NADPH-reduced adrenodoxin
reductase, from which it accepts an electron, and then dissociating and finally reassociat-
ing by donating an electron to the membrane-bound cytochrome P450. Dissociating and re-
associating with flavoprotein then allows a second cycle of electron transfers. Complex fac-

TABLE 7 Redox Peak Potential of Cytochrome P450scc at Different pH of
Phosphate Buffer

Phosphate buffer Anodic peak (mV) Cathodic peak

pH 6.8 �315, �159 �306, �206.7
pH 6.8 with KCl �316, 78.01 �224.4, 126.6
pH 7.0 �367.7, 189, 238 �44.5, 65.64
pH 7.0 with KCl �342.0, �74.0 �234, 30.0
pH 7.1 with KCl �470, �106 42
pH 7.4 with KCl �470, �115.5 276.0, �17



tors govern the sequential protein–protein interactions, which compromise this adreno-
doxin shuttle mechanism: among these factors, reduction of the iron sulfur by flavin weak-
ens the adrenodoxin–adrenodoxin reductase interaction, thus promoting dissociation of this
complex to yield free reduced adrenodoxin. Substrate (cholesterol) binding to cytochrome
scc both promotes the binding of the free adrenodoxin to the cytochrome and alters the ox-
idation-reduction potential of the heme so far to favor reduction by adrenodoxin. The
cholesterol-binding sites on cytochrome P450scc appear to be in specific effects of both
phopholipid head groups headways direct communication with the hydrophobic phospho-
lipids in which this substrate is dissolved.

Figure 26 shows the redox potential of 40 monolayers of cytochrome P450scc on ITO
glass plate in 0.1 KCl containing 10 mM phosphate buffer. It can be seen that when the
cholesterol dissolved in X-triton 100 was added 50 �l at a time, the redox peaks were well
distinguishable, and the cathodic peak at �90 mV was developed in addition to the anodic
peak at 16 mV. When the potential was scanned from 400 to �400 mV, there could have
been reaction of cholesterol. It is possible that the electrochemical process donated elec-
trons to the cytochrome P450scc that reacted with the cholesterol. The kinetics of adsorp-
tion and the reduction process could have been the ion-diffusion-controlled process.

Comparative study of LB films of cytochrome P450 wild type and recombinant re-
vealed similar surface-active properties of the samples. CD spectra have shown that the
secondary structure of these proteins is practically identical. Improved thermal stability is
also similar for LB films built up from these proteins. Marked differences for LB films of
wild type and recombinant protein were observed in surface density and the thickness of
the deposited layer. These differences can be explained by improved purity of the recom-
binant sample. In fact, impurity can disturb layer formation, preventing closest packing and
diminishing the surface density and the average monolayer thickness. Decreased purity of

FIG. 26 Cyclic voltammograms of 40 monolayers of Langmuir–Schaefer films of cytochrome
P450scc on indium-tin oxide glass plate (ITO) in 10 mM phosphate buffer at a scan rate of 20 mV/s
between 0.4 and �0.4 V vs. Ag/AgCl. LS films on ITO worked as the working electrode, platinum
as the counter, and Ag/AgCl as the reference electrode. Cholesterol dissolved in X-triton 100 was
added 50 �l at a time: (1) with cholesterol, (2) 50 �l of cholesterol, (3) 100 �l cholesterol, and (4)
150 �l of cholesterol.



the sample can be also the reason for pure homogeneity of the deposited layers in the case
of wild-type protein. The cathodic peak current of cytochrome P450scc was found to be pH
dependent from 6.8 to 7.4, with the exchange of two protons. The kinetics of adsorption and
the reduction process could have been the ion-diffusion-controlled process.

IX. SINGLE-ELECTRON AND QUANTUM PHENOMENA IN
ULTRASMALL PARTICLES

Currently, single-electron phenomena attract the attention of many research groups. Aris-
ing from early attempts at explanation on the basis of a very simple model (Giaever and
Zeller 1968, Zeller and Giaever 1969), a formal theory of single-charge phenomena was
outlined in 1986 (Averin and Likharev 1986a).

D. V. Averim and K. K. Likharev developed a theory for describing the behavior of
small tunneling junctions based on electron interactions. They had started from previous
work on Josephson junctions (Likharev and Zorin 1985, Ben-Jacob 1985, Averin and
Likharev 1986b) and established the fundamental features of the single-charging phenom-
ena. Their work is based on a quantization theory and handles the tunneling phenomenon
as a perturbation, described by annihilation and creation operators of a Hamiltonian.

The theory foresees the possibility of coulomb blockade phenomenon in such junc-
tions. Averim and Likharev had investigated the conditions of vanishing for the Josephson
tunneling and demonstrated the possibility of having normal electrodes in the junction.
That is, no superconducting electrodes are necessary, and, therefore, coulomb blockade is
possible to observe, in principle, even at room temperature.

The work of Averim and Likharev had suggested considering two-junction systems
trapping the electron inside it, based on the ideas emerging from the theory.

Following this idea, two-junction systems were investigated, and steplike behavior
was observed. It was related to the exclusion of the next incoming electron into the inter-
mediate granule due to the electric field created by the previously entering ones (Mullen et
al. 1988).

In the traditional lithography approach, researchers continued to consider the idea
that modern STM (scanning tunnel Microscopy) could be the proper tool for the formation
of two-junction systems when working with very small particles. This consideration had re-
lated the studies of single-electron phenomena to the concept of quantum dots (Glazman
and Shechter 1989).

In particular, considering a ballistic model for the charge transport through a dot, it
was possible to demonstrate that the current through it should be represented as a series of
equidistant peaks whose positions correspond to the steps in the coulomb staircase.

Moreover, the possibility of considering single-electron phenomena in a frame of a
dot-based system theory allows consideration of even semiconductor nanoparticles as
quantum dots, useful for single-electron junctions (Averin et al. 1991).

The modeling of junctions based on these semiconductor quantum dots reveals that
their behavior in terms of single-electron phenomena can result in current–voltage charac-
teristics with differential negative resistance regions (Gritsenko and Lazarev 1989). This
fact was connected to the possibility of resonating tunneling through quantized energy lev-
els inside the dot (Guinea and García 1990, Beenakker et al. 1991, Sumetskii 1993, Gro-
shev et al. 1991).

On the other hand, some work on the topic considers the presence of negative differ-
ential resistance in the current–voltage characteristics and the possibility of a coulomb



staircase as different output of the very same phenomenon and, therefore, has tried to con-
sider both of them in the very same conceptual frame (Beenakker 1991, Stone et al. 1992,
Prigodin et al. 1993). This approach seems to be successful; in fact, it was possible to see
models describing current–voltage curves presenting both stairs and negative resistance
along them (He and Das Sarma 1993, Carrara et al. 1996).

All of the theoretical work proposed during the past 10 years forces experimental re-
searchers to develop real systems to observe the described phenomena. In reality, only a
year after the very first work of Averim and Likharev, the first measurements of the
coulomb blockade and the coulomb staircase phenomena were published.

The Likharev group performed the first measurements of an oscillation of the right
periodicity in respect to the single-electron blockade in an indium granule–based junction
(Kuzmin and Likharev 1987).

A few months later, the observation of the coulomb blockade appeared (Fulton and
Dolan 1987). In the case of a coulomb staircase, only one additional mouth was required
(Barner and Ruggiero 1987).

On the other hand, even in particle systems the coulomb blockade (Van Bentum et al.
1988a) and the coulomb staircase (Van Bentum et al. 1988b) were observed, some nonlin-
ear effects were observed in the current–voltage characteristics (Wilkins et al. 1989), and
behavior related to the quantized energy levels inside the particles was described (Crom-
mie et al. 1993, Dubois et al. 1996).

However, the main research result from those years was the discovery of the room-
temperature single-electron phenomenon. In the 1990s, STM experiments on liquid crystal
had shown a very weak staircase (Nejoh 1991); only one year later, the clear observations
of the coulomb blockade and the coulomb staircase were demonstrated on gold nanoparti-
cles (Shönenberger et al. 1992a) and the role of system symmetry on the appearance of
these two phenomena was outlined (Shönenberger et al. 1992b).

The effect of structure parameters on the features of the junctions was studied. For
example, different materials were tested as insulator for spacing the two-junction systems
(Shönenberger et al. 1992b, Dorogi et al. 1995), the role of the barrier width in such sys-
tems was tested as a possible parameter for creating regions with differential negative re-
sistance in the current–voltage characteristics (Erokhin et al. 1995a), and the role of differ-
ent semiconducting materials in constructing the particles useful for the experimental
system was investigated (Erokhin et al. 1996).

Finally, it was possible to build up the first stand-alone room-temperature single-
electron junction by depositing a semiconducting particle directly onto the tip of a very
sharp electrode, avoiding in this case the use of an STM microscope, and it was possible to
observe the coulomb staircase in such a system (Facci et al. 1996).

In order to understand the basic principles, let us consider the following scheme (Fig.
27). A small granule is placed between two electrodes and is separated from them by tun-
neling gaps. The structure is asymmetric. Tunneling barriers are characterized by their
heights and widths. These parameters determine the tunneling probabilities for each barrier.
Therefore, it is possible to attribute to each of them the times �1 and �2 (the times for elec-
trons to pass through them), reversibly proportional to tunneling probability. The time dur-
ing which the electron can stay in the granule is �g. The following equation must be valid:

�1 � �g � �2

On the other hand, these junctions can be also characterized by their capacities. Let us
consider what will happen when the voltage is applied to this system. When the voltage value



is rather small, the electron will be tunneled from electrode 1 to the granule after time �1.
The arrival of the electron will result in the appearance of the electric field equal to e/C,
where C is the capacity of the junction. This electric field will be directed opposite to the
bias voltage and will prevent the arrival of new electrons before the bias voltage become
more then e/C. Therefore, in time �1 the electron will be tunneled back to electrode 1. Thus,
there will be no current in the circuit (coulomb blockade). When the bias voltage overcome
the value of e/C, one electron will always stay at the granule; therefore, after time �2 it will
be able to tunnel to the second electrode, providing a constant current, whose amplitude will
be reversibly proportional to �2. When the bias voltage overcomes the value 2e/C, two elec-
trons will stay in the granule and after �2 will be tunneled independently to electrode 2, pro-
viding a constant current of doubled amplitude. By increasing further the bias voltage it will
be possible to come to the situation when three, four, and more electrons will stay in the gran-
ule, producing staircase behavior of the voltage–current characteristics (coulomb staircase).

The described behavior can be observed in systems when thermal excitation is less
then electrostatic energy, namely:

�
2
e
C

2

� � kT

Therefore, there always exists a temperature where single-electron phenomena are no
longer observable for each geometry of the junction. An increase in this temperature de-
mands a decrease in the capacity value and, therefore, granule size. In order to make pos-
sible the observation of such phenomena at room temperature, granule size must be less
than 3 nm. Therefore, single-electron conductivity in the circuits, fabricated with the tradi-
tional microelectronic technology, was observed at very low temperatures, for the granule
sizes are much more then 3 nm. However, the approach of continuous reduction of the el-

FIG. 27 Schematic of the single-electron junction. (Graphite—electrodes; disc—granule; STM
tip—electrodes.)



ement sizes with the development of traditional technology approaches is still the main-
stream for fabrication of single-electron devices.

In addition to the mainstream of element formation, several nontraditional techno-
logical approaches were carried out for the formation of elements with nanometer sizes and
their utilization for construction of single-electron elements (Wilkins et al. 1989, Shönen-
berger et al. 1992a, Dorogi et al. 1995, Erokhin et al. 1995a).

In 1988 a method for the formation of CdS particles in Langmuir–Blodgett (LB) ma-
trix was suggested (Smotkin et al. 1988). LB film of cadmium arachidate was exposed to
an atmosphere of H2S. During the reaction, the head groups of arachidic acid were proto-
nated, and CdS was produced according to the following reaction:

[CH3 (CH2)18 COO]2 Cd � H2S → 2CH3 (CH2)18 COOH � CdS

Several experimental techniques were applied to characterize these objects. It was
found that CdS was formed as small particles inside the LB film with sizes in the nanome-
ter range. Similar work was carried out that resulted in the formation of PbS, CuS, HgS, etc.
The sizes of the particles produced by such approaches turned out to be rather similar to
that of CdS. The observed sizes suggest that the objects could be useful for the formation
of nanogranules for room-temperature single-electron junctions.

However, the formation of the junction is not a trivial task, even if the granule is
formed. It is necessary to provide contacts to it.

Scanning tunnel microscopy (STM) was chosen as a tool for realization of this task
(Wilkins et al. 1989). CdS nanoparticles were formed in a bilayer of cadmium arachidate
deposited onto the surface of freshly cleaved graphite (Erokhin et al. 1995a). The graphite
was used as the first electrode. Initially, STM was used for localizing the position of the
particles. Figure 28 shows the images of different areas of the sample. The particles are vis-

FIG. 28 STM image of CdA LB film after reaction with H2S.



ible as wells in the corrugated matrix. Their sizes correspond well to the sizes estimated for
these objects with other techniques. It suggests that the wells in the images could be related
to CdS particles formed in the LB film of the arachidic acid. The reaction process strongly
disturbs the structure of the film, resulting in an increased corrugation of the arachidic acid
matrix, at least in some regions surrounding the particles. Taking into account the hy-
drophilic properties of CdS, we can suppose that the matter in the bilayer is redistributed
after the reaction in such a way that the CdS particles are not covered by the arachidic acid
molecules. This consideration can account for the negative features visible in the STM im-
ages and therefore could be related to the CdS particles.

As the second step, the STM tip was locked over the desired particle, feedback was
temporally switched off, and voltage–current (V-I) characteristics were measured. The typ-
ical trend of the V-I characteristics is shown in Figure 29. Current steps are clearly observ-
able in the presented curve, indicating that the single-electron junction was formed. It is
worth mentioning that the characteristics observed in areas without particles demonstrate a
normal tunneling behavior (see Fig. 30).

Part from the characteristics similar to those shown in Figure 29, other characteris-
tics with periodic current oscillations were observed. V-I characteristics measured by plac-
ing the STM tip over particles 1 and 2 in Figure 28 are shown in Figure 31. Regions with
negative resistance, visible in these characteristics, are not usual for a coulomb staircase.
However, several features of these curves are similar for single-electron junctions, namely,
equal steps in voltage corresponding to the current steps. Moreover, there is a dependence
of the voltage step width on the particle size over which the tip was locked. It is clearly vis-
ible that the voltage step in the curve, obtained over the object with smaller sizes (smaller
capacity), is bigger, corresponding well qualitatively to a value of e/C as the voltage step.

Nevertheless, the appearance of regions with negative resistance is generally not typ-
ical for the coulomb staircase phenomenon. However, several articles reported similar fea-
tures both theoretically (Beenakker 1991, Stone et al. 1992, Prigodin et al. 1993) and ex-
perimentally (Reed et al. 1988).

FIG. 29 Voltage–current characteristics with single-electron conductivity.



The observed phenomena can be explained if we consider that different behaviors in
the V-I characteristics of the same granule (staircase and negative resistance) are measured
when different values of current are locked by the STM feedback. This fact implies, of
course, that different tip–granule distances are attained in the two cases. By considering the
structure as a two-barrier system, we can suggest that one barrier, namely, that between the

FIG. 30 V-I characteristics acquired outside the nanoparticle region.

FIG. 31 I-V characteristics with negative resistance obtained with CdS particles.



graphite and the granule, is fixed (cannot be varied), while the second can be adjusted by
displacing the vertical position of the tip. From these considerations, we can conclude that
by varying the locked current, we can change the asymmetry of the structure.

Asymmetry of the structure is one of the basic parameters responsible for the
coulomb staircase phenomenon (Shönenberger et al. 1992b). As we have said previously,
it is absolutely necessary to have an asymmetrical system in order to observe steplike V-I
characteristics.

In the case of a rather symmetrical system, tunneling probabilities become of the same
order of magnitude for both barriers. Therefore, the total current through the system is con-
trolled by both barriers. Before reaching the threshold value e/C for a bias voltage, a normal
tunneling current through both junctions is present. This is why a marked suppression of
conductivity around zero bias voltage was not observed. When the bias voltage matches e/C,
the charge existing in the granule unbalances the voltage distribution through the junctions,
preventing the new ingress of electrons to the granule and facilitating their drain. This be-
havior is the possible reason for the appearance of regions with negative resistance in the
measured V-I characteristics. More detailed consideration of the model, describing both sin-
gle-electron phenomena and differential negative resistance, is presented in (Carrara et al.,
1996), so here we will use only the results obtained from application of the model.

Starting from this consideration, the fitting was performed, taking into account a two-
barrier system where the voltage is redistributed when successive electrons enter the gran-
ule. The results of the fitting are presented in the same figure (Fig. 31) and describe well
the observed behavior.

The results just presented clearly show the possibility of the organization of single-
electron junctions. Nevertheless, it still cannot be considered as staying along the junction,
for it is necessary to find the particle with STM. Moreover, to go out of tunneling and then
to land the tip once more, the probability of coming to the same place will be practically
zero due to several factors, such as thermal drift and mechanical vibrations.

A good solution for this problem was performed by synthesizing the particle directly
on the tip of a metal stylus (Facci et al. 1996). Junction preparation involves several steps.
The first step, Figure 32a, consists of stylus etching. Styli were prepared from a 0.5-mm
tungsten wire by electrochemical etching in 1 M KOH (pH 12.4) with a special etcher, de-
signed for the STM tip preparation, by applying a 20-V peak-to-peak ac voltage between
the wire and a toroidal graphite electrode and setting a shutoff current of 0.5 A. After etch-
ing, tips were washed in pure water and in isopropanol. The tip surface turned out to be hy-
drophobic, as indicated by the downward bending of the water meniscus when the stylus
was immersed into the trough, and, hence, provided a suitable surface for depositing an
even number of monolayers.

The second step, Figure 32b, consists of the covering of the styli with cadmium
arachidate LB films. Monolayers of arachidic acid (in principle, it is also possible to use
stearic or behenic acids with practically the same results) were spread over the surface of
10�4 M CdCl2 water subphase in a Langmuir trough. The monolayer was compressed to a
surface pressure of 27 mN/m and transfered onto styli by a vertical dipping technique. Up
to six monolayers were deposited.

The third step, Figure 32c, consists of the formation of CdS nanoparticles inside the
LB film by exposing precoated tips to the atmosphere of H2S for a time, sufficient for com-
pleting the reaction according to the film thickness (Facci et al. 1994a).

The treated tips were connected to the experimental setup (Fig. 33), which is able to
bring them into close proximity with the atomically flat electrode (plates of freshly cleaved,



highly oriented pyrolytic graphite in our case). Practically, the tips were connected to the
one-dimensional piezo mover, controlled by a feedback circuit.

After landing the tip in a random place and typically locking a current of 0.1 nA at
the bias voltage of 1 V to avoid tip–substrate impact, voltage–current characteristics were
measured at room temperature by switching off the feedback system, sweeping the bias
voltage, and recording the current flowing through the system.

FIG. 32 Procedure for tip preparation for single-electron conductivity.

FIG. 33 Experimental setup for single-electron-phenomena measurements.



Two typical characteristics obtained in such prepared junctions are shown in Figures
34 and 35 (Facci et al. 1996). These curves are representative of the overall behavior of the
set of studied junctions. It is clear that their behavior is highly nonlinear, displaying several
interesting features. In both cases it is possible to see a marked depression of the current
around the zero-bias voltage, which is typical for single-electron junctions, revealing the
so-called coulomb blockade. Moreover, in both types of characteristics, the current re-
vealed the steplike behavior on the bias voltage. Figure 34 shows rather ideal symmetrical
characteristics. The steps in voltage are equidistant, as in coulomb staircase phenomena, al-
lowing estimation of the junction capacitance, which turned out to be 1.5 � 10�19 F (esti-
mated from the voltage step of 0.54 V). This value is consistent with these allowing obser-

FIG. 34 V-I characteristics obtained with the setup shown in Figure 33.

FIG. 35 Voltage–current characteristics obtained with the setup shown in Figure 33.



vations such phenomena at room temperature. In fact, the electrostatic energy of the junc-
tion calculated from these values is about 540 meV, which is much higher then the thermal
excitation energy at room temperature (26 meV).

Another typical behavior of voltage–current characteristics is reported in Figure 35.
These data are different from those in the previous case mainly because of the fact that the
curve is asymmetrical in the value of the offset voltage. This behavior, together with the
possibility of observing a wider depression of the conductivity around the zero-bias volt-
age, has been reported earlier (Kuzmin and Likharev 1987, Wilkins et al. 1989, Shönen-
berger et al. 1992b). It is likely due to charge trapping in the particle by means of impuri-
ties. In fact, being initially nonneutral, the particle will shift the voltage offset around zero,
due to the variation in the electrostatic energy of the granule itself.

Reported trends (steplike characteristics of both types) were registered in about 60%
of all prepared samples, a percentage that is consistent with the yield of good tip produc-
tion (a good tip allows one to obtain atomic resolution when used in STM). The other 40%
of samples displayed the usual tunneling characteristics without any steps.

The approach described represents one more step toward the realization of a com-
pletely stand-alone single-electron junction based on nanoparticles and produced in organic
matrix. Quantum dot synthesis directly on the tip of a metal stylus does not require the use
of STM for localizing the particle position and requires only the use of atomically flat elec-
trodes and a feedback system for maintaining a desirable double-barrier structure.

Furthermore, the reproducibility of the results in this case is much better than that ob-
tained by measuring voltage–current characteristics on CdS nanocrystals formed on a flat
electrode and localized by the STM tip. Indeed, the present approach allows for a good re-
peatability of voltage–current characteristics, since the mutual position of the tip and the
granule is fixed and the only adjustable gap is that between the granule and the flat elec-
trode, which is feedback controlled. Instead, in the usual STM approach, even disregarding
the problem of localizing the particle position, thermal drift and external noise can affect
the stability and reproducibility of the data, since the positioning stage (X–Y mover) is not
equipped with a feedback system; e.g., it is practically impossible to achieve tip reposi-
tioning in different tip–substrate approaches.

Thus, previously described experiments had demonstrated the possibility of realiza-
tion of single-electron junctions based on CdS nanoparticles. Nevertheless, because only
one type of particle was tested, the question about the role of the material’s properties for
successful single-electron junction formation was still open.

The aim of the next stage of the work was to study the possibility of the realization
of structures that would exhibit single-electron phenomena by forming the nanoparticles
with the same technique but from different materials. Comparison of the properties of such
structures with those built up with CdS particles will make clearer the role of a material’s
characteristics on the final properties of the structure.

PbS was chosen as the object of this study (Erokhin et al. 1997). In fact, CdS is a
broadband semiconductor (2.42 eV), while PbS is a narrow-band semiconductor (0.37 eV);
thus, the differences in properties of the structures based on them, if any, should be easily
distinguishable.

Structures were prepared in a way similar to that used for preparing CdS nanoparti-
cles. The only difference was that lead arachidate LB films were deposited after spreading
and transferring arachidic acid monolayers at the surface of 10�4 M Pb(NO3)2.

As in the case of CdS granules, two types of V-I characteristics were registered,
namely, one with negative resistance regions (Fig. 36) and the other with steplike behavior



of current on the bias voltage (Fig. 37) (Erokhin et al. 1997). The value of the voltage step
depends upon the capacitance of the junction, which is related to the size of the granule.
This dependence was observed experimentally, providing yet more evidence of the mono-
electron nature of the phenomena. The typical voltage step is about 0.1–0.2 V, which cor-
responds to the capacity of 8–16 � 10�19 F. Such value demands dealing with particles
with characteristic sizes of 2–3 nm, which corresponds to the sizes previously estimated by
different methods on CdS particles.

The appearance of one or the other type of characteristics was shown to be connected
to the asymmetry of the system, which is controlled by the value of the locked tunneling
current, exactly as in the case of CdS particles.

When the locked current was small (0.5 nA), giving rise to a large barrier between
the granule and the tip, staircase-like V-I characteristics were registered (Fig. 37). Instead,
when the value of the locked current was higher (1 nA), characteristics with negative re-
sistance occurred at constant-voltage steps (Fig. 36).

Similar results were also obtained when MgS and CuS particles were used for junc-
tion formation.

FIG. 36 I-V characteristics with negative resistance obtained with PbS particles.

FIG. 37 I-V characteristics with single-electron conductivity obtained with PbS particles.



The similarity of the results obtained on systems based on nanogranules made of ma-
terials with different bulk properties allows one to conclude that the phenomena at issue are
connected only with the decreased size of the granules and not with the bulk properties of
the material. In fact, when dealing with such small sizes, it is probably impossible to at-
tribute bulk properties to them, because surface states begin to play a dominant role in the
electrical properties of such objects.

Several possible applications of the phenomenon are under discussion. The easiest
one is to consider it an analog–digital transducer. In fact, continuous sweeping of the
voltage applied to the junction results in the digital output of the current, providing, there-
fore, a fixed value of the current to the different voltage intervals. Moreover, it is possi-
ble to vary the unit step of the digitization, taking a granule of different sizes. The next
steps in the practical realization of such a transducer will be in a synthesis of the granule
between preformed sharp metal electrodes. The electrodes can be prepared using the se-
lective etching technique of the thin and narrow metal strips deposited onto insulating
substrates.

Several possible applications are proposed for systems, using three electrodes. In this
case, two of them with a granule between them serve as analogs of the source and the drain
in a field effect transistor. The third one, the analog of the gate electrode, serves for the ap-
plication of the electric field to the granule, which varies the character of the current flow
between the source and the drain. Such structures can be realized with traditional micro-
electronic approaches, even if the technological possibilities still do not allow forming
structures capable of working at room temperature. It is more difficult to realize such struc-
tures using nanogranules. Nevertheless, the model prototype can be realized if it becomes
possible to synthesize the granule between two sharp metal electrodes. In this case, the elec-
trodes will be formed at the surface of the conductor (or semiconductor) and covered by a
thin insulating layer (for example, an organic monolayer deposited by LB technique). In
this case the conductive substrate will be used as a third electrode.

Apart from transistor-like devices, single-electron junctions can also be useful for
sensor applications. The simplest one might be the monitoring of H2S. Since the formation
of CdS nanogranules takes place when an initial cadmium arachidate layer is exposed to
this gas, we can expect the appearance of single-electron conductivity only when it is pre-
sent in the atmosphere.

Other sensor applications can be considered if some sensitive biological molecules
(such as antibodies or receptors) are attached to the nanogranule. If, for example, an anti-
body molecule is attached to it, then the granule is placed between two electrodes, and sin-
gle-electron current flows between them. The step value of the coulomb staircase depends
on the capacity of the junctions. When the antibody molecule binds specific antigen, the ca-
pacity value will be changed, and, therefore, the step value of the V/I characteristics will
also change.

A. Ultrathin Semiconductor Layers and Superlattices

Apart from the described single-electron junctions, there is another exciting technological
possibility for use of these nanoparticles. It turned out that the particles could be aggregated
into very thin polycrystalline layers (Facci et al. 1994a). We will now describe some as-
pects of this phenomenon.

The procedure started, as in the previous case, with the deposition of the LB film of
fatty acid salts with bivalent metals. Then the film was exposed to the atmosphere of H2S



for the formation of the particles. It is worth mentioning that the completion of the reaction
was controlled by quartz balance measurements (Facci et al. 1993).

The quartz balance is a tool for detecting the increase (or decrease) of the film mass
deposited onto the surface of a quartz resonator, connected to the driving circuit, and reg-
istering the shift in a frequency. The dependence is expressed by the Sauerbray equation
(Sauerbray 1964):
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where �f is a frequency shift, f0 is an initial frequency of the oscillations, �m is difference
in mass, and A, %, and l are the area of the resonator covered by the film, the quartz density,
and the resonator thickness, respectively.

Using this equation, the flow of the reaction was followed by registering the fre-
quency shift as a function of reaction time. Typical dependencies are shown in Figure 38
(Facci et al. 1994). As one can see, the curves tend to come to saturation (saturation time
depends on film thickness). On the other hand, the plateau level in all cases corresponds
well to the value resulting from simple calculation of the number of cadmium atoms avail-
able for the reaction in each sample. Numerical data of such estimates are presented in
Table 8. The available amount of cadmium atoms was estimated in this case, taking into ac-

FIG. 38 Gravimmetric measurements of the nanoparticle formation reaction.

TABLE 8 Nanogravimetric Assay Results

Number of Reacted H2S Reacted H2S Fatty acid Fatty acid Residual film Residual film
bilayers (theory) (exptl.) density (theory) density (exptl.) (theory) (exptl.)

20 3.86 3.4 � 0.2 101.16 97 � 5 14.3 12.4 � 0.6
15 2.89 2.5 � 0.1 75.87 72 � 4 10.7 9.3 � 0.5
10 1.93 1.6 � 0.1 50.58 47.8 � 2 7.1 6.5 � 0.3



count that one atom coordinates two fatty acid head groups and that in the pH range used
in this work (6.5–6.8), the amount of salt in the film must be about 70% (the remaining 30%
is pure fatty acid) (Hasmonay et al. 1980).

The next step consists of the selective removal of the fatty acid from the film. It
turned out that washing the samples with chloroform and drying them with nitrogen flow
results in the removal of a mass amount corresponding to the amount of fatty acid present
on the resonator surface (Table 8) (Facci et al. 1994a). This procedure, however, did not
completely remove the film from the quartz surface, leaving a residual mass. Taking into
account both the amount of reacted H2S and the mass of the residual film (nonsoluble in
chloroform, contrary to hydrocarbon chains), it could be argued that the residual film is
made of CdS structures formed during the reaction.

X-ray measurements in a small-angle region had also demonstrated the formation of
the semiconductor layers. X-ray patterns of initial fatty acid salt LB films contain both
Bragg reflections and Kiessig fringes. After the reaction their angular position was
changed, indicating the increase of the spacing and the total thickness. After washing with
chloroform, both Bragg reflections and Kiessig fringes disappear (Facci et al. 1994a).

The formation of the layers was also checked by optical absorption measurements
and ellipsometry. After the reaction the absorption spectrum was blue-shifted with respect
to the bulk spectrum of CdS, indicating the formation of very small particles. It was also
possible to estimate their sizes using Rama Krishna and Friesner theory (Rama Krishna and
Friesner 1991). After washing with chloroform, the blue shift became smaller (but still re-
mained), indicating the aggregation of the particles in the layer (Facci et al. 1994a).

The results of the ellipsometric study are presented in Table 9. As is clear from the
table, the resultant average thickness of the semiconductor layer, obtained from one bilayer
precursor, is about 0.8 nm. This value can be considered the thickness resolution of this
technique. It is worth mentioning that among the available techniques, only molecular
beam epitaxy allows one to reach such resolution. However, the proposed technique is
much simpler and does not require complicated or expensive equipment.

STM imaging was performed in order to achieve a more direct understanding of the
structure of the resultant semiconductor layers. For these reasons, the films were deposited
onto atomically flat surfaces (freshly cleaved graphite). The image of the rather large area
is shown in Figure 39. The rough surface of the sample corresponds to the aggregates of
nanoparticles forming the layer. The sizes of individual particles are of the order of 3–5 nm,
which corresponds well with the results of other studies. There are also rather flat areas in
such films where it is possible to see atomic resolution. Figure 40 shows such an image of
a CdS layer (Facci et al. 1994a). The lattice of the CdS with hexagonal symmetry is clearly
visible. Disturbance of the lattice at boundaries is connected to the finite (small) sizes of
the granules composing the layer. Figure 41 shows the image of the layer formed by the ag-
gregation of PbS particles (Erokhin et al. 1997a). The symmetry of the image and lattice
parameters corresponds to that of bulk PbS.

Given such technological possibilities, it was logical to try to apply them to the for-
mation of a complicated heterostructure—semiconductor superlattices.

TABLE 9 Ellipsometric Assay Results

Before H2S After H2S After chloroform

Film thickness per monolayer 2.7 � 0.1 3.3 � 0.1 0.4 � 0.1



Superlattices were prepared in three different ways. The essential steps of each are as
follows.

a. Deposition of the fatty acid salt LB film (with metal I); reaction for formation of
nanoparticles; aggregation; deposition of fatty acid salt LB film (with metal II); reac-
tion for formation of nanoparticles; aggregation (a schematic of the process is shown
in Fig. 42). Then all the steps were repeated several two or three times.

b. Deposition of the fatty acid salt LB film (with metal I); reaction for formation of
nanoparticles; deposition of fatty acid salt LB film (with metal II); reaction for forma-
tion of nanoparticles. Then all the steps were repeated several (two or three) times. Ag-
gregation was performed when all sample layers were deposited and exposed to the re-
action.

c. Deposition of the fatty acid salt LB film (with metal I); deposition of fatty acid salt LB
film (with metal II). Then all the steps were repeated several (two or three) times. Par-
ticle-forming reaction and aggregation were performed when all sample layers were
deposited.

First of all, only the samples, prepared according to the procedure (a) were suitable
for scanning electron microscope (SEM) measurements. All other samples were very un-

FIG. 39 STM image of a large area of CdS aggregated layer.

FIG. 40 STM image of aggregated layers with atomic resolution.



stable under the electron beam. These results assume that in the case of sample preparation
according to the procedure (b) or (c) the removal of the fatty acid matrix was not complete.
The residual fatty acid molecules resulted in the decrease in sample stability.

SEM images of the superlattice of the type PbS–CdS–PbS are presented in the Fig-
ure 43 (Erokhin et al. 1998). There are rather uniform parts of the superlattice, while there
are also disturbed regions, with some defects formed during particle formation or aggrega-
tion. The thickness of the individual layers, estimated from Figure 43a, is about 50 nm, giv-
ing an average thickness of the aggregated film corresponding to the bilayer of initial LB
film of about 0.5 nm, which is consistent with the data already obtained by ellipsometry
measurements. In the case of Figure 43b, the average thickness is slightly larger, which can
be due to the fact that this region is disturbed.

A SEM image of the CdS–MgS–CdS–MgS–CdS superlattice is presented in Figure
44. It is clearly possible to distinguish these layers in the image. The average thickness of
each layer in the superlattice is about 60 nm, which is again consistent with the ellipsome-
try measurements of average thickness corresponding to the bilayer of the initial film.

The proposed technique seems to be rather promising for the formation of electronic
devices of extremely small sizes. In fact, its resolution is about 0.5–0.8 nm, which is com-
parable to that of molecular beam epitaxy. However, molecular beam epitaxy is a compli-
cated and expensive technique. All the processes are carried out at 10�10 vacuum and repair
extrapure materials. In the proposed technique, the layers are synthesized at normal condi-
tions and, therefore, it is much less expansive. The presented results had demonstrated the
possibility of the formation of superlattices with this technique. The next step will be the fab-
rication of devices based on these superlattices. To begin with, two types of devices will be
focused on. The first will be a resonant tunneling diode. In this case the quantum well will
be surrounded by two quantum barriers. In the case of symmetrical structure, the resonant

FIG. 41 STM image of aggregated PbS layers.

FIG. 42 Schematic of the self-aggregation process for semiconductor nanoparticles.



level will appear in a quantum well, which will result in the resonant current maximum in
V/I characteristics when the bias voltage corresponds to the level energy. The other possible
device is a semiconductor laser. The laser will be similar to that fabricated with molecular
beam epitaxy (Capasso et al. 2000). It does not require the recombination of the carriers, but
is based on the transitions of electrons through resonant levels within quantum wells in a
semiconductor superlattice. Realization of such a device will demand the formation of a
complicated superlattice with a different composition and thickness of the layers in it.

Summarizing, it is possible to conclude that the technique of forming ultrasmall
semiconductor particles turned out to be a powerful tool for building up single-electron
junctions, even working at room temperature, as well as thin semiconductor layers and su-
perlattices with structural features, reachable in the past only via molecular beam epitaxy.

FIG. 43 SEM image of PbS–CdS–PbS superlattice.

FIG. 44 SEM image of CdS–MgS–CdS–MgS–CdS superlattice.



X. DNA-BASED MULTIQUARTZ SENSOR

The commonly used hybridization technique (Kafatos et al. 1979, Martin 1985) for se-
quence-specific detection of DNA is sensitive to ~10 pg of DNA. However, several factors
render hybridization impractical for routine testing for DNA contaminants, since it is labor
intensive, time consuming, and strongly semiquantitative and usually requires a radioiso-
tope. In addition, the specificity of the method means that some contaminating DNA may
be missed.

Several other approaches for detecting nucleic acids are reported in the literature,
based, for example, on the light-addressable potentiometric sensor (LAPS) (Kung et al.
1990) or on acoustic wave devices (Su et al. 1996).

It was indeed shown recently that it is possible to deposit DNA-aliphatic amine com-
plexes onto solid substrate via the Langmuir–Blodgett (LB) technique (Erokhin et al.
1992). In this method DNA was attached to a preliminarily formed monolayer of octade-
cylamine (or hexadecylamine). The technique is based on the fact that at neutral pH, DNA
is charged negatively while amine groups are positive (Frommer et al. 1970). Analysis of
the film suggests that DNA in such a film is in a single-stranded form (Sukhorukov et al.
1993). The schematic model of the film deposited by the technique is shown in Figure 45.
A single-stranded DNA layer is sandwiched between two aliphatic amine monolayers.
Thus, the technique can be useful for our objectives, for it allows depisition of single-
stranded DNA on practically any substrate and does not demand a large quantity of DNA,
since only one monolayer will be deposited. Nevertheless, there is a question of whether
DNA in such a structure will hybridize. In fact, the film contains a single-stranded DNA
monolayer between two amine monolayers, and it is questionable whether the upper amine
monolayer will prevent hybridization with complementary DNA strands.

The aim of the study was to check this possibility. A quartz nanobalance was chosen
as a sensitive tool (Sauerbrey 1964). The device allows monitoring of the mass attached to
the surface of quartz oscillators (Facci et al. 1993). The method is simple, cheap, and sen-
sitive (as it should be for practical applications) and allows one to make parallel measure-
ments in different media, also permitting a differential scheme of measurements.

Deposited DNA was the plasmid pUC19b5 (3650 bp) extracted and purified from E.
coli by Birnboim and Doli (Maniatis et al. 1982). As a probe for the samples, the same plas-
mid, transformed in to the single-stranded form by boiling during 2 min, was used (100%
of continuous homology with the target). As a negative control, the same plasmid was de-

FIG. 45 Schematic representation of DNA-containing LB films.



posited and DNA of phage was used as a probe (less than 10% of the random homology)
(Pharmacia Biotech, Molecular and Cell Biology Catalogue 1995–96).

The films were formed and transferred onto solid substrate by MDT trough (MDT,
Russia) (Erokhin et al. 1994). A small Teflon trough (30-ml volume) was used for the film
formation.

DNA solution (25 mg/mL) was used as a subphase. Octadecylamine monolayer was
spread at the subphase surface and compressed to the surface-pressure value of 15 mN/m.
The adsorption of DNA at the amine head groups was performed for 1 hour. Then the layer
was compressed to 30 mN/m and the film was transferred onto solid substrates.

The films were deposited onto solid substrates by a horizontal lift technique. One
layer was deposited for the gravimetric and fluorescence measurements. Twenty layers
were deposited for x-ray study.

X-ray measurements were carried out on an automatic small-angle x-ray diffrac-
tometer with linear-position-sensitive detector (Mogilevski et al. 1984, Erokhin et al.
1995b). CuK (� 1.54 Å) radiation was used. The sample was rotated with respect to the
initial beam, while the intensity was registered in all channels of the detector.

For the hybridization, samples with deposited DNA were placed in plastic envelopes
containing 2 mL of the hybridization buffer (10 mM Tris-HCl, pH 7.6, 1 mM EDTA, 0.5%
SDS). Twenty mL of the boiled probe was added to the same envelope. The envelopes were
then sealed and placed into the water thermostat at 60°C, with stirring overnight. After the
hybridization, the samples were strongly washed with distilled water for 10 min, dried, and
measured. “Cold” hybridization was performed at room temperature.

After hybridization and washing, the samples were stained with DAPI (4,6-di-
amidino-2-phenylindole), which apparently associates in the minor groove of double-
stranded DNA (Kapuscinski 1990). DAPI from Sigma was used. Binding of DAPI to dou-
ble-stranded DNA occurs with about a 20-fold fluorescence enhancement, which usually
does not occur with single-stranded DNA (Haugland 1992).

Fluorescence microscopy measurements were performed with a Zeiss Axioplan mi-
croscope (Zeiss Co. Germany) equipped with a mercury lamp and a 40� objective. Images
were acquired by CCD camera CH250 (Photometrix Co., Germany) cooled at �40°C by a
liquid cooling unit CH260 (Photometrix Co., Germany).

Images were acquired with 5-s exposure time after having fixed the focus. The total
intensity of fluorescence was estimated by calculations the integral of the gray-level his-
togram.

Calibration of the quartz oscillators was performed by consequent deposition of the
cadmium arachidate layers (Facci et al. 1993). The dependence of the frequency shift on
the number of deposited bilayers is shown in Figure 46. The analysis of the curve reveals a
sensitivity of 1.482 pg/mm2Hz for our transducer.

A special setup has been developed for future applications; it allows the measurement
of up to eight oscillators in parallel or up to four in differential configuration.

Two eight-channel digital multiplexers have been used to address the two ends of
each oscillator. The selection operation consists of connecting the two ends of each oscil-
lator to the driving circuit via the two multiplexers, which are driven by three digital lines
allowing the selection of the eight channels. In order to check the geometry of the elemen-
tary cell containing DNA in LB film, x-ray diffraction measurements were performed. An-
gular position of Bragg reflections corresponds to the spacing of 5.8 nm. Taking into ac-
count that the amine used in the experiment is octadecylamine (bilayer thickness is about
4.9 nm), it appears that DNA layers incorporated into the film have the thickness of about
0.9 nm. These x-ray data, along with independent IR spectroscopy (Sukhorukov et al.



1994), suggest that DNA is very likely in a single-stranded form in the film. The x-ray data
confirm once again the film structure model shown in Figure 45, where a single-stranded
DNA layer is sandwiched between two octadecylamine layers.

Such layer structure does not allow us to say a priori that hybridization of DNA will
be possible, for it is protected by the octadecylamine layer. In order to control for this pos-
sibility, fluorescence measurements were performed. The first indication that hybridization
was successful is that after the process, the sample surface became wettable, while before
it and after “cold” hybridization it was not wettable at all. The results of the fluorescence
measurements are summarized in Table 10. The results of the specific hybridization are
three times more with respect to unspecific hybridization and one order of magnitude more
with respect to “cold” hybridization. Thus, it appears that during a normal hybridization
(100% homology) some structural changes and redistribution of the layer takes place. As a
result, DNA becomes available for the specific reaction. Such a model also explains why
the fluorescence level after unspecific hybridization (10% homology) is higher with respect
to “cold” hybridization. Because the molecules have some mobility when the film is
“warmed,” some DNA from the film could be hybridized on itself, while during “cold” hy-
bridization this is impossible.

The results of the gravimetric measurements of the hybridization are presented in
Table 10. As in the case of fluorescence, normal hybridization results in a frequency shift
that is much higher with respect to the unspecific and “cold” hybridization. Nonspecific hy-

FIG. 46 Calibration curve for a gravimetric nanobalance.

TABLE 10 Results of Fluorescent and Gravimetric Measurements of DNA Hybridization
Against a Reference Containing only LB-Immobilized Single-Stranded DNA/Amine Sandwich

Integral intensity of fluorescence Frequency shift with
Type of experiment with respect to control (a.u.) respect to control [Hz]

100%  homology 31.2 � 9.3 (100%) 688.5 � 10.8 (100%)
hybridization at 60&C (1.02 � 0.016 ng/mm2Hz)

Cold 100% homology 3.00 � 0.18 (9.6%) 26.3 � 17.5 (3.8%)
hybridization at 22&C (0.038 � 0.026 ng/mm2Hz)

Random 10% homology 10.1 � 4.8 (32.4%) 297.5 � 70.0 (43.2%)
hybridization at 60&C (0.44 � 0.104 ng/mm2Hz)



bridization (10% homology) give a frequency shift higher then does “cold” hybridization,
which is also consistent with the data of fluorescence. It is interesting to note that the error
(standard deviation of the measurements of 10 different samples) in the case of unspecific
hybridization (difference in frequency shift of different samples) is much higher with re-
spect to specific hybridization (both in “cold” and “warm” conditions). This fact indicates
that in a case of unspecific hybridization, some random processes take place, as suggested
earlier.

DNA-based biosensors are considered among the most promising elements in ana-
lytical biotechnology (Downs et al. 1987, Fawcett et al. 1988, Yevdokimov 2000).

Construction of the DNA chip (Nicolini 1996) requires a single-helix DNA immobi-
lized at the surface of the device and sensitive to the binding of the complementary strand.

The study has shown the possibility of using a single-stranded DNA incorporated
into an LB film as a sensitive layer of DNA-based biosensor. A nanogravimetric balance
turned out to be a suitable candidate for a transducer of such a sensor, for it provides 0.3-
ng resolution. The present study represents the first positive step toward a multiple-DNA-
probe sensor with high sensitivity based on LB films and nanogravimetric balance, for it
establishes its feasibility. The future development of this research will be in different di-
rections, namely, the simultaneous detection in samples of several genes utilizing the cor-
responding DNA probes, the automation of genome sequencing and of course the opti-
mization of the overall mechanics and hardware of the apparatus, until it also becomes
competitive with the existing hazardous radioactive labeling techniques in terms of time,
cost, and efficiency.

The fluorescence data were obtained by summarizing the intensity through the total
image area. The results are the average of two different samples prepared in the same way.
The gravimetric data are the average of measurements on five samples.

XI. LIGHT-EMITTING DIODES AND BATTERIES BASED ON
CONDUCTING POLYMERS

The advances in synthetic methodologies for the preparation of thin films and fibers of
PPVs qualify them for consideration in various applications. The overall methodology can
be roughly divided into three categories: precursor approach, side-chain derivatization, and
in situ polymerization. We include here only the practical and commonly used preparative
methods from each category; some less common ones can be found elsewhere. The pa-
rameters considered for the synthesis of electroluminence polymers are followed as: (1)
precursor polymers; (2) solubilizing groups; (3) polymers with conjugated and nonconju-
gated segments in the main chain; (4) nonconjugated polymers with conjugated segments
in the side chain. The poly(2,5-dihexyl phenylene vinylene), poly(2-methoxy phenylene
vinylene) (M-PPV), poly(2-methoxy-5-bromo-phenylene vinylene), poly(2-methoxy-5-
cyano-phenylene vinylene), poly(2,3-diphenylene vinylene) (DP-PPV), and poly(1,4-
napthalene vinylene) have been synthesized via the precursor approach.

A. Light-Emitting Diodes

Light-emitting diodes (LEDs) based on the electroluminescent conjugated polymers (Fig.
47) have attracted significant attention, both in academic research and industrial develop-
ment, and are now on the edge of commercialization (Burroughs et al. 1990, Barth and
Bässler 1997). Polymer LEDs require properties such as shown in Table 11. Recently, ef-



forts have been made to design and synthesize electroluminescent polymers, tailor their
properties, investigate the device physics, and engineer light-emitting diodes. This is an in-
terdisciplinary field. To explain the unique phenomenon of conducting polymers, such as
insulator-to-metal transition upon doping, new concepts, such as solitons, charge solitons,
polarons, and bipolarons, have been introduced. Among various conducting polymers, aro-
matic conducting polymers such as polythiophene, poly(p-phenylene vinylene), poly(p-
phenylene), poly(phenylene sulphide), and their derivatives have been used as the emission

FIG. 47 Schematic for producing polymer LEDs.

TABLE 11 Physical Properties of Interest for PPV Compounds

Polymer Abbreviation Properties Notes

Poly(phenylene PPV Bandgap between � and Dopant compounds:
vinylene) �* � 2.5–2.6 eV iodine, ferric

Intrinsic electrically chloride, alkali
conductivity � 10�3 S/cm metals (K, Ca,

Emission range � 1.8 eV to Mg), or acids
2.5 eV (below the
bandgap)

Ionization potential ≈ 5.1 eV
Electron affinity ≈ 2.6 eV

Poly(2-methoxy, 5- MEH-PPV Emission peak � 605 nm p-type doping by
(2-ethylhexyloxy)- sulfuric acid
1,4-phenylene (H2SO4)
vinylene) n-type doping by

sodium (electron
donor)

Iodine (I2) �
electron acceptor
�� oxidizing
agent



layer in polymer EL devices. A low voltage is applied over a thin film of the polymer. Sub-
sequently the electrons and holes are injected from the electrodes; when a hole and an elec-
tron collide in the polymer, a local excited state can be formed that emits light (electrolu-
minescence), as shown in Figure 47.

However, since the discovery of electroluminescence in PPV in 1989–1990, doped
conjugated polymers in their conductive forms are no longer of prime interest. Today, the
neutral or pristine conjugated polymers for semiconductor device applications, such as
photovoltaic cells, field effect transistors, light-emitting diodes (LEDs), and Schottky
diodes, have become the major focal points of interest. The PPVs and thiophenes family of
polymers serves as a prototypical conjugated polymeric class for application as well as for
fundamental understanding of the electronic processes in such conjugated polymers (Blom
et al. 1997).

The basic requirements for the choice of electroluminescent polymers are: (1) The
polymer should have good film-forming properties (smooth surfaces, no pinholes, mini-
mum thickness of 50 nm). (2) The polymer film should have good thermomechanical sta-
bility. (3) The polymer films should be transparent. (4) The polymer should be amorphous.
(5) The polymer should exhibit excellent heat, light, and environmental stability. (6) Spe-
cial requirements for light-emitting polymers are light emission in the visible region and
color tunability. Other polymers serving as charge-carrier or charge-barrier layers should
not be used simultaneously with the light-emitting component, should not emit visible
light, but should reversibly form radical cations (hole-transporting materials) or radical an-
ions (electron-transporting materials), and should show charge transport. The reversibility
of radical cation or radical anion formation is usually tested by cyclovoltammetry. Charge
transport is usually investigated by time-of-flight measurements. Their work functions
should closely match the related electrode material, which is related directly to the chemi-
cal structure of the electroluminescent polymer. (7) To control the preceding parameters,
Langmuir–Blodgett and layer-by-layer adsorption techniques for the preparation of PPV
conjugated polymer films have recently been developed. These demonstrate the fabrication
of optically transparent PPV-containing multilayers of precursor PPV, which is converted
to PPVs by thermal elimination.

B. Batteries

The batteries called “rocking-chair” systems are one of the most promising electrochemi-
cal energy storage systems, and they have a tremendous role in technical applications.
Mounting concern regarding the environmental impact of throwaway technologies has
caused a discernible shift away from primary batteries and toward rechargeable systems.
The secondary batteries (“rechargeable systems”) have the advantage of being able to op-
erate for many charge cycles without significant loss of performance. With technologies
emerging today, an even higher demand for rechargeable batteries with high specific en-
ergy and power is expected. The market for secondary batteries is growing very fast, thanks
to the development of new applications encompassing such fields as games, laptop com-
puters, cellular phones, consumer electronics, portable computers, and electric vehicles.
Among the factors leading to the successful development of high-specific-energy sec-
ondary batteries is the fundamental need for high cell voltage and low-equivalent-weight
electrode materials. Electrode materials must also fulfill the basic electrochemical require-
ments of sufficient electronic and ionic conductivity, high reversibility of the oxidation/re-
duction reaction, as well as excellent thermal and chemical stability within the temperature



range for a particular application. Importantly, the electrode materials must be reasonably
inexpensive, widely available, nontoxic, and easy to process. Thus, a smaller, lighter,
cheaper, nontoxic secondary battery is sought for the next generation of electrochemical
energy storage systems. The low equivalent weights of lithium and conducting polymers
make them attractive as secondary battery electrode components for improving weight ra-
tios. Lithium and conducting polymers also provide greater energy per volume than do the
traditional battery standards, nickel and cadmium.

Electronically conducting polymers represent a promising class of materials for the
development of electrochemical energy storage devices, common examples of which in-
clude polyacetylene, polyaniline, polycarbazole, polypyrrole, and polythiophene. Thus, a
conducting polymer is actually an electronic as well as an ionic conductor. Conventional
battery electrode materials often have a distinct redox potential, more or less independent
of their state of charge or discharge, while conducting polymers have, as it were, a “float-
ing” redox potential, i.e., one that strongly depends on their state of charge or discharge
(Novak et al. 1997). Thus, for conventional electrode materials the end of discharge or of
charging is indicated by the fact that their potential ceases to be relatively constant (Ciric-
Marjanovic and Mentus 1998). Intermediate states of charge or discharge are difficult to
recognize by measurements of potential, and only deep discharge produces a distinct po-
tential change. For conducting polymers, the potential is an indication for the state of
charge or discharge (which is an advantage), even though this implies that the discharge
characteristic is sloping (which is generally considered a disadvantage).

Polymers can be utilized as positive and/or negative electrodes in rechargeable cells.
Figure 48 shows schematically how polymers can be used in cell assemblies as electroac-
tive materials. In this figure, m stands for a metal, m� for cations, a� for anions, p for a neu-
tral polymer, p� for a polymer in its reduced state, and p� for a polymer in its oxidized
state. Electrochemically active polymers can be prepared both by electrochemical and by
chemical methods. Electrochemical methods are often preferred, because they offer the ad-
vantage of a precise control of potential and state of charge of the resulting polymer. In fact,
solution-cast films are also prepared for obtaining the thicker films for battery application
(Fig. 49).

XII. ORGANIC PHOTOVOLTAIC CELLS

Photovoltaic (PV) solar cells, which convert incident solar radiation directly into electrical
energy, today represent the most common power source for Earth-orbiting spacecraft, such
as the International Space Station, where a “photovoltaic engineering testbed” (PET) is ac-
tually assembled on the express pallet. The solid-state photovoltaics, based on gallium ar-
senide, indium phosphide, or silicon, prove capable, even if to different extents and with

TABLE 12 Electrochemical Parameters of 15-Monolayer Polyaniline LS Films

Oxidation potential Reduction potential Response time
Material (mV) (mV) (ms)

PANI 0.78, 320 130, 710 180
POT 662, 531.8, 304 627.4, 499.3, 165, 23.54 240
POAS 707, 506, 282 680, 410, 144, �5.91 230
PEOA 563.4, 374.4, 100.5 401.1, 262 280



different performances, of operating in a reliable fashion at less than the 10-KW low-power
range typical of the missions orbiting the Earth; the electrical power generated over many
orbital cycles supports both the electrical loads and the recharge of batteries.

Sunlight is practically an inexhaustible energy source, and increasing energy demand
makes it a primary source of renewable energy. Sunlight possesses a very high energy po-

FIG. 48 Schematic of battery operation and the structures of polyanilines used as cathode elec-
trode.

FIG. 49 Discharging effect of 30 monolayers of PANI in LiClO4/PC electrolytes with Al as another
electrode connected to 1-M� resistance that shows the measured current.



tential and is an ecologically pure and easily accessible energy source. The electrical power
obtained from solar energy conversion is widely used in spacecraft power supply systems
(the latest very important example is the International Space Station—ISS within the
framework of ASI and ESA) and in terrestrial applications to supply autonomous cus-
tomers with electrical power (portable equipment, houses, automatic meteostations, etc.).
The irregular incidence of sunlight on the Earth (daily and seasonal variations) represents
one of its disadvantages, together with its low energy density. For these reasons, there is
the need to cover large areas with expensive semiconducting solar cells, increasing costs.
Thus the electrical energy obtained in such a way is more expensive than that from con-
ventional methods. Although, reduction of pollutant emission is a key factor in the preser-
vation of the environment and subsequently the quality of the life itself, the increase in costs
retards the development of a large-scale solar power industry. Actually, solar cells are
based on inorganic semiconducting materials, namely, amorphous silicon (efficiency about
12%), multicrystalline silicon (18%), and CdTe (16%), and yield an average energy cost of
about $5 per watt.

Given the actual scenario, one can state that the emerging field of nanotechnology
represents new effort to exploit new materials as well as new technologies in the develop-
ment of efficient and low-cost solar cells. In fact, the technological capabilities to manipu-
late matter under controlled conditions in order to assemble complex supramolecular struc-
tures within the range of 100 nm could lead to innovative devices (nano-devices) based on
unconventional photovoltaic materials, namely, conducting polymers, fullerenes, biopoly-
mers (photosensitive proteins), and related composites.

Among such techniques, the most promising seems to be the Langmuir–Blodgett
one. As far as organic materials for photovoltaic applications, such as conducting poly-
mers and phthalocyanines (Table 13), we note that actual research is focused on under-
standing the physicochemical phenomena that underline the applicability of such new
materials. Several research groups around the world are trying to develop new photo-
voltaic cells based on unconventional materials, particularly sunlight-converting solar
cells based on conducting polymers and on composites. Photoexcitation, charge injection,
and/or doping induce local electronic excitations necessary for charge transport. Among
them, only the doping process (intercalation) is able to induce a permanent transition to
a conductive state.

As far as the photoexcitation process is concerned, we note that excited states pro-
duced by photon absorption, namely, excitons, have high relatively binding energies and
do not dissociate to give electrons and holes. Therefore, the bulk process of exciton ion-
ization is not a promising method for the development of an organic PV device. The cor-
rect energetics, which allows charge separation, can be provided either by the interfaces
between molecular semiconductors or with electrodes. One promising structure is a lay-
ered heterostructure formed by an ITO glass covered with thin films of MEH-PPV and
fullerene (C60). A second metallic electrode (Al, Ca, or Mg) is evaporated. The photo-
generated excitons, which diffuse to the interface between the two semiconductors, ion-
ize; therefore the electrons and the holes can be collected the actual power conversion ef-
ficiency is about 1%). Note that in organic semiconductors the carrier mobilities are
generally low and the absorption depth is usually greater than the diffusion range of the
photogenerated excitons. Polymers are characterized by low mobility, i.e., the speed at
which charges, electrons, and holes (electrons gaps) move through the material when a
voltage is applied. Polymer synthesis and functionalization allow chemists to manage the
physicochemical properties of polymers. Therefore, problems can arise with high levels
of illumination, and only a fraction of the excitons generated are able to reach or find the



interface at which the ionization can take place or occur. Usually, the efficiency of such
a process can be improved by increasing the degree of purity and of crystallinity as well.
This way, the ranges of exciton diffusion are greater than in the previous case. Current
research focuses on the development of two different main structures. The first is based
on the fabrication of a layered heterostructure, whereas thin films of two different types
of organic semiconductors (p-type and n-type) are overlapped. The second approach (Fig.

TABLE 13 Photovoltaic Parameters of Various Tested Materials

Cell Efficiency Notes

Inorganic-based cells 14% Hydrogenated amorphous
Single-junction thin-film silicon (a-Si:H);

polycrystalline cell cadmium Telluride
(CdTe); copper indium
diselenide (CuInSe2)

Single-junction single crystal 30%
Multijunction cells � 30%

Multijunction cells with two
components

Ga/As/CuInSe2 21.3% Year 1977/1988
GaAs/Si 31% 1988
AlGaAs/GaAs 24–28% 1988/1989
a-Si:H/CuInSe2 15.6% 1988
a-Si:H/a-Si:Ge:H 13.6% 1989
GaInP2/GaAs 25% 1989
n-CdS/p-CdTe 15.8% 1993—heterojunction

Organic-based cells
Cr/chlorophyll-a/Hg junction 0.016% (monochrom. eff.) � � 745 nm
Merocynine dye–absorber layer 0.7% Voc � 1.2 V

Jsc = 1.8 mA/cm2
ITO/copper phthalocyanine 1%

(CuPC p-type)/perylene
tetracarboxylic derivative
(n-type)/Ag

MEH-PPV (poly(2-methoxy-5- � 0.05% Pure MEH-PPV
(2-ethyl-hexyloxy)-
1,4-phenylene vinylene

C60/alkoxy-PPV Energy conversion �1% � � 488 nm
1.2% under monochrom. wave

FF � 0.35
C60/MEH-PPV (poly(2- 2.9% Blends of composite

methoxy-5-(2-ethyl- materials
hexyloxy)-1,4- C60—acceptor
phenylene vinylene) MEH-PPV—donor

(conducting polymer)
Photosensitivie proteins — Photosynthetic reaction

centers,
bacteriorhodopsin

Under research for
exploitation



50) is based on the fabrication of an interpenetrating network structure obtained by de-
positing thin films of composite material (namely, a starting mixture of MEH-PPV and
C60).

Thus, the main aims of actual research activities are to utilize organic materials with
photovoltaic properties and to set up new technologies in order to fabricate complex molec-
ular architectures for solar-energy conversion. Special attention is being devoted to the syn-
thesis and functionalization of organic materials (conducting polymer synthesis, molecular
functionalization, nanoparticle synthesis), material processing and characterization (thin-
film technologies, electrooptical study), hardware setup (electrodes, microelectrodes,
Ohmic contacts, antireflection coating, thermal analysis), prototype device development
(cell assembly and engineering), prototype device testing (optical setup, solar simulation,
efficiency evaluation, reliability, stability), and socioeconomic impact analysis (competi-
tiveness, costs).

The combination of different inorganic and organic materials to form heterostruc-
tures or composite multilayer structures appears as the emergent and promising strategy to
fabricate organic-based diodes and cells for photovoltaic applications for space missions.
In fact, photoexcited electron transfer from donor and acceptor molecular semiconductors
is the basic process to obtain efficient charge generation following photoabsorption. Effi-
cient charge separation and transport requires a suitable interface between the donor and
the acceptor material, as well as the good connectivity of electrodes that our thin-film tech-
nologies appear to warrant. Our work focused on the influence of the nature of the poly-
electrolytes, applied potential, type of the film, and the presence of dissolved oxygen as
well as electron scavengers adsorbed on the semiconductor surface. In the case of
nanocomposite materials (i.e., MEH-PPV conjugated polymer–coated TO2 nanoparticle
with fullerene composite/dye/metal contact), comparative study of the photoelectrochemi-
cal behavior of solution-cast and thin films allows us to identify the optimal unconventional
material for the different demands of a particular mission and to optimize the processing of
the chosen material (conducting polymers versus biological or nanoparticles or their proper

FIG. 50 Photocurrent vs. time at �0.6 V for 50-layer MEH-PPV LS films (different time scales).



combination) for the optimal fabrication of our unconventional photovoltaic cells as com-
pared with conventional ones (Table 13).

The use of interpenetrating donor–acceptor heterojunctions, such as PPVs/C60 com-
posites, polymer/CdS composites, and interpenetrating polymer networks, substantially
improves photoconductivity, and thus the quantum efficiency, of polymer-based photo-
voltaics. In these devices, an exciton is photogenerated in the active material, diffuses to-
ward the donor–acceptor interface, and dissociates via charge transfer across the interface.
The internal electric field set up by the difference between the electrode energy levels,
along with the donor–acceptor morphology, controls the quantum efficiency of the PV cell
(Fig. 51).

XIII. HYDROGEN STORAGE IN CARBON NANOTUBE

The main impediment to the use of hydrogen as a transportation fuel is the lack of a suit-
able storage system. Compressed-gas storage is bulky and requires the use of high-strength
containers. Liquid storage of hydrogen requires temperatures of 20 K and efficient insula-
tion. Solid-state storage offers the advantage of safer and more efficient handling of hy-
drogen, but promises at most 7% hydrogen by weight and more typically 2%. Various ma-
terials, such as palladium (Pd), palladium alloy, palladium–ruthenium alloys,
nanocrystalline FeTi, mechanically alloyed amorphous Ni11�xZrx alloys, carbon
nanofibers, and carbon nanotubes, are employed for the storage of hydrogen. There have
been reports that certain carbon graphite nanofibers are able to absorb and retain 67 wt%
hydrogen gas at ambient temperature and moderate pressure, i.e., up to 23 standard liters (2
grams of hydrogen per gram of carbon at 50–150 bars). The lowest hydrogen adsorption re-
ported for any graphite fiber microstructure was shown to be 11 wt%. Approximately 90%
of the adsorbed hydrogen can be desorbed at ambient temperature by reducing the pressure,

FIG. 51 Schematic of a photovoltaic cell.



while the balance is desorbed upon heating. Such claims are especially noteworthy, given
that up to this point the typical best value of hydrogen adsorption in carbon materials has
been 4%, or 0.5 H/C. A large number of research institutes and various companies are in-
volved in the storage of hydrogen and production of full cells based on hydrogen: the Elec-
tric Power Research Institute, the American Gas Association, the Gas Research Institute,
International Fuel Cells, Energy Partners, Ballard Power Systems, the Energy Research
Corporation, MC Power, Westinghouse Electric Corp., Daimler-Benz, BMW, Volkswa-
gen, Volvo, Renault, Peugeot, Siemens, Toyota, Honda, Toshiba, Mitsubishi, Fuji, and
Sanyo. Fuel cell–powered cars are being researched and tested. Hydrogen is excellent for
storage and would make certain sources more feasible. This would open doors to many al-
ternative resources and begin to shift our use away from fossil fuels. Still, electrolysis and
cryogenic cooling are both very expensive. Hydrogen storage is economically viable only
when it is sent over very long distances, where piping hydrogen would be more efficient
then sending electricity, or when a storage system is necessary, as in the case of solar or
wind power. The use of Pd has revealed the restriction in storage capability due to the
change in structures upon a few cycles of the adsorption–desorption process. The Pd be-
comes disordered after a few cycles of sorption. The Pd-Ru structure remained almost un-
altered after cycling, but the disadvantage could be that the efficiency of adsorption de-
creases during alloy formation. Several graphite nanostructures were prepared using Fe-Cu
catalysts of different compositions, in order to generate a range of fiber sizes and mor-
phologies. The hydrogen desorption measured from these materials was found to be less
than the 0.01 H/C atom, compared to the other forms of carbons. The hydrogen exposed in
the metal alloy Ni4�nZrn has shown that hydrogen resides in Ni4�nZrn (n � 4, 3, 2) tetra-
hedral interstitial sites, with a maximum hydrogen ratio of 1.9. Carbon adsorption tech-
niques rely on the affinity of carbon and hydrogen atoms. Hydrogen is pumped into a con-
tainer with a substrate of fine carbon particles, where molecular forces hold it. This method
is about as efficient as metal hydride technology but is much improved at low temperatures,
where the distinction between liquid hydrogen and chemical bonding needs to be consid-
ered. One of the most exciting advances recently has been the announcement of carbon
nanofiber and carbon nanotube technologies. There is also the claim that up to 10 wt% was
achieved for hydrogen storage in single-wall nanotubes. Owing to the potential importance
of new materials with high hydrogen storage capacity for the worldwide energy economy,
transportation systems, and interplanetary propulsion systems, carbon nanotubes can play
an important role in hydrogen storage.

Iijima (1991) has focused much attention on both fundamental and applied research
on carbon nanotubes since the discovery of multiwall carbon nanotubes (MWNTs) in 1991.
In particular, recent progress in research on the properties of single-wall carbon nanotubes
(SWNTs), such as their atomic structure and electronic properties, hydrogen storage prop-
erties, mechanical properties, and property enhancement through nanotube modification,
has been outstanding, due mainly to the availability of sufficient quantities of SWNTs that
can be obtained using the pulsed laser vaporization method and the electric arc technique.
It has been both predicted theoretically and demonstrated experimentally that SWNTs have
many interesting properties. Pores of molecular dimensions can adsorb large quantities of
gases, owing to the enhanced density of the adsorbed material inside the pores, a conse-
quence of the attractive potential of the pore wall. Dillon et al. (1997) have shown that a
gas can condense to high density inside narrow SWNTs. Simonyan et al. (1999) described
the adsorption of molecular hydrogen gas onto charged single-wall nanotubes by grand
canonical Monte Carlo computer simulation. The present availability of various fullerene



structures points up a large gap in the intermediate size range between small, highly tan-
gled ropes of nanotubes that are currently available in short lengths. Recently, laser vapor-
ization and electric arc methods have best for even for obtaining a continuous process for
SWNT production on a commercial scale. Therefore, from an applications standpoint, em-
phasis is given to the production of high-purity, high-yield, low-cost, large-scale, and eas-
ily handled SWNTs for the storage of hydrogen. Recently, a novel method for synthesising
SWNTs reported the catalytic hydrocarbon decomposition method, in which benzene is
catalytically decomposed at 1100–12,008°C, yielding SWNTs that are similar, on a
nanometer scale, to those obtained by laser vaporization and electric arc techniques. This
growth method allows lower growth temperatures, permits semicontinuous or continuous
preparation, and produces a large quantity of SWNTs at relatively high purity and low cost.
However, subsequent experiments showed that the ends of the tubes remained open during
the growth process, with highly reactive dangling bonds located around the tube ends.

A. Single-Wall Carbon Nanotube (SWNT)

Nanotubes, the tubular cousins of the spherical carbon molecules dubbed fullerenes, are
stronger than steel, lightweight, and able to withstand repeated bending, buckling, and
twisting and can conduct electricity as well as copper or semiconductors such as silicon.
They also transport heat better than any other known material (Service 1998). With this list
of qualities, the current possible uses for nanotubes include superstrong cables, wires for
nanosized electronic devices in futuristic computers, charge-storage devices in batteries,
and tiny electron guns for flat-screen televisions and hydrogen storage (Heer et al. 1995).
The key to this potential lies in the nanotube’s unique structure, which in turn depends on
the unique properties of its building material and the defects that can form in the network
of carbon bonds.

Single-wall nanotubes are produced using catalytic metal particles in carbon arc va-
porization, catalytic decomposition of organic vapors, plasma-enhanced chemical vapor
deposition, and laser vaporization techniques (Iijima 1991, Dillon et al. 1997). Typical di-
mensions of SWNTs are 1–2 nm in diameter and many microns in length. SWNTs can be
self-organized into ropes that consist of hundreds of aligned SWNTs on a two-dimensional
triangular lattice, with an intertube spacing of van der Waals gap of approximately 3.2 Å.
The van der Waals gap is defined as the distance between the walls of the nearest-neighbor
tubes in the bundle, which is measured from the carbon centers. Nanotubes must have open
ends to allow adsorption inside the tubes; but as produced, tubes are capped with hemi-
spherical fullerene domes containing six pentagons, required to produce closure. The tube
ends may be opened by oxidation of the caps, which are more susceptible to oxidation be-
cause of the strained nature of the five-membered rings.

SWNTs have many potential advantages for hydrogen adsorption over currently
available adsorbents. They have large theoretical surface areas that are on the order of those
for high-surface-area activated carbons. Crystallized arrays of SWNTs have a very narrow
pore-size distribution that has virtually all their surface area in the micropore region. In
contrast, surface area in activated carbons is broadly distributed between macropores,
mesopores, and micropores. The pore sizes in an array of tubes could be controlled by tun-
ing the diameter of the SWNTs making up the array. Theoretical calculations by Ye et al.
(1999) predicted that carbon nanotubes have very strong capillary forces for encapsulating
both polar and nonpolar fluids. The filling of multiwall nanotubes with liquid lead has been
experimentally observed. Wet-chemistry techniques have recently been used to open



SWNTs and to form single crystals of ruthenium metal inside the nanotubes. Dillon and
coworkers (1997) used temperature-programmed desorption to study hydrogen adsorption
on carbon soots containing small amounts of SWNTs. They reported high hydrogen uptake
under conditions that did not induce adsorption on activated carbon or carbon soots that do
not contain nanotubes. Maddox and Gubbins (1997) have modeled adsorption of argon and
nitrogen in single- and double-wall nanotubes. They found that argon and nitrogen are
strongly adsorbed in an SWNT of diameter 1.02 nm. Layering transitions and hysteresis
were observed for double-wall nanotubes with a diameter of 4.78 nm. Model calculations
for the adsorption of hydrogen in an SWNT at low-coverage zero-pressure limit were per-
formed by Stan and Cole (1998). The quantum motion of hydrogen molecules was treated
by the effective-potential method.

Ye et al. (1999) showed that hydrogen adsorption on crystalline ropes of carbon sin-
gle-wall nanotubes was found to exceed 8 wt%, which is the highest capacity of any car-
bon material yet shown. Hydrogen was first adsorbed on the outer surfaces of the crys-
talline ropes. At pressures higher than about 40 bar at 80 K, however, a phase transition
occurred where there was a separation of the individual SWNTs, and hydrogen was ph-
ysisorbed on their exposed surfaces. The pressure of this phase transition provided a
tube–tube cohesive energy for much of the material of 5 me V/C atom. This small cohesive
energy is affected strongly by the quality of crystalline order in the ropes. Ye et al. (1999)
also noted that the first-order phase transition in the SWNT high-capacity phase overcomes
an engineering challenge in using conventional carbons for hydrogen storage. With SWNT
materials, hydrogen will adsorb and desorb over a narrower range of pressure, as shown by
Ye et al. in 1999, so storage systems can be designed to operate without wide pressure ex-
cursions.

Darkrim and Levesque (1998) computed hydrogen adsorption by grand canonical
Monte Carlo simulations. In the simulations, interactions between hydrogen molecules re-
sulted from a Lennard–Jones potential located at the center of mass of the molecules and a
quadrupolar interaction. The hydrogen quadrupole was described by three charges: two
charges q located on the protons, distance of 0.0741 nm, and one charge -2q located at the
center of mass (q � 0.615 � 10�26 esu). The cross interaction between the hydrogen
molecules and the carbon atoms of the nanotube wall was a Lennard–Jones potential ob-
tained by using Berthelot rules, which presume that carbon atoms interact by a fictitious
Lennard–Jones potential. By considering Monte Carlo simulation, and under a current ther-
modynamic state ~ 10 MPa and 293 K), SWNTs seemed to be good adsorbents for hydro-
gen. This was due mainly to the favorable potential inside and outside the SWNT, which
attracted gas molecules on each side of the nanotube with a minimal loss of volume. The
decrease in adsorption as the SWNT diameter increases corresponds to the fact that a large
part of the volume inside or outside the nanotube is out of range of the attractive forces of
the solid–gas interaction. For the largest diameters, the central part of the nanotube filled
with gas at the bulk density. Darkrim and Levesque (1998) stressed that the results de-
pended on the choice of intermolecular potentials between the hydrogen molecules and the
carbon atoms.

In the near future, the possible synthesis of nanotubes with solid–gas potential will
be more favorable to adsorption. The effect of hydrogen overpressure on the stability of ad-
sorbed H2 needs to be verified in the near future. The high-purity nanotube produced by
laser vaporization, catalytic decomposition, or other techniques should be investigated. It
is noteworthy that the synthesis of the SWNT with defined diameters and distances be-
tween the walls is difficult to perform at present, but future synthesis routes will allow more



hydrogen adsorption in the SWNT. Some theoretical calculations, such as Monte Carlo
simulation, were performed for the adsorption of hydrogen with carbon nanotubes, but the
real mechanisms of adsorption and desorption are still unknown. Control of these parame-
ters, coupled with improvements in production, purification, and alignment of SWNTs,
may lead to a new technology for hydrogen storage.

XIV. FUTURE CHALLENGES

The data presented here point to the successful engineering of nanotechnology based on
supramolecular layer engineering of potential industrial relevance. In fact, as emphasized,
the filmation process was able to induce high thermal stability and associated high lifetime
and recycling, which represent a prerequisite for several processes of industrial interest.
Therefore, although work is still in progress to further optimize the parameters and to eval-
uate in more detail, case by case, the temporal stability of thin layers within required cost
effectiveness and the reproducibility within a highly competitive industrial context, this
methodology clearly represents a promising general-purpose tool for the design of new in-
dustrial products and processes.
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I. INTRODUCTION

The tendency of monodisperse particles to form densely packed, ordered structures is a
general phenomenon occuring in chemistry and biology, including various minerals, metal
colloids, dendrimers, latex spheres, proteins, viruses, bacteria, and even gas bubbles
[1–12]. Over recent decades, self-organization and controlled immobilization of mesoscale
particles has attracted much attention in fundamental research as well as applied science.
Fundamental research is mainly concerned with theoretical and experimental studies of
particle aggregation and deposition at interfaces [13–27] and the use of microspheres as
models for the study of crystallization [28], phase transitions [29–32], and fracture me-
chanics [33]. Recently, the physical properties and potential applications of ordered arrays
of particles have become increasingly interesting. Two-dimensional (2D) periodic struc-
tures exhibit interesting optical properties [34–37] and might be suitable as optical ele-
ments, e.g., antireflective coatings [38,39], microlenses in imaging [40], physical masks for
evaporation or reactive ion etching to fabricate regular arrays of micro- and nanostructures
[41–47], and biocatalytic coatings [48]. Three-dimensional (3D) structures can be useful as
templates to generate porous structures [49–51], precursors to produce high-strength ce-
ramics [52,53], diffractive elements in fabricating sensors [54,55] or optical components
such as gratings [56], filters [57,58], switches [59], and photonic crystals [60–64] operat-
ing in the visible region.

However, the application potential can be fully exploited only if suitable methods to
control the structure and to prepare ordered particle arrays over macroscopic dimensions
are available. Various methods have been tried to organize mesoscale particles in two or
three dimensions. Among them are methods already being used for the organization of
molecules at interfaces, while other methods were developed especially for the organiza-
tion of particles:

1. Formation of Langmuir films of spherical particles at the air–liquid interface
[21,22,31,43,65–84]

2. Transfer of Langmuir films of particles from the air–water interface onto solid sup-
ports, e.g., by the Langmuir–Blodgett (LB) technique [71–83]



3. Physisorption at interfaces, for example, electrostatic adsorption of charged particles
at oppositely charged substrates [14,15,20,23–25,85–117]

4. Chemisorption of spherical particles at interfaces [118–120]
5. Electrophoretic deposition from colloidal solution [121–125]
6. Sedimentation from colloidal solution using ultracentrifuges [126–129]
7. Solvent evaporation from dispersion [130–138]
8. A so-called “dynamic thin laminar flow method” reported by Picard [139–141]
9. A “micromolding” technique reported by Xia and coworkers [142–145]

10. Other methods [146–149]

The number of publications on the organization of particles into 2D and 3D ordered
structures has grown enormously in recent years. To keep this review concise, it is there-
fore restricted to spherical polymer particles, for example, latex particles, and their organi-
zation according to methods 1 to 4. Latex particles have several advantages over other par-
ticles: They are easily prepared in large quantity with reproducible quality, the size can be
varied over almost the whole mesoscale range, very narrow size distributions can be ob-
tained, the surface properties can be tailored, and various functional properties can be eas-
ily introduced. Methods 1 to 4 are advantageous over other methods because they were
used for years to prepare organized molecular films, and thus an extensive knowledge on
their feasibility already exists.

II. LANGMUIR FILMS OF SPHERICAL POLYMER PARTICLES

A. Film Preparation

Since the early studies of Pockels [150,151] and Langmuir [152,153] it has been known
that the spreading of surfactant solutions at the air–water interface results in the formation
of monomolecular layers. The monolayers—also called Langmuir films—are characterized
by measuring their surface pressure–area (�-A) isotherms using a so-called Langmuir-type
film balance. The preparation method can also be applied to spherical polymer particles and
their organization in monolayers at the air–water interface. The important steps in the for-
mation of a particle monolayer are outlined in Figure 1. A colloidal solution (particle dis-
persion, “latex”) in ethanol (or methanol) is spread at the air–water interface, the alcohol is
dissolved in the subphase, and a particle film is formed at the air–water interface. Upon
subsequent film compression the surface pressure � is increased and the surface area A
available for an individual particle, which is a measure of the packing density of the parti-
cle film, is decreased. Eventually, at a high value of �, a collapse of the monolayer is ob-
served.

B. Historical Overview

The first study utilizing this method was reported by Schuller in 1966 [65]. Schuller used
polystyrene latex beads that were spread on a salt-containing aqueous subphase in order to
keep the particles at the interface. �-A plots of the floating particles were determined,
which showed several phase regions with reproducible transition points. The author deter-
mined the particle diameters from the A-value, at which a steep rise in the isotherm oc-
curred. Moreover, Schuller also spread millimeter-sized Styropor® particles and found
isotherms of similar shape [66]. By taking pictures at different surface pressure, he was able
to correlate the shape with different states of order in the monolayer. Shortly after that,



Sheppard and Tcheurekdjian [67,68] used emulsifier-stabilized polystyrene particles
50–150 nm in diameter and spread these particles with the aid of organic liquids. �-A
curves were measured using a Wilhelmy film balance. The curves showed a collapse pres-
sure of only 17 mNm�1, which was significantly lower than the one reported by Schuller,
exceeding 50 mNm�1. Equations were developed to calculate an average diameter of the
spread particles from the projected area of an equal mass of monodisperse hard spheres of
the same density and from the experimental limiting area A0* obtained from the isotherm.
The calculated diameters were in good agreement with those obtained by electron micro-
scopic techniques. The monolayers were transferred onto solid supports using the LB tech-
nique† and viewed in an electron microscope. Tightly packed particle films one layer in
thickness were found; small uncovered regions were also evident.

In subsequent years, only a few studies on Langmuir particle films appeared. Two-
dimensional compression of latex particles at the heptane–water interface was studied [69],
and in 1979 Garvey et al. [70] spread polystyrene latex particles stabilized with PVP at the
air/2 molar aqueous sodium chloride interface. Due to the PVP coating, the particle films
exhibited a large isotherm, with a slow rise in surface pressure beginning at very large A-
values, which were poorly reproducible in subsequent compression/expansion cycles. Nev-
ertheless, electron microscopy indicated a nearly close-packed film in the compressed state.
Goodwin et al. [35] used 3.89-micrometer-sized polystyrene latex particles prepared by the
seeded growth method reported by Chung-Li et al. [154]. Particulate monolayers were
formed on a 0.5 molar aqueous NaCl solution and investigated using light scattering. Trans-
mission of a well-collimated light beam led to diffraction patterns from which the particle
size could be directly determined.

FIG. 1 Schematic showing the preparation of Langmuir films of latex particles at the air–water in-
terface: (a) Spreading of the latex and formation of an expanded monolayer; (b) formation of the com-
pressed monolayer.

* For the definition of A0 see Section II.C.
† For a description of the LB technique see Section III



In the 1980s, Kumaki [71,72] prepared monomolecular polymer particles on the wa-
ter surface by spreading dilute solutions of high-molecular-weight polystyrene (Mw � 106)
and studied the monolayers using a Langmuir film balance. Monolayers were also de-
posited on solid substrates and investigated in a transmission electron microscope (TEM).
Since polystyrene does not contain any hydrophilic group, the surface pressure measured
by the film balance was not due to the real decrease of the surface tension, but due to a me-
chanical force by compression. The isotherm showed a steep rise in surface pressure, with
collapse at about 60 mNm�1. At the limiting area A0, the particles covered 56% of the wa-
ter surface, but a close packing by further compression could not be reached. The macro-
scopic observation using the film balance was in good agreement with the TEM study, in-
dicating that the particles were stable against compression.

In 1989, Armstrong et al. [31] spread sulfonated polystyrene microspheres at the
air–water interface of a Langmuir trough. After equilibration for 1 hour or longer, the sam-
ples showed a uniform distribution of particles. Then the monolayers were compressed and
re-expanded several times to study isothermal expansion melting in two dimensions. Un-
fortunately, no �-A curves were determined. Particles 2.88 �m in diameter showed evi-
dence of defect-mediated melting and of an intermediate hexatic phase, while melting of
the 1.01-�m-sized latex particles proceeded by a weak first-order transition. Robinson and
Earnshaw [21] spread sulfonated polystyrene latex beads at the air–water interface to study
colloidal aggregation in two dimensions. The authors did not compress the monolayer, but
induced aggregation by adding a calcium chloride solution to the aqueous subphase, with
the salt concentration being varied to change the growth conditions. Under all conditions,
clusters were formed displaying statistical self-similarity. Video images at different stages
of aggregation are shown in Figure 2. The measured values of the fractal dimension and
cluster anisotropy were in good agreement with expectation from computer simulation. A
similar study was reported by Stankiewicz et al. [22]. These authors found that the fractal
dimensions increased as aggregation proceeded. Fractal dimensions were insensitive to the
salt concentration of the subphase, but the aggregation rate was controlled by the salt con-
centration. Results for the kinetics of aggregation were in good agreement with recent scal-
ing theory.

Yin et al. [73,74] prepared new microgel star amphiphiles and studied the compres-
sion behavior at the air–water interface. Particles were prepared in a two-step process. First,
the gel core was synthesized by copolymerization of styrene and divinylbenzene in diox-
ane using benzoylperoxide as initiator. Microgel particles 20 nm in diameter were obtained.
Second, the gel core was grafted with acrylic or methacrylic acid by free radical polymer-
ization, resulting in amphiphilic polymer particles. These particles were spread from a
dimethylformamide/chloroform (1:4) solution at the air–water interface. �-A curves indi-
cated low compressibility above 10 mNm�1 and collapse pressures larger than 40 mNm�1.
With increase of the hydrophilic component, the molecular area of the polymer and the col-
lapse pressure increased.

In 1994, Lenzmann et al. [43] reported thin-film micropatterning using polymeric
microspheres. Polystyrene beads were spread at the air–water interface to form 2D regular
arrays showing imperfections such as packing faults and fault lines between crystallites.
The horizontal lifting technique (which the authors falsely denote as the Langmuir–Blod-
gett technique) was used to transfer the monolayer onto solid substrates. Subsequently, zinc
sulphide was thermally evaporated in vacuum, and the spheres were dissolved away to
leave behind a surface with peaks located where the interstitial spaces of the densely packed
spheres had been.



In the same year, Fulda and Tieke [75] reported on Langmuir films of monodisperse,
0.5-�m spherical polymer particles with hydrophobic polystyrene cores and hydrophilic
shells containing polyacrylic acid or polyacrylamide. Measurement of �-A curves and
scanning electron microscopy (SEM) were used to determine the structure of the monolay-
ers. In subsequent work, Fulda et al. [76] studied a variety of particles with different hy-
drophilic shells for their ability to form Langmuir films. Fulda and Tieke [77] investigated
the influence of subphase conditions (pH, ionic strength) on monolayer formation of
cationic and anionic particles as well as the structure of films made from bidisperse mix-
tures of anionic latex particles.

In 1997, a Chinese research group [78] used the colloidal solution of 70-nm-sized
carboxylated latex particles as a subphase and spread mixtures of cationic and other sur-
factants at the air–solution interface. If the pH was sufficiently low (1.5–3.0), the elec-
trostatic interaction between the polar headgroups of the monolayer and the surface
groups of the latex particles was strong enough to attract the latex to the surface. A fairly
densely packed array of particles could be obtained if a 2:1 mixture of octadecylamine
and stearic acid was spread at the interface. The particle films could be transferred onto
solid substrates using the LB technique. The structure was studied using transmission
electron microscopy.

In the following sections, the studies of Fulda and coworkers [75–77] are more ex-
tensively reviewed.

FIG. 2 Fractal growth of a layer of polystyrene particles (D � 1.088 � 0.079 mm) on 0.75 molar
aqueous CaCl2 solution after (a) 15, (b) 75, (c) 105, and (d) 135 min. (From Ref. 21, with permission
from American Institute of Physics, Melville, NY.)



C. Langmuir Films of Core-Shell Latex Particles

For the characterization of Langmuir films, Fulda and coworkers [75–77] used anionic and
cationic core-shell particles prepared by emulsifier-free emulsion polymerization. These
particles have several advantages over those used in early publications: First, the particles
do not contain any stabilizer or emulsifier, which is eventually desorbed upon spreading
and disturbs the formation of a particle monolayer at the air–water interface. Second, the
preparation is a one-step process leading directly to monodisperse particles 0.2–0.5 �m in
diameter. Third, the nature of the shell can be easily varied by using different hydrophilic
comonomers. In Table 1, the particles and their characteristic properties are listed. Most of
the studies were carried out using anionic particles with polystyrene as core material and
polyacrylic acid in the shell.

The particles were spread from ethanolic dispersion. In Figure 3, a characteristic �-
A curve of particles 1a is shown [75,77]. Film compression first leads to a gradual rise in

TABLE 1 Characteristic Properties of Core-Shell Latex Particles with Polystyrene Core

Particle diameter
No. Hydrophylic comonomer Initiator [nm] Polydispersity Ref.

1a Acrylic acid KPS 434 � 8 1.001 77
1b Acrylic acid KPS 214 � 12 1.004 77, 93
1c Acrylic acid KPS 440 � 10 1.001 93, 98
2 2-Acryloxyethyl- AIAP 200 � 8 1.004 93

trimethylammonium chloride
3 2,3-Epoxypropyl methacrylate KPS 218 � 12 1.009 92
4 2-Hydroxyethyl methacrylate KPS 210 � 24 1.019 92

FIG. 3 �-A curve of particles 1a on aqueous subphase, pH 1.0, T � 20°C. (From Ref. 156.)



surface pressure �, followed by a steep rise until collapse occurs at about 65 mNm�1. The
curve resembles the one reported by Kumaki [72] for large polystyrene molecules, but it is
very different from the one reported by Schuller [66], which already shows an increase of
the �-value at an area A five to six times larger. In addition, Schuller’s curve exhibits sev-
eral transition steps, which are lacking in the isotherm of 1a. Probably these steps are due
to the presence of surfactant molecules on the water surface, which previously desorbed
from the particles. In the experiments of Fulda and coworkers, a floating barrier was used
for detection of the �-value. The surface pressure thus obtained does not represent the ther-
modynamic surface pressure, defined as the difference between the surface tension of wa-
ter without a particle layer, �0, and with a layer, �p; i.e.,

� � �0 � �p

but represents mainly the mechanical force from the moving barrier partially passed on to
the floating barrier via the particle film. This may also explain the observation that during
film compression a folding of the film already occurs at a �-value of only 30 mNm�1, i.e.,
long before the measured collapse of 60 mNm�1 is reached. The actual collapse pressure
is much lower and has been determined for particles 1a by Esker and Yu [155] using a Wil-
helmy balance. As shown in Figure 4, the film of particles 1a collapses on aqueous sub-
phase as soon as the �-value approaches 8 mNm�1. The curve resembles the one measured
by Sheppard and Tcheurekdjian [67,68].

Nevertheless, the shape of the isotherm in Figure 3 is quite similar to those of molec-
ular films in their solid condensed state. This reflects the strong tendency of the particles to
aggregate at the air–water interface. Visual inspection during spreading indicates the for-

FIG. 4 �-A isotherm of carboxylated latex particles on aqueous subphase, � measured using a Wil-
helmy balance. (Data taken from Ref. 155.)



mation of large patches on the water surface 0.5–2 cm in diameter. They consist of 2D ag-
gregated particles and are only pushed together without losing their shape upon the subse-
quent compression. Due to strong attractive interactions, particles even stick together if the
surface pressure is released again. As shown in Figure 5, the �-value rapidly drops to zero
when a compressed monolayer is re-expanded; i.e., the �-A curves are not reversible [156].
The order obtained after the first compression is frozen in and cannot be decisively changed
anymore in subsequent expansion–compression cycles. Particle–particle interactions are so
strong that even a rise of subphase temperature to 40°C has no decisive influence on the �-
A curves.

Although the determination of the �-A curves is a macroscopic measurement, it al-
lows one to draw some conclusions on the microscopic structure of the particle monolayer.
Knowing the size of the particles, e.g., from direct observation by electron microscopy, and
the number of spread particles, it is possible to calculate the theoretical area, Ath, a particle
in hexagonal dense packing would occupy. Ath can be compared with the limiting area, A0,
determined from the �-A curve by extrapolation of the region of steep rise to zero surface
pressure. The A0/Ath ratio contains information about the structure of the particle layer at
the interface. A0/Ath � 1 indicates that the area available for an individual particle is larger
than in hexagonal dense packing; i.e., free area (“holes”) must exist in the monolayer. In
the case of A0/Ath � 1, no real monolayer can exist. Either the particles are aggregated into
three-dimensional structures or they have partially disappeared into the subphase after
spreading. As can be derived from Figure 3, the A0/Ath ratio is about 1.2; i.e., one can as-
sume true monolayer formation, with about 80% of the trough area being covered with par-
ticles [75,77].

Studying the �-A curves of various kinds of particles, we found that the A0/Ath ratio
is strongly influenced by the hydrophilicity of the particle shell. Nonionic particles 3 with

FIG. 5 Compression and re-expansion behavior of a Langmuir film of particles 2 in Table 1 on
aqueous solution of KCl (conc. 1 mol L�1), T � 20°C. (From Ref. 156.)



only slightly hydrophilic oxirane groups in the shell tend to form 3D aggregates on the wa-
ter surface, while particles 4 with more hydrophilic methylol groups in the shell form real
monolayers [76]. Particles 1a with carboxylic acid units and particles 2 with alkylammo-
nium groups in the shell either form real monolayers or disappear into the subphase, de-
pending on the pH and ion concentration. This behavior is more extensively described in
Section II.D.

D. Parameters Influencing Film Formation

The dependence of the monolayer formation on the pH and ion concentration of the sub-
phase was studied in detail for particles 1a and 2 with anionic and cationic shells, respec-
tively [77]. Let us first concentrate on particles 1a with ionizable carboxylic acid units. If
the particles are spread on aqueous subphase of different pH and with no salt present, quite
different A0 values are obtained, depending on the pH (Fig. 6a). At pH � 2, the carboxylic
acid units (and the sulphate groups at the chain ends originating from the persulphate ini-
tiator used for polymerization) are only slightly ionized and thus the particles are only mod-
erately hydrophilic after spreading. At that pH, the particles stay on the surface and form a
true monolayer. The A0/Ath ratio is about 1.2; i.e., a surface coverage of about 80% is
reached. At pH 2, the majority of the sulphate groups are already ionized (because the pK
of ROSO3

� groups is 1.9), the particle surface is negatively charged, and the charged groups
repel each other. Consequently, the particle shell is increased and a larger value of A0 is ob-
tained. At pH 3–4, a portion of the carboxylic acid units is ionized, which renders the par-
ticles very hydrophilic. Therefore, after spreading, some of the particles disappear into the
subphase, and the value of A0 is slightly decreased. Finally, for particles spread on a sub-
phase of pH � 4, the A0/Ath ratio is smaller than unity. This means that a considerable part
of the particles disappears into the subphase instead of forming a monolayer. This is also
apparent from the occurrence of turbid spots in the subphase where the colloidal solution
was spread.

Salt addition to the subphase has a strong influence on monolayer formation, too. The
effect of salt was studied by spreading particles 1a on an aqueous KCl solution of different
salt concentration, with the pH of the subphase always being 5. If no salt is present at pH
5, the particles simply disappear into the subphase, as discussed earlier. However, the pres-
ence of salt causes the metal ions to penetrate the particle shell and shield the ionic groups
electrostatically. Consequently, the particles become less hydrophilic and monolayer for-
mation is improved, as indicated by the larger value of A0. As shown in Figure 6a, a KCl
concentration of 10�2 moles L�1 is sufficient to cause formation of a stable particle layer
even at pH 5.

One may conclude that a particle monolayer is actually formed at each pH value of
the subphase, only if care is taken that the sum concentration of protons and metal (e.g.,
potassium) ions in the subphase, cH

� � cK
�, is constant. This is actually true, as shown in Fig-

ure 7, where the A0-value of a monolayer of particles 1a is plotted against the pH of the sub-
phase at constant sum concentration of H� and K� of 1 mol I�1 [77].

Monolayers of cationic particles 2 show an analogous dependence on the salt con-
centration of the subphase (Fig. 6b). If particles 2 are spread on a neutral subphase without
any salt present, they mainly disappear into the subphase due to the large hydrophilicity of
the shell. However, if KCl is added, electrostatic shielding of the alkylammonium groups
by the chloride ions sets in, the hydrophilicity of the particle shell is diminished, and a sta-
ble monolayer is obtained. Different from particles 1a, the pH of the subphase has no direct



FIG. 6 Plot of the limiting area, A0, of anionic particles (a) 1a and (b) 2 against the acid (HCl) or
salt (KCl) concentration of the aqueous subphase.



effect on the film formation of 2. The reason is that the positively charged alkylammonium
groups are not able to release or take up protons. However, with the addition of an acid, an-
ions are also introduced into the subphase, which have the same effect on monolayer for-
mation as the salt addition discussed earlier. As a result, the limiting area A0 of particles 2
depends on the HCl and KCl concentration of the subphase in analogy to anionic particles
1a (see Fig. 6b) [77].

The penetration of ions from the subphase into the shell of spread particles is a gen-
eral phenomenon and can be used to modify and functionalize the particle surface. For
example, metal ions, such as Ba2� and Fe3�, or cationic polyelectrolytes, such as the
polycation of polyallylamine, can be adsorbed at anionic particles, while anionic water-
soluble dyes, such as phthalocyanine tetrasulfonic acid and 1.4-diketo-3.6-
diphenylpyrrolo[3.4-c]pyrrole-4,4�-disulfonic acid (DPPS) [157], can be adsorbed at
cationic particles. However, since only a monolayer of the dye is adsorbed, a deep col-
oration of the particles is not obtained unless a dye with very high absorption coefficient
is used [156].

III. LANGMUIR–BLODGETT MONOLAYERS OF LATEX
PARTICLES

In order to study the structure of Langmuir films of polymers spheres, most researchers de-
posited the films on solid substrates using the LB technique [158–162] and analyzed the
structure using a microscope. A modified version of the LB method allowing the transfer
of particle monolayers is outlined in Figure 8a.

FIG. 7 Plot of the limiting area, A0, of anionic particles 1a against the pH of the aqueous subphase,
with the sum concentration of protons and potassium ions in the subphase being kept constant at 1
mol L�1.



First, a glass substrate is dipped into the water subphase. Then the colloidal solution
is spread and the resulting particle film compressed. Finally, the substrate is vertically with-
drawn from the subphase and, thereby, the particle layer transferred. Typical scanning elec-
tron micrographs of resulting films of particles 1a are shown in Figure 9 [156]. Areas of
hexagonal dense packing can be seen consisting of up to about 30 particles. Between these
areas small holes are apparent, which on average do not extend to twice the particle diam-
eter. On a macroscopic scale, the particle layers appear rather homogeneous, especially be-
cause particles in a second layer are only rarely observed. The structure seen in the SEM
pictures is in good agreement with the structure derived from the macroscopic �-A curves
discussed earlier.

Fulda and Tieke [77] studied the effect of a bidisperse-size distribution of latex par-
ticles on the structure of the resulting LB monolayer. For this purpose, a mixed colloidal
solution of particles 1a and 1b was spread at the air–water interface. Particles 1a had a di-
ameter of 434 nm, particles 1b of 214 nm. The monolayer was compressed, transferred onto
a solid substrate, and viewed in a scanning electron microscope (SEM). In Figure 10, SEM
pictures of LB layers obtained from various bidisperse mixtures are shown.

FIG. 8 Schematic showing the preparation of LB particle (a) monolayer and (b) bilayer.

FIG. 9 Typical SEM pictures of LB monolayers of particles 1a on a glass support at different mag-
nifications. (From Ref. 156.)



If only a few small particles are present, the large ones form monolayers of their own,
disturbed only very little by the small ones. The small particles are preferentially located in
the cavities of the densely packed areas of the large ones (Fig. 10a). Consequently, the
small particles do not contribute to the total film area and the A0 value of the mixed mono-
layer is much smaller than the value calculated according to equation

A0,calc � x1a A0,1a � x1bA0,1b

where A0,1a and A0,1b are the limiting areas of corresponding monolayers of particles 1a
and 1b, respectively, and x1a, x1b are the number fractions of 1a and 1b in the mixture. If
only a few large particles are present, the small ones form a layer of their own, which is
disturbed only a little by the large ones. The large particles are located on top of the layer
of the small ones (Fig. 10c). Now only the small particles contribute to the total film area,
and thus the A0-value of the mixed film is again smaller than A0,calc obtained from the
equation just given. If the number fractions of small and large particles approach 0.5, the
monolayers exhibit a highly disordered structure. Neither the small nor the large particles
are able to form an ordered structure of their own, and instead the formation of 3D ag-
gregates is favored (Fig. 10b). Again, the experimental A0-value is much smaller than
A0,calc.

LB monolayers of latex particles are excellently suited for a study of the coalescence
behavior of the spheres upon heating [156]. Particles with polystyrene in the core, such as
1a, exhibit a glass transition temperature Tg of 110 � 2°C, which agrees with the glass tran-
sition temperature of atactic polystyrene. In Figure 11, SEM pictures are shown of LB
monolayers of particles 1a after various heat treatments. While prolonged heating at tem-
peratures below Tg does not induce any noticeable changes, annealing at Tg induces some

FIG. 10 SEM pictures of LB particle layers of bidisperse mixtures of 1a and 1b, with number frac-
tion x1b being (a) 0.2, (b) 0.5, and (c) 0.9. (From Ref. 156.)



deformation, with the adhesion to the substrate being strongly enhanced. At 120°C, parti-
cles move together and are partly fused. Band like structures are formed with a large free
area in between. At 130°C, the spherical shape completely disappears, the polymer begins
to flow, and the free area is decreased. Above 130°C, the viscosity of the polymer is so low
that a continuous film is formed (not shown).

As discussed in Section II.D, the spreading of latex particles on a subphase contain-
ing suitable ionic compounds leads to adsorption of these ions on the particle shell so that
the surface properties can be easily modified. Using this method, Fulda [156] was able to
prepare catalytically active LB monolayers. Cationic particles 2 were spread on an aqueous
subphase containing disodium tetrachloropalladate in 10�2 molar concentration, so the
PdCl42� ions were immediately adsorbed at the particle shell. After LB transfer onto a solid
substrate, a palladium-containing particle layer was obtained. If such a layer was subse-
quently immersed in a plating bath for electrodeless nickel deposition, the PdCl42� ions
were rapidly reduced to Pd0, which then was able to catalyze electrodeless nickel plating of
the particles according to

Ni2� � 2 H2PO2 � 2 H2O
Pd(0)→ Ni ↓ � H2↑ � 2 H3PO3

In Figure 12, LB monolayers of particles 2 on a glass substrate are shown after immersion
in a nickel-plating bath for 15 and 40 sec. The metal coating of the particles is clearly rec-
ognizable.

FIG. 11 SEM pictures of LB monolayer of particles 1a on a glass support, taken after heat treat-
ment (a) below 110°C, (b) at 110°C, (c) at 120°C, and (d) at 130°C for 1h, respectively. (From Ref.
156.)



IV. LANGMUIR–BLODGETT MULTILAYERS OF LATEX
PARTICLES

From surfactant molecules it is known that the repeated vertical dipping of a substrate
through a floating monolayer of these molecules leads to the formation of an LB multilayer
on the substrate. In principle, the same procedure should also allow the preparation of mul-
tilayers of latex particles. In Figure 8b, the preparation of a particle bilayer is schematically
indicated; multiple repetition should result in the formation of an LB multilayer of parti-
cles. However, if one tries to realize this concept, one immediately gets into difficulties, be-
cause the contact of the particles with the underlying substrate is very poor, and the already
deposited particle layer tends to detach from the surface when the substrate is dipped into

FIG. 12 SEM pictures of LB monolayers of particles 2 on a glass support, deposited from an aque-
ous solution containing disodium tetrachloropalladate (conc. 10�2 mol L�1) and subsequently im-
mersed in a plating bath for electrodeless nickel deposition for (a) 15 and (b) 40 sec. Typical SEM
pictures of particle monolayers not subjected to nickel coating are shown in Figure 9. (From Ref.
156.)



the subphase once again. As recently demonstrated [77,156], the problem can be solved by
a short annealing of the first deposited layer slightly below the glass temperature of about
110°C. The particles soften and increase their contact area so that the adhesion is improved,
although the spherical shape is mostly preserved (see also Fig. 11). Another method to im-
prove adhesion is to use a highly charged substrate whose charge is opposite to that of the
particle shell. Substrates of this kind can be prepared, for example, by fourfold alternating
electrostatic adsorption of cationic and anionic polyelectrolyte layers on a glass plate mod-
ified with 3-aminopropylmethyl-dimethoxysilane (3-AMDS). Further details on this
method are described in the Section V.

The morphology of an LB multilayer of particles 1a prepared upon fivefold dipping
of the substrate is shown in the SEM picture of Figure 13. The surface is very rough and in-
homogeneous. Small holes can be detected, where no particles are present, as well as re-
gions, where more than five particles are deposited on top of each other. Small areas with
dense packing are only occasionally recognizable. It appears that packing faults of indi-
vidual layers accumulate in the multilayer. Any attempts to subsequently improve the reg-
ularity of the three-dimensional particle film, e.g., by annealing, failed.

V. SELF-ASSEMBLED FILMS OF LATEX PARTICLES

In addition to the preparation of Langmuir and Langmuir–Blodgett films, the use of self-
assembly techniques also plays an important role in the formation of particle films. Both
physisorption, as, for example, electrostatic adsorption of charged particles from colloidal
solution, and chemisorption onto a substrate have been investigated. In Section V.A, elec-
trostatic adsorption will be reviewed; chemisorption is the subject of Section V.B.

A. Electrostatic Adsorption

The most widely used model of adsorption is Langmuir’s equation for reversible molecu-
lar adsorption [163]. However, this is inappropriate for charged latex particles, because

FIG. 13 SEM picture of an LB multilayer of particles 1a after transfer of five monolayers onto a
glass substrate. (From Ref. 156.)



these particles are electrostatically adsorbed and this is an irreversible process. Theoretical
work, therefore, dates back to the work of Feder and Giaever [14], who argued that random
sequential adsorption (RSA) validly describes the irreversible adsorption of proteins and
colloidal particles on solid surfaces. In RSA, particles are brought individually to random
points on the surface, where they are irreversibly placed, provided there is no overlap with
any previously deposited particle. Computer simulations indicate that for monodisperse
hard spheres this procedure should lead to a maximum surface coverage Cmax of 54.7%, the
so-called jamming limit or random-parking limit in two dimensions. Onoda and Liniger
[19] were the first to present an analytical solution for this limit using latex particles, which
were adsorbed at a substrate covered with a cationic polyelectrolyte film. The particles had
a diameter of 2.95 �m and thus were large enough to study the adsorption using an optical
microscope. An experimental value of the random-parking limit of 55 � 1% was found,
which agreed with the computer-generated values.

However, in subsequent studies [23–25,88–90] it was demonstrated that in reality 
the particle deposition is not a purely geometric effect, and the maximum surface cover-
age depends on several parameters, such as transport of particles to the surface, exter-
nal forces, particle–surface and particle–particle interactions such as repulsive electro-
static forces [25], polydispersity of the particles [89], and ionic strength of the colloidal 
solution [23,88,90]. Using different kinds of particles and substrates, values of the 
maximum surface coverage varied by as much as a factor of 10 between the different 
studies.

While a good deal of recent experimental work focuses on the question of whether
the observed surface coverage is in agreement with prediction by the RSA model, the tar-
get of other work [92–98] was the preparation of particle films with regular structure in two
or three dimensions using electrostatic self-assembly. These studies usually refer to the
work of Iler published in 1966 [85]. Iler developed a new technique by which alternate lay-
ers of positively and negatively charged colloidal particles, such as silica, alumina, and
polystyrene latex, could be deposited from sols onto a smooth surface such as glass. By this
means, films of controlled, uniform thickness could be built up showing interference col-
ors. The films consisted of alternating layers of spherical particles about 100 nm in diame-
ter and nanosized compounds such as polyvalent ions, boehmite fibrils, or water-soluble
polymers. However, microscopic observations on the structure of the deposited films were
not reported. In Figure 14, a modified version of Iler’s method is outlined showing the ex-
clusive adsorption of oppositely charged particles. In step A, a positively charged support
(e.g., glass, mica, quartz) is dipped into a colloidal aqueous solution of anionic particles so
that a monolayer is adsorbed under reversal of the surface charge. Then the substrate is
withdrawn from the solution, carefully washed, and dried (step B). In step C, it is immersed
in a colloidal solution of cationic particles, which are also adsorbed, forming a second
layer, again under reversal of the surface charge. Finally the substrate is withdrawn,
washed, and dried (step D). In order to adsorb further particle layers, steps A to D have to
be repeated several times.

Fulda and coworkers [92,93], Bliznyuk and Tsukruk [94], and Serizawa and
coworkers [95–97] were the first who tried to use this technique for the preparation of or-
dered bi- and multilayer assemblies of oppositely charged latex particles. The structure
was investigated using scanning force microscopy (SFM) and SEM. In a further publica-
tion, Kampes and Tieke [98] studied the influence of the preparation conditions on the
state of order of the monolayers. In the following section, the recent studies are more ex-
tensively reviewed.



1. Monolayers
In order to study electrostatic adsorption of latex particles, Fulda and coworkers [93] and
Kampes and Tieke [98] used smooth glass substrates pretreated with 3-AMDS and HCl, as
indicated in Fig. 15. After the pretreatment, positively charged substrates were obtained,
which were dipped into a colloidal solution of anionic latex particles so that these particles
were adsorbed at the substrate surface. After withdrawing, washing, and drying, the coated
substrates were investigated using SEM. The structure of the adsorbed layer was charac-
terized by evaluating the normalized surface coverage Cs, defined as

Cs [%] � (N/Nmax) � 100%

with N being the number of particles per unit area a2 and Nmax being the maximum number
of particles on the same area, assuming a hexagonal dense packing. Nmax is defined as
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with d being the average particle diameter.
In Figure 16, SEM pictures of substrates dipped into a colloidal solution of particles

1c for different time periods are shown [93,98]. After 10 seconds, a number of particles are
adsorbed. Most of the particles are present in a nonaggregated state, indicating that single-
particle adsorption is the dominating process. With dipping time, the coverage of the sur-

FIG. 14 Schematic showing the electrostatic self-assembly of a particle monolayer (A, B) and bi-
layer (C, D). The substrate exhibits positive surface charge onto which the negatively charged parti-
cles are adsorbed. Adsorption of the negatively charged particles reverts the surface charge, and pos-
itively charged particles can now be adsorbed. Repetition of steps A to D allows the preparation of
particle multilayers.



face increases and the adsorbed particles form clusters of increasing size. As already
pointed out by Onoda and Liniger [19], the clustering most likely results from drying be-
fore the sample is viewed in the SEM. During drying, the remaining water forms capillary
bridges between the particles and provides strong enough forces to overcome electrostatic
repulsion and draw the nearby particles together. After about 3 minutes, a constant Cs value
of 30% is reached. The experiment was repeated for different latex concentrations, and the
surface coverage was determined as a function of the dipping time [98]. As shown in the
plot of Figure 17, the concentration influences only the rate of adsorption, whereas the max-
imum surface coverage is always about 30%.

The effect of temperature on adsorption was also studied. At low temperature (i.e.,
near 0°C) adsorption proceeds very slowly, while at high temperature (40°C) the surface
coverage varies strongly from sample to sample, indicating side effects such as partial des-
orption. Final values of Cs always approached 30%, independent of the temperature. The
effects of concentration and temperature on the surface coverage are clearly not compati-
ble with a description of the adsorption behavior by Langmuir’s equation.

In a further set of experiments, the pH of the latex dispersion was varied [98]. This
had a strong influence on the particle adsorption, as shown in the SEM pictures of Figure
18. When the pH was lower, the surface coverage was higher. For example, at pH 3.6 a
maximum Cs value of 65% was reached. The reason is that the charge densities of the sub-
strate surface and of the particle shell are influenced by the pH. At low pH the carboxylate
groups are protonated and electrostatic repulsion between the particles is reduced in favor
of hydrophilic attractive interactions such as hydrogen bonding; i.e., aggregates are formed
and a higher surface coverage is obtained. Low pH values also favor a higher charge den-
sity of the substrate, because all amino groups of the silane compound are protonated. This
also favors the adsorption.

The SEM studies just presented indicate that particle films prepared upon electro-
static adsorption show only a short-range local ordering and a relatively low substrate cov-
erage of 30–65%, depending on the charge density of the particle shell and the substrate
surface. Bliznyuk and Tsukruk [94] came to a similar conclusion, although in their experi-
ments the maximum surface coverage was higher. They used commercial monodisperse

FIG. 15 Scheme of preparation of a positively charged glass substrate upon successive treatment
with (a) 3-aminopropylmethyldiethoxysilane (3-AMDS) and (b) aqueous HCl.



polystyrene latex with carboxyl, sulfate, or amidine surface groups 20–200 nm in diame-
ter. With 20-nm-sized carboxylated particles, a surface coverage up to 80% could be
reached on a glass substrate modified with 3-AMDS. The adsorption time had no influence
on film quality for the time interval from 5 min to several hours, which is in agreement with
observations made by others [98].

Serizawa and Akashi [95] analyzed the monolayer adsorption of polystyrene latex
particles with cationic polyvinylamine grafted on their surface, while Serizawa et al.
[96,97] used commercial anionic latex particles. Both types of particles were adsorbed on
polyelectrolyte-coated substrates previously prepared by alternating adsorption of cationic
and anionic polyelectrolytes such as polyallylamine hydrochloride (PAH) and polystyrene
sulfonate sodium salt (PSS) according to the method described by Decher [164]. Using

FIG. 16 SEM pictures of self-assembled layers of particles 1c after different dipping times t (con-
centration 3 mg/mL; T � 23.5°C; pH � 5.8). (From Ref. 98, with permission from Elsevier, Ams-
terdam.)



SEM and a quartz crystal microbalance (QCM) as analytical tools, they found that the
nanospheres adsorbed independently, in agreement with other studies [19,88], and that the
time dependence of adsorption could be fitted by a Langmuir isotherm, which is in dis-
agreement with considerations [23] and observations made by others [14,88]. The surface
coverage varied between 10 and 60%, depending on the charge density of the substrate.
They also studied the effect of particle size on the adsorption behavior and found the high-
est surface coverage, about 70%, for the largest particles, 780 nm in diameter [97].

Johnson and Lenhoff [88] used SFM for an in situ study of the localized adsorption
of charged latex particles onto a mica substrate with varying adsorption times and solution
ionic strengths. The initial kinetics of the adsorption process was found to be diffusion lim-
ited, and the long-term asymptotic kinetics were found to resemble those of an RSA pro-
cess. The latex particles were very uniformly distributed over the substrate when the sur-
face coverage was near saturation, and radial distribution functions indicated a pronounced
short-range order at high surface coverage. A similar study was reported by Semmler et al.
[90], who studied the adsorption of positively charged latex particles on a negatively
charged mica surface at low ionic strength, again using SFM. Commercial polystyrene
spheres with amidine head groups 40–200 nm in diameter were used. For low surface cov-
erage, the deposition kinetics from a quiescent dispersion were found to be in good agree-
ment with diffusion-limited adsorption. At long times, the surface coverage tended towards
a maximum value of about 50%, independent of the particle concentration but decreasing
with a decrease of the ionic strength. To explain this trend, a model was presented based on
RSA and the effect of overlapping double layers. They also showed that the particle size
polydispersity can modify the maximum surface coverage considerably. Antelmi and
Spalla [99] studied the adsorption of 25-nm-sized carboxylated latex spheres at mineral
surfaces of variable charge density, such as sapphire (	-Al2O3) and cerium oxide (CeO2),
by direct imaging and force measurement. The surface coverage was highest for latex dis-

FIG. 17 Plot of normalized surface coverage Cs of self-assembled layer of particles 1c vs. dipping
time of substrate for different concentrations of the latex dispersion (T � 23.5°C, pH � 5.8).



persions at low pH, in agreement with previous studies. Adsorption to CeO2 was consistent
with classical electrostatic mechanisms, with the driving force originating from the oppo-
site charge carried by the latex spheres and substrate over the pH range studied and no ad-
sorption occuring above the point of zero charge (PZC) of the substrate. In contrast, sig-
nificant adsorption was seen above the PZC of the sapphire substrate, where both the
particles and the substrate were negatively charged. This behavior was explained by a dif-
ferent mechanism of adsorption originating from a chemical interaction.

2. Multilayers
Some research groups also tried to build up bi- and multilayers of latex particles by using
self-assembly techniques [92–94,97]. Either the alternate adsorption technique outlined in
Figure 14 was used, in which cationic and anionic particles are successively adsorbed, or a
slightly modified version of successive adsorption of anionic particles and a cationic poly-

FIG. 18 SEM pictures of self-assembled layers of particles 1c prepared from latex dispersions of
different pH value (substrate: glass support modified with 3-AMDS, dipping time 1 h, latex concen-
tration 3 mg/mL; T � 23.5°C). (From Ref. 98, with permission from Elsevier, Amsterdam.)



electrolyte such as PAH was applied. Fulda [156] used the first approach and monitored
successive adsorption of particles 1b and 2 by measuring the light transmittance of the sam-
ple after various deposition steps (Fig. 19). Generally, transmittance decreases with the
number of deposition steps, indicating continuous adsorption of latex spheres. However,
after the fourth, sixth, and eighth steps, respectively, a slight increase in transmittance was
found, indicating particle reorganization and aggregation took place.

Additional SEM pictures taken after various deposition steps show the evolution of
a completely disordered, highly amorphous three-dimensional surface coverage (Fig. 20)
[93].

Since the diameters of both kinds of particles are about 200 nm, the thickness of a 10-
layer assembly should be about 1.8 �m. However, the cross section of a sample subjected
to 10-fold dipping indicates a thickness of only 1.2 �m (Fig. 21). Similar observations were
made by others [94,97] and can be ascribed to the low substrate coverage reached in each
of the dipping steps. Serizawa et al. [97] used the second approach and determined the ad-
sorption using QCM and SEM. An SEM image after two adsorption steps indicated a very
irregular, amorphous structure, in agreement with Fulda and coworkers [93].

B. Chemisorption

Adsorption of latex spheres onto surfaces does not lead to a permanent surface modifica-
tion unless particles are able to form strongly adhering films upon attachment. There are re-
ports in the literature on the covalent immobilization of latex spheres on surfaces of
polyethylene, quartz, and glass. Margel et al. [118] prepared polyacrolein microspheres,
which were covalently bonded to modified polyethylene surfaces carrying amine groups.
Binding between spheres and substrate was accomplished by reaction of the aldehyde units

FIG. 19 Light transmittance (� � 650 mm) of alternating multilayer of particles 1b and 2 vs. num-
ber of deposited particle layers. (�) or (�) indicate that positively or negatively charged particles, re-
spectively, were deposited in the last adsorption step (substrate: glass modified with 3-AMDS and
subsequently acidified). (From Ref. 156.)



with the amine groups of the surface to form polyvalent Schiff base bonds. The immobi-
lization was investigated using attenuated total reflection Fourier transform–infrared spec-
troscopy, electron spectroscopy for chemical analysis, contact angle measurements, and
SEM. The SEM images indicate single-particle adsorption and incomplete surface average,
as similarly found upon electrostatic adsorption. Slomkowski and coworkers [119,120]
used the same immobilization reaction to bind poly(styrene-acrolein) and poly(pyrrole-
acrolein) particles to a quartz surface modified with 3-aminopropyltriethoxysilane. The
SFM pictures indicate the formation of monolayers with significant interparticle attraction
during deposition. A maximum surface coverage of about 60% was found. The surface-
bonded latex particles were suitable for immobilization of antibodies, with retention of

FIG. 20 SEM pictures of particle assemblies after different numbers of alternating dipping steps
into dispersions of anionic particles 1b and cationic particles 2 beginning with 1b. A glass substrate
modified with 3-AMDS was used and dipped with sequence (a) 1b only, (b) 1b-2, (c) 1b-2-1b, (d)
(1b-2) � 2, (e) (1b-2) � 3, (f) (1b-2) � 5. (From Ref. 93, with permission from Elsevier, Amster-
dam.)



their ability to bind antigens. The authors believe that the quartz elements covered with la-
tex particles can be used as elements of diagnostic devices and supports for immobilization
of other proteins (e.g., enzymes).

VI. CONCLUSIONS

Our review indicates that Langmuir–Blodgett and self-assembly techniques, which are suit-
able for preparation of organized molecular films, cannot yet be successfully applied to pre-
pare particle films with long-range 2D and 3D order. Large problems arise from the poor
control of particle–particle and particle–substrate interactions, which are responsible for
aggregation and deposition at interfaces. Problems also arise from the particles themselves
used by the various research groups, which differ in the surface properties and, occasion-
ally, even contain stabilizers or emulsifiers at the surface. Problems also arise from poor
knowledge on the parameters influencing the properties of particles and substrate. As a
consequence, inconsistent results are obtained that render a general understanding of parti-
cle aggregation and deposition behavior at interfaces difficult.

Nevertheless, recent studies on the spreading of latex dispersions at the air–water
interface at least indicate that particle films of reproducible quality can be obtained if
core-shell particles prepared by emulsifier-free emulsion polymerization are used and if
the properties of subphase and spreading dispersion are carefully controlled. Analyzing
the spreading behavior of a variety of cationic and anionic latex particles, a strong influ-
ence of hydrophilicity and charge density of the particle shell on formation of monolay-
ers became evident. Only particles with moderate charge density are well suited. How-
ever, good conditions for monolayer formation can be adjusted by salt addition or change
of the pH of the subphase. Particles with anionic shells for example, form stable mono-
layers independent of the pH of the subphase if the sum concentration of protons and
metal ions is kept constant. This clearly disproves the earlier opinion that a particle
monolayer can be prepared only on a salt-containing subphase with higher mass density
than the particles. Unfortunately, particles with moderate charge density exhibit strong at-
tractive particle–particle interactions, such as hydrogen bonding, which dominate over

FIG. 21 Cross section of sample subjected to 10-fold alternating dipping into dispersions of 1b
(5�) and 2 (5�). The bar indicates the average particle film thickness of 1.2 �m. (From Ref. 93, with
permission from Elsevier, Amsterdam.)



electrostatic repulsion. Therefore the monolayers exhibit a frozen-in mutual arrangement
of the particles, which in subsequent compression/expansion cycles cannot be broken up
anymore so that a macroscopic dense packing cannot be obtained. The tendency of spread
particles to rapidly adsorb ions from the subphase onto the shell can be used to modify
and functionalize the particle films subsequent to their preparation and to introduce new
properties such as color, biological, or catalytic activity. This is clearly an advantage of
the Langmuir films.

Electrostatic self-assembly has been used to prepare 2D and 3D arrays of latex parti-
cles. Recent research on adsorption of monolayers is strongly influenced by the RSA model
and the description of additional parameters influencing the adsorption. For preparation of
3D arrays, either alternate electrostatic adsorption of cationic and anionic particles or
cationic polyelectrolytes and anionic particles has been applied. Since the first layer is al-
ready highly irregularly adsorbed, it does not represent a packing pattern for subsequent
layers, and consequently a 3D film with only local order of the particles is obtained. In fact,
completely amorphous-particle films are not easily accessible by other methods, and the
highly porous latex films with large surface area might be useful for applications as sepa-
ration layers, filters, or supports for catalysts. However, in view of the highly amorphous
structure, any of the suggested applications as optical components are irrelevant. In fact,
neither the LB technique nor the self-assembly methods presently allow one to prepare the
highly ordered films of latex particles required for such applications. Quite obviously, more
sophisticated techniques are needed for the preparation of organized layers with long-range
order of the particles.
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I. INTRODUCTION

Wetting phenomena are related to the contact between liquids and solids. Capillary phe-
nomena are related to the curvature of surfaces. Both kinds of phenomena originate from
the existence of a surface energy or surface tension. This is the energy needed to create a
unit area of surface or interface. Wetting and capillary phenomena are extremely common
in nature and have been studied for many years. They are important in our daily lives, in
science, and in technology. Many industrial operations require the spreading of a liquid on
a solid, for example, coating and painting, plant protection, gluing, oil recovery from
porous rocks, lubrication, and liquid crystal displays. The properties of the interfaces de-
termine to a large extent the way they interact with the environment. Surface forces arise
from the loss of bonding from the missing half of the substrate and can be felt at distances
determined by the range of the atomic or molecular interaction potentials. These distances
can be several hundred angstroms. It is clear then that surface tension is not the same for
very thin liquid films and their bulk counterparts.

It is well known that when liquid droplets form on a flat substrate they adopt spheri-
cal cap shapes (neglecting gravity effects) with a contact angle �. This angle depends solely
on the interfacial energies as described by the Young’s equation:

�LV cos� � �SV � �SL (1)

where L, V, and S denote liquid, vapor, and solid, respectively. Usually �LV is written with-
out indices, simply as �. The wetting properties of a surface by a given liquid are described
by means of the so-called spreading coefficient, defined as:

S � �SV � �SL � � (2)

For a nonvolatile liquid, where transport through the gas phase is negligible, one
could substitute the first term in the equation, �SV, with �SO, which corresponds to the in-
terface energy between the dry solid and vacuum. If S � 0, the liquid will wet the surface;
if S � 0, a finite contact angle will exist, determined by Eq. (1).

If the atomic or molecular interaction potentials are known, the surface energy for
very thin films can be calculated by assuming additivity and integrating over the finite
thickness of the film below the surface plus that of the semi-infinite substrate underneath.



III. SCANNING POLARIZATION FORCE MICROSCOPY (SPFM)

A. Principle of Operation

SPFM uses the same technology as the atomic force microscope, which is based on sens-
ing the force between sharp tips and the surface, the use of piezoelectric scanners, and feed-
back control electronics. In the AFM a sharp tip (with typical radius between 100 and 1000
Å) is used to “feel” by contact the topography of the surface. The tip is mounted on a flex-
ible cantilever with a spring constant on the order of 1 N/m. The images are obtained by ad-
justing the separation between the sample and the cantilever such that its bending stays con-
stant while the tip is scanned over the surface. The cantilever bending is usually sensed by
the angular deflection experienced by a beam of light reflected off its backside. Due to the
load applied in the standard contact operation mode, elastic deformations produce a finite
tip–surface contact region. The diameter of this region determines the resolution achievable
in this AFM mode. One must take into account that due to attractive, capillary, and adhe-
sive forces, it is difficult to apply arbitrarily small forces, with the goal of achieving high
resolution. The force is typically a few tens of nanonewtons, which for typical tips and sam-
ple materials produces nanometer-size contact diameters.

In contact mode, liquids are virtually impossible to image, because the mechanical
contact of the tip deforms the surface. It is also possible for the liquid to wet the tip and
form a capillary neck around it.

These problems have been overcome in the SPFM mode. In this mode a bias voltage
(dc or ac) is applied to the conductive cantilever (Si3N4 levers and other insulating levers
can be made conductive by coating them with a thin metal film). The opposite charges gen-
erated at the tip and surface cause their mutual attraction, and this bends the lever toward the
surface. Because electrostatic forces are long range, they provide a means of imaging at a
distance that is large enough to minimize perturbation of the liquid surface. The concept of
SPFM is schematically shown in Figure 1 [32]. The term polarization force stresses the
physical origin of the interactions that give rise to contrast in the images and that can be ex-
ploited by performing dielectric spectroscopy. Typically, tip–sample operating distances are
a few hundred angstroms when the applied bias is on the order of a few volts. This produces
an attractive force in the nanonewton (nN) range. The advantage of the long-range noncon-
tact SPFM operation comes at the price of diminished lateral resolution compared to the con-
tact mode. This resolution is on the same order as the tip–surface separation, i.e., a few hun-
dred angstroms. This is still far better than the typical optical resolution of several
micrometers. The vertical resolution of the SPFM, on the other hand, is as good as that of
other SPM probes, i.e., in the angstroms region, as determined by the noise of the apparatus.

B. Dependence of Electrostatic Force on Distance

From simple electrostatic arguments it is clear that the force can be written in the follow-
ing form [33]:

F � � �
1
2

� �
'
'
C
z
� (Vtip � �)2 � �4��0 �

�
�

�
�

1
1

� ƒ��
R
z
�� (Vtip � �)2 (12)

where C is the system capacitance, z is the tip–sample distance, � is the local dielectric con-
stant, and R is the tip radius. Vtip is the applied bias and � is the local contact potential dif-
ference so that Vtip � � represents the total voltage drop. During imaging, the attractive force
(lever deflection) is kept constant by the feedback control electronics, and a constant force



The value so obtained will differ from that of the bulk liquid, �, by a thickness-dependent
term P(e). For a nonvolatile liquid film, the free energy F (per unit area) will then be ex-
pressed as [1]:

F(e) � �SL � � � P(e) (3)

A quantity called disjoining pressure � was introduced by Derjaguin [2,3] as the nat-
ural canonical conjugate of the film thickness, e:

�(e) � �
�
'
'
e
F

� � �
�
'
'
e
P

�

or, equivalently,

P(e) � �(

e
�(x) dx (4)

The disjoining pressure characterizes the wetting properties at short ranges. S and �
are related by:

S � �(

0
�(x) dx � P(e → 0) (5)

In a real liquid, the nature of the disjoining pressure can be a complicated function of
the distance, due to the simultaneous contribution of several types of forces [1,4–6]. For
two bodies with flat surfaces separated by a distance z, the van der Waals interaction, which
varies as �z�6 (or �z�7, if one considers retardation) for single atoms and molecules, gives
rise to a power law of the form:

P(z) � ��1
�
2�

A
z2� nonretarded

�
�
3z

B
3� retarded (6)

where A and B are constants.
The constant A is called the Hamaker constant. As mentioned already, these laws can

be deduced assuming additivity and integrating over all the atoms and molecules of the in-
teracting bodies and the interposed medium. A more exact deduction can be made using the
dielectric model, as in the Lifshitz theory [3]. Although the van der Waals interaction is al-
ways attractive between individual atoms in a vacuum, in a medium it can give rise to ei-
ther attractive or repulsive forces. This is reflected in the sign of A.

Although van der Waals forces are present in every system, they dominate the dis-
joining pressure in only a few simple cases, such as interactions of nonpolar and inert atoms
and molecules. It is common for surfaces to be charged, particularly when exposed to wa-
ter or a liquid with a high dielectric constant, due to the dissociation of surface ionic groups
or adsorption of ions from solution. In these cases, repulsive double-layer forces originat-
ing from electrostatic and entropic interactions may dominate the disjoining pressure.
These forces decay exponentially [5,6]:

�(z) � C exp(�2�Dz) (�Dz � 1) (7)

where �D
�1 is the screening length of ions in the solution or Debye length.



There are other forces that come into play when the thickness of the liquid film is in
the nanometer range and the size of the molecule is no longer negligible. Short-range os-
cillatory forces arise then because the liquid molecules feel the presence of the walls of the
substrate and are forced to form a layered structure near the interface. These forces are also
called structural or solvation forces [6].

Water is a special liquid that forms unique bonds involving protons between the oxy-
gen atoms of neighboring molecules, the so-called hydrogen bond. The solvation forces are
then due not simply to molecular size effects, but also and most importantly to the direc-
tional nature of the bond. They can be attractive or hydrophobic (hydration forces between
two hydrophobic surfaces) and repulsive or hydrophilic (between two hydrophilic sur-
faces). These forces arise from the disruption or modification of the hydrogen-bonding net-
work of water by the surfaces. These forces are also found to decay exponentially with dis-
tance [6].

Other forces can arise as a result of elastic strain on the growing film, which can be
due to a surface-induced ordering in the first few layers that reverts to the bulk liquid struc-
ture at larger distances. This elastic energy is stored in intermolecular distances and orien-
tations that are stretched or compressed from the bulk values by the influence of the sub-
strate at short distances [7]. Similar phenomena are well known to occur in the growth of
epitaxial layers in metals and semiconductors.

If S and the disjoining pressure are known, the general wetting behavior of a non-
volatile liquid on a surface may be quantitatively described [8]. Brochard-Wyart et al. have
summarized the various cases when van der Waals interactions dominate the long-range
forces (1). Generally, if the long-range disjoining pressure P decays monotonously, de-
pending on the sign of S, three cases of wetting are found:

1. Complete wetting if S � 0, P � 0. In this case, droplets spread to a uniform film or
pancake.

2. Pseudo-partial wetting if S � 0 and P � 0. A macroscopic droplet with a finite contact
angle can form on top of a flat film, while a microscopic droplet will spread to form a
pancake or a diluted gas.

3. Partial wetting if S � 0. The droplets make a finite contact angle.

The shape of a droplet or of the front end of a film can be determined from the sur-
face energies and interaction forces between the interfaces. These also determine the equi-
librium thickness of a liquid film that completely wets a surface. The calculation is done by
minimization of the free energy of the total system. In a two-dimensional case the free en-
ergy of a cylindrical droplet can be expressed as [5]:

F(z) � F0 � � dx��S � �
�

2
� ��

d
d
x
z
��2

� P(z) � g(z)	 (8)

where the second term comes from the expansion of the length element, assuming that
dz/dx is small, and g(z) describes the gravitational effects. Supersaturation effects can be
introduced by adding a term of the form ��z, where �� is the difference in chemical po-
tentials of the liquid and vapor phases. For nonvolatile liquids and for a fixed volume of the
droplets, minimization of F(z) leads to an important first integral (neglecting gravity ef-
fects):
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where � is a Lagrange multiplier. As an example, for a small contact angle, if the disjoin-
ing pressure is due to the nonretarded van der Waals forces, solving Eq. (9) gives a hyper-
bolic profile of the droplets near the contact line [1,5].

In many cases the potential P(z) is small compared with the surface energy of the liq-
uid and the droplet shape is very close to a spherical cap. If the height e and the radius of
curvature R at the top of the droplets can be measured, an effective contact angle can be de-
fined through the expression:

�2 � �
2
R
e
� (10)

From Eq. (9), the following relation between the effective contact angle and the dis-
joining pressure under constant volume can be obtained:

�2 � �2
0 � �

�
2

� [P(e) � e �(e)] (11)

where �0 is the macroscopic contact angle. It is clear that the effective contact angle is in-
fluenced by the disjoining pressure. It can be shown that a similar expression is valid when
the droplets are very close to shallow spherical caps [9].

Capillary phenomena are due to the curvature of liquid surfaces. To maintain a
curved surface, a force is needed. In Eq. (8), this force is related to the second term in the
integral. The so-called Laplace pressure due to the force to maintain the curved surface can
be expressed as, PL � 2�/r, where r is the curvature radius. The combination of the capil-
lary effects and disjoining pressure can make a liquid film climb a wall.

II. EXPERIMENTAL STUDIES OF WETTING PHENOMENA

Many experimental methods have been developed to study wetting phenomena. With an
optical microscope the contact angle of droplets larger than a few micrometers can be mea-
sured and the spreading of liquids can be followed. However, to study the effects of the dis-
joining pressure, one needs films and droplets of submicrometer dimensions and, therefore,
instruments with nanometer resolution. Several techniques possessing such resolution in
the direction perpendicular to the surface exist today and are used to study the effects of the
disjoining pressure. We will describe them briefly in the following.

The surface forces apparatus (SFA) can measure the interaction forces between two
surfaces through a liquid [10,11]. The SFA consists of two curved, molecularly smooth
mica surfaces made from sheets with a thickness of a few micrometers. These sheets are
glued to quartz cylindrical lenses (~10-mm radius of curvature) and mounted with their
axes perpendicular to each other. The distance is measured by a Fabry–Perot optical tech-
nique using multiple beam interference fringes. The distance resolution is 1–2 Å and the
force sensitivity is about 10 nN. With the SFA many fundamental interactions between sur-
faces in aqueous solutions and nonaqueous liquids have been identified and quantified.
These include the van der Waals and electrostatic double-layer forces, oscillatory forces,
repulsive hydration forces, attractive hydrophobic forces, steric interactions involving
polymeric systems, and capillary and adhesion forces. Although cleaved mica is the most
commonly used substrate material in the SFA, it can also be coated with thin films of ma-
terials with different chemical and physical properties [12].

Infrared (IR) spectroscopy and ellipsometry are used to measure the thickness of thin
films with angstrom resolution. Ellipsometry has proven to be very useful in studies of dy-



namic processes of spreading and of the shape of pancakes [13–16]. Gravitational forces and
capillary forces can be used as control parameters for wetting liquids to measure disjoining
pressure [3,17]. For volatile liquids, the vapor pressure can be used to measure the disjoin-
ing pressure through adsorption isotherm techniques [18]. Steplike adsorption isotherms
[19] and layered spreading [16] have been observed. The thickness of these layers is com-
parable to the molecular diameter, indicating that the disjoining pressure is oscillatory [16].

In recent years, high-resolution x-ray diffraction has become a powerful method for
studying layered structures, films, interfaces, and surfaces. X-ray reflectivity involves the
measurement of the angular dependence of the intensity of the x-ray beam reflected by pla-
nar interfaces. If there are multiple interfaces, interference between the reflected x-rays at
the interfaces produces a series of minima and maxima, which allow determination of the
thickness of the film. More detailed information about the film can be obtained by fitting
the reflectivity curve to a model of the electron density profile. Usually, x-ray reflectivity
scans are performed with a synchrotron light source. As with ellipsometry, x-ray reflectiv-
ity provides good vertical resolution [14,20] but poor lateral resolution, which is limited by
the size of the probing beam, usually several tens of micrometers.

Understanding wetting at smaller lateral scales is important in many applications,
such as in corrosion, which occurs at localized regions of the surface. As a result, there is
a need for techniques that allow the study of liquid droplets or films with nanometer reso-
lution. A less fundamental but very practical advantage of high lateral resolution is that it
opens the way for studies of materials that cannot be prepared as very flat samples over
large areas. This need has recently been fulfilled thanks to the explosive development of
scanning probe microscopy (SPM) techniques, in particular, the atomic forces microscope
(AFM). The AFM has been used to study oscillatory hydration forces between tips and
CaCO3 and BaSO4 substrates in water [21]. Tapping-mode AFM has also been used in the
imaging of liquid droplets and films [22–25]. In these AFM studies, however, the tip enters
in contact with the surface, which makes it difficult to avoid a strong perturbation of the
liquid by the imaging tip.

So while imaging of solids or rigid substrates has been revolutionized by SPM, the
study of liquids had to avoid contact. Scanning interferometric apertureless microscopy
(SIAM), developed by Wickramasinghe et al. at IBM, has been used to image liquid
droplets on a transparent substrate [26]. SIAM uses a vibrating scanning probe tip in close
proximity (noncontact) to a sample surface. The variations of the scattered electric field
caused by the tip and the local optical properties of the sample are measured by interfer-
ometry. In their original paper the authors demonstrated the imaging of small oil droplets
with a lateral resolution of about 10 Å. However, the requirement that the sample be trans-
parent limits the application of the method.

Other noncontact AFM methods have also been used to study the structure of wa-
ter films and droplets [27,28]. Each has its own merits and will not be discussed in de-
tail here. Often, however, many noncontact methods involve an oscillation of the lever in
or out of mechanical resonance, which brings the tip too close to the liquid surface to en-
sure a truly nonperturbative imaging, at least for low-viscosity liquids. A simple tech-
nique developed in 1994 in the authors’ laboratory not only solves most of these prob-
lems but in addition provides new information on surface properties. It has been named
scanning polarization force microscopy (SPFM) [29–31]. SPFM not only provides the to-
pographic structure, but allows also the study of local dielectric properties and even
molecular orientation of the liquid. The remainder of this paper is devoted to reviewing
the use of SPFM for wetting studies.



image is obtained. In dc mode images, dielectric constant and surface potential contributions
are mixed with topographic information. The function ƒ(R/z) depends on the geometry of
the tip and the sample. For a point charge on a flat surface, ƒ is of the form 1/z2, but for a real
tip the dependence is more complicated. Although an analytical expression for the function
ƒ(R/z) cannot be obtained even for simple tip shapes [34,35], the following approximation
is useful in many cases. The tip and lever can be approximated by a sphere of radius R (the
tip apex) separated by a distance z from the surface, and a flat parallel condenser plate at a
distance z � D, representing the lever. This is shown schematically in Figure 2.

These two elements are treated as two capacitors in parallel. The capacity of a sphere
relative to the sample can be calculated exactly by the method of images. Even then, how-
ever, a complicated expression is obtained that must be calculated numerically. Fortu-
nately, when the tip–surface distance is sufficiently smaller than the tip radius, an approx-
imate expression for the capacitance can be found by integrating the contributions of flat
infinitesimal rings of spherical surface centered at the apex [36]. The result is:

C(z) � 2��0R � �ln��
R
z
�� � a	 (13)

where a � 2.

FIG. 1 Schematic representation of the operation of the scanning polarization force microscope
(SPFM). An electrically biased AFM tip is attracted toward the surface of any dielectric material. The
polarization force depends on the local dielectric properties of the substrate. SPFM images are typi-
cally acquired with the tip scanning at a height of 100–300 Å. (From Ref. 32.)



The capacitance of the supporting lever is estimated to be that of a flat plate with
area S at a distance z � D from the surface. Its contribution is Clever � �0S/(z � D), and
the force due to the lever is Flever ) �'Clever/'z � Clever/(z � D). An estimation of the
orders of magnitude involved is useful. For R � 1000 Å and for z � R/10 (i.e., for z �
100 Å), we get Ctip � 20 aF, while using S � 25 � 50 �m2 (the moving part of the lever)
and D � 4 �m for the lever we get Clever � 2.7 fF. So it is clear that at typical operat-
ing distances, the capacitance is dominated by the lever (by a factor of ~100) and not by
the tip. An actual measurement of the capacitance would yield an even higher value (pF)
because it would include the nonmoving part of the lever and its support chip. The force,
however, is comparable, with 'Clever/'z � 'Ctip/'z at z � R/10. Moreover, while
'Clever/'z stays constant during imaging (because z � D), 'Ctip/'z contains all the topo-
graphic information. So we conclude that at typical imaging distances (~100 Å) and for
typical tips used in AFM, the capacitance is due to the whole lever, while the varying part
of the force is due to the tip apex. This is of course why high-resolution imaging is pos-
sible at all in SPFM.

The sphere–plane capacitor model gives a useful approximate expression for the
function ƒ(R/z). Equation [13] shows that in the region 0 � z/R � 1, which is typical in
SPFM imaging, ƒ can be approximated by a 1/z dependence. The planar lever adds a nearly
constant term. Thus for the range 0 � z � R, we have the following approximate function

FIG. 2 Model for the calculation of electrostatic forces. The tip–lever system (top) is approximated
by a sphere of radius equal to the apex tip radius R and (bottom) a flat plate of area S equal to that of
the support lever.



for the electrostatic force:

F � ��
A

z
 R
� � B� (V � �)2 Newton volt�2 (14)

The constants A and B are both on the order of 10�11. This simple relation is indeed found
experimentally, as shown in the Figure 3. For larger values of z/R, the functional form of ƒ
deviates from 1/z.

C. Effect of Dielectric Constant on Topographic Heights

As we have seen, the constant-force images depend on the local dielectric constant. We will
now discuss the effect of the dielectric constant by calculating the relation between true and
measured heights of a flat parallel film on a surface of different dielectric constant.

Let’s consider the simple case of a point charge at a distance z over a film of thick-
ness L and dielectric constant �1 on a substrate of dielectric constant �2 [29]. In this case
the force can be calculated exactly by the multiple-image method. The result is:
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where �1 � (�1 � 1)/(�1 � 1) and �2 � (�1 � �2)/(�1 � �2). The measured or apparent
height of a film Lapp can be calculated from the different heights of the tip over the surface

FIG. 3 Dependence of the electrostatic force on tip–surface distance. The experimental data (square
points) can be fit reasonably well with a A/z � B function (solid curve) predicted by the model in the
previous figure for tip–sample distances smaller than the tip radius.



with and without the dielectric film (for the same force). The preceding equations yield the
following results: At very close range, when z � L, we get the obvious result that the ap-
parent Lapp and the real height L are very similar. This, however, is not the interesting case
for liquids, since for films a few tens of angstroms thick, such a close distance would result
in a strong perturbation of the film by the tip. In addition, for most typical cantilevers, with
spring constants of ~1 N/m, the tip would be within the instability range and jump to con-
tact. SPFM images are typically taken at heights of 100–300 Å, i.e., L/z � 10. In these con-
ditions Lapp varies with �1, as shown in Figure 4. For metallic substrates (�2 � (), Lapp/L
increases with �1 in a manner that follows closely the ratio (�1 � 1)/�1. This approximation
can be obtained from Eq. (15) by expanding the sum in powers of L/z and retaining only
the linear terms. It predicts, for example, that for saturated alkane-chain films with �1 � 2
(e.g., thiols on gold), the measured height should be a factor of 2 smaller than the real
height. For a nonmetallic substrate the dependence is also shown. In this case the ratio
Lapp/L can be larger than 1. The general rule is that Lapp/L � 1 if �1 � �2, and Lapp/L � 1 if
�1 � �2.

A perturbative approach to Eq. (12) has recently been developed by Gomez-Monivas
et al. [37]. For a dielectric film on top of a flat metallic surface, these authors find that the
electrostatic force is a convolution of the instrumental resolution with an effective profile
Zeff:

Zeff(x,y) � �Z(x,y)
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FIG. 4 Calculated ratio between the apparent Lapp (measured by SPFM) and real heights L of a flat
film on a substrate of dielectric constant �2, as a function of film dielectric constant, �1. The ratio is
calculated with the multiple-image method, assuming a scanning height of a point charge tip of z �
10L. Calculations for two different values of the substrate dielectric constant �2 are shown. The mea-
sured height can be larger or smaller than the real height, depending on whether �1 � �2 or �1 � �2.
For a metallic or high-dielectric-constant substrate, the curve is very closely approximated by an (�1

� 1)/�1 dependence (dotted curve, almost on top of the solid one).



where �(x,y,z) is the dielectric constant of the film as a function of position and Z(x,y) is the
surface topography. This formula gives the same (� � 1)/� approximation as earlier for a
homogenous film.

More subtle effects of the dielectric constant and the applied bias can be found in the
case of semiconductors and low-dimensionality systems, such as quantum wires and dots.
For example, band bending due to the applied electric field can give rise to accumulation
and depletion layers that change locally the electrostatic force. This “force spectroscopy”
character has been shown by Gekhtman et al. in the case of Bi wires [38].

The fact that the dielectric constant depends on the frequency gives SPFM an inter-
esting spectroscopic character. Local dielectric spectroscopy, i.e., the study of �(�), can be
performed by varying the frequency of the applied bias. Application of this capability in the
RF range has been pursued by Xiang et al. in the study of metal and superconductor films
[39,40] and dielectric materials [41]. In these applications a metallic tip in contact with the
surface was used.

Rotational spectroscopy of polar molecules is a promising potential of the technique
that is worth pursuing. Rotational modes, however, occur at extremely high frequency, in
the gigahertz range for free molecules. This puts severe restrictions on the shape and shield-
ing of the tips and wiring. Waveguide-type designs for the microfabricated tips are neces-
sary. Its feasibility was demonstrated by van der Weide et al. [42]. For the present status of
tips available today, only experiments in the low-frequency range of the spectrum can be
performed routinely. We will present examples of the exploitation of this capability in stud-
ies of ionic mobility in the sections that follow.

D. Separation of Topography and Contact Potential

As we have shown, the polarization force depends not only on the topography [through the
ƒ(R/z) term] and dielectric constant �, but also on the local contact potential �. As we shall
see now, ac bias modulation and lock-in detection allow these contributions to be separated.

Experiments using ac bias modulation for the purpose of separating topography and
contact potential were first carried out by Schönenberger et al. [43] and later by Yokoyama
et al. [44]. When the cantilever is driven by a voltage of frequency �, the force detected by
the lever can be expressed as:

F � B ƒ��
R
z
��(Vtip sin(�t) � �)2

� B ƒ��
R
z
���� �

1
2

� V2
tip cos(2�t) � 2Vtip� sin(�t) � �

1
2

� V2
tip � �2	 (17)

� F(2�) � F(1�) � F(0�)

where

B � �4��o �
�
�

�
�

1
1

�

The amplitudes of the signals with frequencies 2� and 1� can easily be measured us-
ing lock-in amplifiers. The 2� signal is used as control signal in the feedback electronics
so that its value is kept constant. The feedback output is then the topographic image [mod-
ulated by �(x,y)]. Since the term B ƒ(R/z) in Eq. (17) is kept constant by the feedback, the
1� signal obtained simultaneously with another lock-in amplifier provides a map of surface



charge or surface potential distribution. Alternatively one can add a dc offset to null the
F(1�) signal, as in the Kelvin method for work function measurements. Names such as
scanning Kelvin probe microscopy [45] and scanning surface potential microscopy [46]
have been used for the technique. As we shall see, the surface potential can provide im-
portant information on the charge distribution or dipole orientation.

IV. WETTING STUDIES WITH SPFM

In spite of the short time since its implementation, SPFM has already produced a number
of interesting results in the area of liquid surfaces, which will be discussed in the following
sections. First we show the use of SPFM to measure droplet shapes and contact angles,
which extends a popular and venerable physical chemistry method of surface characteriza-
tion into the realm of nanoscale dimensions. Deviations of the contact angle of small
droplets relative to the macroscopic values are expected. As we have seen, this contains in-
formation on the surface forces or the disjoining pressure. Then we present two examples
where the SPFM resolution was sufficient to observe molecular-scale structures near the
edge of liquid drops. In the third subsection we focus on the most important liquid on Earth,
water. First, we present studies involving the structure of water and ice films formed on
mica. Second, we show results on the adsorption of water on ionic substrates leading to sol-
vation and deliquescence of the substrates. We conclude with an example of a corrosion re-
action of sulfuric acid on aluminum substrates.

A. Disjoining Pressure Effects on the Contact Angle of Small
Droplets

Ideally one would like to visualize the molecular-scale details at the edge of a droplet to ob-
tain direct information about the molecular nature of wetting. This is not always possible,
particularly when these details have dimensions below ~300 Å, the resolution limit of
SPFM. However, the height and curvature of a droplet can usually be measured accurately.
These parameters can then be used to obtain an effective contact angle, as defined in Eq.
(10). We present here a few examples of this type of study.

Droplets of various liquids were prepared in several ways. For example, a macro-
scopic drop was first deposited on the substrate and then absorbed from an edge using fil-
ter paper. In other cases a macroscopic drop was blown away with a jet of N2 or air. These
processes leave a surface that appears dry to the naked eye but still contains many tiny
droplets that can be observed with SPFM. If the droplets are of aqueous solutions, the wa-
ter vapor pressure in the chamber, with which they readily equilibrate, determines their
size. For liquids with low vapor pressure, films and droplets can be formed by condensa-
tion from a warmed reservoir.

In order to determine the disjoining pressure, Eqs. (10) and (11) are used, and P(z) is
modeled by the expression:

P(z) � � �
12

A
�z2� � B exp�� �

C
z
�� (18)

The first term is related to the van der Waals interaction, with A being the Hamaker con-
stant. The second term includes other forces that decay exponentially with distance. As dis-
cussed, these may include double-layer, solvation, and hydration forces. In our data analy-
sis, B and C were used as fitting variables; the Hamaker constant A was calculated using
Lifshitz theory [6].



1. Aqueous KOH Solutions
Figure 5 shows a typical SPFM image of KOH solution (we will use the notation aq.KOH
from now on) droplets on highly oriented pyrolytic graphite (HOPG) [47]. The images
were obtained in ambient conditions of room temperature and relative humidity around
35–40%. Atomic steps on the HOPG can be observed in the images. The lateral dimensions
of the droplets range from hundreds to thousands of angstroms, and the heights from tens
of angstroms to ~100 Å. Although droplets can also be found in the flat terraces, they pre-
fer to adsorb on the step edges.

Although it is known that trapping of liquid droplets occurs at surface defects [48], it
is still amazing that atomic steps of only one atom’s height can anchor drops as large as a
few thousand angstroms containing millions of molecules. The droplet distribution in this
experiment is also interesting: Along a given step, their size and separation are nearly uni-
form. Also, large droplets tend to be located near steps limiting large terraces. This is likely
the result of hydrodynamic instabilities during removal of the liquid. As the liquid film is
being displaced by the air jet (or removed by osmotic transfer to the filter paper), it first
breaks down into disconnected fragments on the surface in the form of strips attached to the
steps. Further liquid removal thins out the strips to the point where they become unstable
and break into droplets.

Figure 6 shows droplets of KOH solution on mica produced by similar methods. In
both cases the drop profiles are very close to a spherical cap. In Figure 7 we have plotted
the effective contact angle as a function of droplet height. The deviation from the macro-
scopic contact angle with decreasing droplet volume can clearly be seen.

FIG. 5 SPFM image of droplets of an aqueous KOH solution deposited on an HOPG surface. No-
tice that droplets attach preferentially to steps of the graphite surface. Droplets tend to be the same
size and regularly separated on a given step. Larger droplets are found on steps delimiting large ter-
races.



For the aq.KOH–graphite system, the van der Waals interaction should be repulsive,
because Lifshitz theory predicts a negative Hamaker constant A, which we calculated to be
approximately �7.7 � 10�20 J. Using this value, the fit gives:

P(z) � �
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z
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FIG. 6 1.5-�m � 1.5-�m SPFM image of droplets of aqueous KOH solution on the cleavage sur-
face of mica.

FIG. 7 Effective contact angle of the aqueous KOH droplets on HOPG and mica as a function of
droplet height. Solid lines correspond to fits obtained using the disjoining pressure given by Eq. (18).



The exponential in the second term could be explained by the hydrophobic interaction be-
tween the two surfaces, which is attractive and exponentially dependent on the distance.
We see that the hydrophobic force dominates the disjoining pressure in the
aq.KOH–graphite system; therefore the effective contact angle increases with drop height.
The macroscopic contact angle obtained with this fitting agrees with the one measured with
standard optical methods. We have used 72 mJ/m2 for the surface tension of the KOH so-
lution in the fitting. By comparison, the value of 24 mJ/m2 indicates that the hydrophobic
interaction is indeed quite strong.

For aq.KOH on mica, the dependence of the effective contact angle on droplet height
is much weaker than that for the aq.KOH–graphite system. The estimated Hamaker con-
stant of the van der Waals interaction for this system is �1.9 � 10�20 J (repulsive), and the
fitting gives:
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In this case, the hydrophobic interaction is very weak compared to that of aq.KOH–graphite
system. In spite of this, it still dominates the disjoining pressure.

2. Sulfuric Acid
Figure 8 shows H2SO4 droplets on mica at very low humidity (�5%). The contact line
around the drops is smooth and circular, revealing that no pinning has occurred [49]. Al-
though the area between drops is flat, it does not correspond to clean mica but to a liquid
film covering it of a few monolayers thickness. This is deduced from the hysteresis in the
force versus distance experiments, where the tip is brought into contact with the surface and
then pulled off.

The observation of liquid drops on top of a film of the same substance is often re-
ferred to as pseudo-partial [1] or autophobic wetting. This behavior is not surprising in this

FIG. 8 SPFM image showing H2SO4 droplets deposited on mica at low humidity (�5%). The re-
gion between drops is covered by a thin acid film (see text).



case due to the large surface energy of cleaved mica. Values of 300–600 mJ/m2 have been
reported for the surface energy of freshly cleaved mica [50], compared with 53 mJ/m2 for
the surface tension of sulfuric acid.

When plotted as a function of drop size (Fig. 9), the contact angle was found to de-
crease with increasing drop height. A different analysis of these data was performed in the
original paper. In that case the maximum slope near the drop edge was used, as well as a
direct inversion of the droplet shape. The data could be fit to an empirical 1/z2 function. In
the present analysis we use the method of the effective contact angles defined earlier, to-
gether with Eq. (18). For the Hamaker constant A, we calculated a value of approximately
�2 � 10�20 J. However, the best fit to Eq. (18) is for a pure exponential decay of the form:

P(z) � �0.0014 exp��
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�
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z
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� Å� J/m2

This potential is weaker and of longer range than that for the aq.KOH/mica system. The
reason for the negligible contribution of the van der Waals term is not understood at pre-
sent.

3. Glycerol
Glycerol is well known for its strong hydrogen bonding in the liquid phase and its high vis-
cosity. To study its wetting properties, we deposited glycerol on mica by condensation from
its vapor in standard laboratory air [9].

On freshly cleaved mica, condensation begins with the formation of droplets (Figure
10a). Their shapes are not spherical, but resemble flat ellipsoids. As condensation contin-
ues the droplets grow vertically and then laterally. However, when their heights reach ~100
Å, they spread and become pancakes with flat tops. From that point, the pancakes decrease
in height while expanding laterally. Just before the film completely covers the surface, the
relative contrast or height is 30 Å. Interestingly, the edges of the patches tend to have a

FIG. 9 Effective contact angle of H2SO4 on mica as a function of droplet height. Solid line shows
fit with disjoining pressure given by Eq. (18).



polygonal shape, which might indicate that glycerol has an ordered structure in epitaxial re-
lationship with the mica substrate.

A very different behavior is observed when condensation occurs on a mica surface
that has been exposed to air for a few hours (we will refer to it as “contaminated mica”). In
this case glycerol forms droplets in the shape of spherical caps, indicating that it does not
completely wet the surface. This behavior is similar to that of water, which we present in
detail later. The contact angle of water on mica surfaces increased from 0° on the freshly
cleaved surface to a small value between 2 and 3° on the contaminated mica [51].

On the contaminated and slightly hydrophobic surface, the spherical droplets grow
continuously with time, as shown in the sequence of images in Figure 11. This behavior is

FIG. 10 17-�m � 17-�m SPFM images showing the evolution of the structures formed by con-
densation of glycerol from its vapor on a surface of freshly cleaved mica. Droplets with roughly flat
tops grow initially until their heights reach ~100 Å. They then expand laterally and coalesce, form-
ing flat films. The height of these films decreases slowly down to ~30 Å just before closure of the
film in (f). Experiments performed under normal ambient conditions of 50% RH and 21°C. (From
Ref. 9.)



in sharp contrast to the case of freshly cleaved mica, in which flat pancakes form. The shape
of the droplets is very close to a spherical cap, as shown by the linear correlation coefficient
of 0.991 found from a fit to a sphere. When two droplets grow close enough to touch each
other, they coalesce, as can be seen in several images in Figure 11.

The effective contact angle values (�) measured as a function of drop height are
shown in Figure 12. A rapid decrease of � is observed when the height falls below 200 Å.
This indicates that the potential P(z) is negative. An exponential dependence of the dis-
joining pressure with distance gives a very good fit, as shown in the inset of Figure 12,
which shows a semilog plot of P(z) � zP (z) vs. z. As in the case of sulfuric acid, we find
that the van der Waals term in Eq. (18) is negligible. The fit gives:

P(z) � �6.4 � 10�5 exp��5�0 z
Å
�� J/m2

FIG. 11 15-�m � 15-�m SPFM images showing the condensation of glycerol on contaminated
mica. Droplets with a nearly spherical cap shape are formed and increase indefinitely in size as con-
densation continues. When two drops establish contact, they coalesce into a larger drop. (From Ref.
9.)



The exponential dependence is indicative of hydrophobic attractive forces between the
glycerol–air interface and the glycerol–mica interface. This potential gives a negative dis-
joining pressure of ~1 atm at z close to 0. The strength of the force appears to be 100 times
lower than that typical for water between hydrophobic surfaces [6].

B. Layering

In this section we discuss two examples in which the molecular-scale structure of the film
is manifested in the form of features that can be resolved with SPFM. These are steps and
terraces that appear at the edge of droplets and films, when the molecules form uniform lay-
ers during spreading. Layering is due to the substrate hard wall that forces the layers of
molecules next to it to adopt a periodic structure with the dimensions of the molecular di-
ameter. This has been observed many times with the surface force apparatus [6]. It has also
been observed with ellipsometry when the terraces are many tens of micrometers wide
[52,53]. With SPFM molecular terraces can be observed at much higher resolution, so we
can study at a much finer scale the phenomena of wetting and dewetting. In addition to the
topographic images, SPFM can provide simultaneous images of surface contact potential,
which provides additional useful information on the structure of molecules, particularly
when these are polar. The two examples presented next are liquid crystals and perfluo-
ropolyether lubricants. Later we will see more applications of the contact potential map-
ping in studies of the most important polar molecule, water.

1. Liquid Crystals
The wetting and spreading properties of liquid crystals (LC) on solid substrates are of in-
terest due to their use in display devices. In addition, these interesting liquids provide a
good testing ground for fundamental theories of wetting. Films of 8CB (4-n-octyl-4-

FIG. 12 Plot of the effective contact angle � of the glycerol drops on contaminated mica vs. drop
height e. A rapid increase occurs up to 200 Å (corresponding to a drop with a base diameter of ~2.2
�m), where it reaches a constant value �0. Inset: Plot of (�2

0 � �2)/(1 � e/+) vs. e. This plot shows that
the potential due to the long-range forces depends exponentially on the distance. (From Ref. 9.)



cyanobiphenyl) have been studied by optical microscopy [54], x-ray reflectivity [20,55], el-
lipsometry [7,20], second-harmonic generation [56], scanning tunneling microscopy
(STM) [57], atomic force microscopy (AFM) [58], and surface forces apparatus (SFA)
[59].

Bulk 8CB exists in three phases. With increasing temperature, there is a transition at
21.5°C from crystalline to the smectic-A phase; at 33.5°C, there is a second-order transi-
tion to a nematic phase; and at 40.5°C, there is a weak first-order transition to an isotropic
liquid [60]. In bulk, the 8CB molecules are paired into dimers (1.4 times longer than a sin-
gle molecule) with antiparallel dipole moments. In the smectic-A phase, the dimers form
layers spaced by 31.7 Å, with the dimers aligned perpendicular to the layers [61]. Ellip-
sometry and x-ray-reflectivity have been used to study the spreading and structure of
macroscopic (in x, y) films of 8CB on silicon wafers [20,25]. It was found that a prewetting
film is formed during spreading in the smectic and nematic phases. The prewetting film is
composed of a monolayer of single 8CB molecules with a thickness of 8 Å connected to a
41-Å-thick film. This film consists of an ~33-Å-thick bilayer on top of the 8-Å monolayer.
Both monolayer and trilayer extend over millimeter distances.

For our studies of the wetting properties of 8CB, a small amount of liquid was de-
posited directly on the substrate [62]. For studies of the nematic and isotropic phases, 8CB
was condensed from its vapor while keeping the Si substrate at the appropriate temperature
(the vapor was produced by heating an 8CB reservoir to 80°C in front of the substrate).
When studying the spreading of submicrometer-size deposits of 8CB, we observed a be-
havior similar to that found at macroscopic scales [20]: 8CB forms droplets and pancakes
on the surface in the smectic phase, wets the surface in the nematic phase, and dewets it in
the isotropic phase. However, we found that rapid cooling to room temperature, combined
with the high viscosity of 8CB, for days freezes the liquid in the phase corresponding to the
substrate temperature during deposition.

Molecular multilayer spreading was observed with SPFM. This is shown in the top
image of Figure 13, which was obtained near the edge of a large spreading drop. It shows
a layered structure with 32-Å steps (all z values have an associated error bar of �1 Å), the
thickness of a smectic bilayer. The cross section in the middle of Figure 13, in the direction
of the arrow shown in the top image, shows the perfect layering of the smectic bilayers.
Layering near the edge of a spreading droplet has never been observed before with other
techniques. In a sequence of time-lapsed images, the layers can be seen advancing at an av-
erage speed of 20–30 Å/s at room temperature. The layers advance on top of the prewetting
trilayer, which extends over millimeter distances in front of the droplet. Although the sta-
ble state of 8CB on silicon is in the form of a pancake, we observed metastable nanometer-
scale droplets surrounded by layered structures. The bottom image of Figure 13 shows an
example of this. The droplet is not spherical. A higher-resolution image shows that the
lower part of the droplet is also layered with steps 32 Å high.

The vapor deposition method at variable substrate temperature provides additional
insight into the structure and wetting properties of 8CB in its various phases. If the substrate
temperature is between 41 and 33°C, flat islands 32 Å thick are formed if only a small
amount of 8CB is condensed on the surface. The size of these flat islands increases with de-
position time while their height remains constant until a uniform layer is formed. If more
8CB is deposited, droplets form on top of the film. This is shown in the image of Figure 14.

On samples prepared with a substrate temperature above 41°C, only spherical
droplets were observed. Although no change could be observed in the droplets for several
days, we noticed that by applying a strong attractive electrostatic force, the tip could induce



the droplets to spread and form pancakes. This indicates that the droplets are indeed in a
metastable state.

To determine whether the 8CB droplets condensed above 41°C (trapped in the
isotropic phase) sit on a trilayer or on bare silicon, we used the AFM tip to mechanically
spread the droplets and thus accelerate their conversion to a stable configuration. The
SPFM images shown in Figure 15 were obtained after such tip-induced spreading. A lay-
ered structure with ~32-Å-high steps typical of the smectic phase is obtained. The first, or
bottom, layer is 41 Å thick, while the layers above it are all 32 Å thick. This indicates that
the bottom layer of the film is a trilayer and that the remaining substrate is dry silicon, i.e.,

FIG. 13 Top: SPFM image of the spreading front of a smectic drop of 8CB liquid crystal on a Si
wafer, showing a layered structure. Each layer is 32 Å thick. The layers advance in the direction of
the arrow at the rate of 20–30 Å/s at room temperature. Middle: Profile of the droplet front showing
the steps. Bottom: Drop and surrounding smectic layers. Vertical scale is greatly exaggerated. (From
Ref. 62.)



FIG. 14 Top: SPFM topographic images showing various stages of the vapor-deposited 8CB film
on a Si substrate at a temperature between 33 and 41°C. The evaporation time increases from seconds
to minutes from the left to the right images. Flat 32-Å-thick islands grow laterally until they cover the
substrate completely. Further deposition (right image) produces droplets on top of the flat film. Bot-
tom: Simultaneously acquired contact potential images. The gray scale is proportional to the local sur-
face potential. On the islands, the potential is 40 mV higher than that of the outside region. On the
drops, the potential is 10 mV higher than that of the surrounding area. (From Ref. 62.)

not covered with either a monolayer or trilayer of 8CB. We can thus conclude that the
frozen isotropic droplets sit on bare silicon. By contrast, the flat layer of Figure 14, formed
by evaporation between 33 and 41°C, is 32 Å high, indicating that it consists of a bilayer
on top of the monolayer. The monolayer must have formed very rapidly during the first
stages of exposure to the vapor.

The simultaneously acquired contact potential images provide important structural
information on the liquid film. The droplets formed at temperatures over 41°C have a sur-
face potential 50 mV (� 3) higher than the surrounding background (not shown). The 32-
Å film formed between 41 and 33°C has a potential about 40 mV higher than the sur-
rounding monolayer, and the droplets formed above that film have a potential 10 mV higher
than the bilayer film (Fig. 14). In the structure formed by tip-induced spreading, the bottom
trilayer has a surface potential 40 mV higher than the surrounding substrate, while the bi-
layer above it is 7 mV more positive. The third bilayer adds 2 mV, and the fourth adds ~1
mV. Layers above the fourth make negligible contributions. The total potential increase at
the top of pancakes or multilayers is ~50 mV higher than that of the bare silicon substrate,
which is similar to that of the frozen isotropic droplets. This indicates that the isotropic
droplets have similarly oriented bottom layers and that the remaining 8CB molecules above
them do not contribute to the droplet potential.

The information obtained from the simultaneously acquired topographic and surface
potential images allows us to propose a model for the structure of 8CB in various wetting



situations. We have seen in Figure 14 that the potential of the first bilayer (32 Å thick) is 40
mV higher than the monolayer it sits on. The same contact potential difference is measured
between the trilayer (41 Å thick) and the bare silicon (Fig. 15). These two observations in-
dicate that the monolayer bound to silicon does not contribute appreciably to the surface po-
tential. This in turn indicates that the molecular dipole moment is parallel to the surface.
Since the dipole originates in the charge distribution between the nitrogen and benzene rings,
only this part needs to be parallel to the surface. This is consistent with the 8-Å thickness of
the monolayer observed by ellipsometry. The 8 Å is contributed by the alkane group at a
~30° with the surface, giving a height of 4 Å, plus the 4–5 Å of the flat-lying biphenyl group.

Since the 8CB dimers in the bulk have no net dipole moment, we conclude that the
40 mV of the first bilayer on top of the monolayer originates from a distortion of the 8CB
pair that misaligns their dipoles so as to give a net value. One possible mechanism for that
distortion is the van der Waals interaction between the alkane tail chains. This tends to
make the chains in the monolayer (partially sticking up) parallel with the alkane chains of
the next bilayer. This would affect one of the 8CB monomers in the dimer. To create a 40-
mV potential change, the dipoles in the dimer must misalign on the order of ~3°, if we use
the known dipole moment of 8CB and the surface density given by the molecular dimen-
sions. In subsequent bilayers, the distortion decays rapidly, as manifested by their decreas-
ing contribution to the surface potential. Another possibility is that the flat-lying 8CB
molecules of the isolated monolayer tilt up by a few degrees when a bilayer is on top. We
can not distinguish between the two at present.

2. Hard-Disc Lubricants
Magnetic hard discs are used in computers to store information in the form of magnetic bits
on a ferromagnetic alloy film. To protect the magnetic medium, a hard carbon coating about

FIG. 15 Left: SPFM image obtained after spreading an 8CB droplet on silicon by contact with the
AFM tip scanning over a square area. Several layers can be observed. The first one is 41 Å thick, and
the following ones are 32 Å thick. The bright spot near the bottom is the remaining unspread droplet.
Right: Simultaneously acquired contact potential image. The potential in the first layer is 40 mV
higher than that of the substrate, and that of the second layer is 7 mV higher than the first. The third
and fourth layer potentials are 2 and 1 mV higher, respectively. Above that, the increase is negligi-
ble. (From Ref. 62.)



100 Å thick is deposited on top. This is then covered with a molecularly thin film of lubri-
cant to minimize wear during start–stop contacts and to passivate the disc surface against
contamination and corrosion. High-molecular-weight perfluoropolyalkylether (PFPE)
polymers are widely used for this purpose. In order to improve surface bonding, the PFPEs
are modified with specific functional end groups. All these molecules have similar back-
bone structures, namely:

X—CF2—[(O—CF2—CF2)n—(O—CF2)m]—O—CF2—X

where m/n ~ 1.1. They differ from one another in the length of the chain and in the end
group, X. For the PFPEs studied here, ZDOL, ZDOL-TX, and Tetraol, X � CH2OH, —
CH2OCH2CH2OCH2CH2OH, and —CH2OCH(CH2OH)2, respectively.

A substantial amount of research has been carried out on these lubricants to under-
stand the processes of wetting (spreading and diffusion) [63–68] and its opposite, dewet-
ting [28] and to determine the conformation of the molecules on the disc surface. [66,67,69]
Using ellipsometry it has been found that lubricants with functional end groups (e.g., Zdol)
show a layering structure during spreading, in contrast to the smooth profiles of lubricant
films without functional end groups (e.g., Z03 where X � CF3) [63–68]. Unfortunately, the
limited lateral resolution of the optical methods prevented investigation of the nanometer-
scale structure of the spreading film.

We performed SPFM studies on hard disc coupons covered with lubricant films of
different types and thicknesses [70]. No evidence of dewetting was observed with films of
submonolayer average thickness (17 Å for Zdol and 14 Å for Zdol-TX). Dewetting was ob-
served, however, when the film thickness was above one monolayer. The structure of these
films during dewetting differs depending on the type of lubricant.

On discs coated with Zdol films 62 Å thick or more, droplets with lateral dimensions
of tens of micrometers were observed in some areas of the surface, as shown in Figure 16.
Apart from that, however, most of the surface was uniform unless disturbed by contact with
the SPFM tip. After such contact, a droplet was usually formed due to capillary effects.
Once formed, the droplet slowly grows in volume, indicating that the film was in a
metastable state. However, no detectable layering in the surrounding region was observed.

FIG. 16 SPFM image of a droplet formed as a result of dewetting of Zdol on an amorphous hard
carbon substrate film. No layering around the drop was observed. (From Ref. 70.)



In the case of Zdol-TX, however, layered dewetting was observed for films thicker
than one monolayer. Typical images are shown in Figure 17. On a nominally 86-Å-thick
Zdol-TX film, a 50-Å-thick layer was observed partially covering the surface (Fig. 17a).
These films were often found to be connected to big droplets, as shown in Figure 17b. A
similar behavior was observed for Z-Tetraol. The example in Figure 18 corresponds to a
56-Å-thick film. The thickness of the layer partially covering the surface is approximately
25 Å, close to that expected for a monolayer of Zdol-TX. In both cases, the films can eas-
ily be influenced by the tip, not only in contact as in the example of Figure 18b, but also by
the attractive force during SPFM imaging (see later discussion), indicating their weakly

FIG. 17 SPFM images showing the structures formed during dewetting of a Zdol-TX film with
nominal thickness of 50 Å. (a) 15-�m � 15-�m image of a region with a partially covering mobile
layer. (b) Three-dimensional image acquired in a different region showing a droplet growing at the
expense of lubricant material from the partially covering layer. (From Ref. 70.)

FIG. 18 (a) 10-�m � 10-�m SPFM image from a nominally 56-Å-thick film of Z-Tetraol. A 25-
Å-thick layer partially covers the surface. (b) SPFM image acquired after contact scanning in the re-
gion marked with a box. (From Ref. 70.)



bound nature. The mobile lubricant layers correspond to the second layer above the bonded
first layer.

Usually no contrast in the first layer was observed, due to its continuous nature. In
some cases, however, the carbon overcoat was not completely covered by the lubricant. In
these cases three contrast levels could be seen in the images, as in the example shown in
Figure 19, corresponding to a Zdol-TX film with a nominal thickness of 86 Å. The lowest
contrast level (the darkest regions in the images, marked 0) corresponds to the exposed car-
bon coating. The next region is ~25 Å higher and corresponds to the first, strongly bound
lubricant layer (marked 1 in Figure 19a), and the third region is ~75 Å higher (marked 2)
and corresponds to the mobile lubricant layer with a thickness of 50 Å. Only layers 1 and
2 are visible in Figure 17. The mobility of the second-layer molecules due to the attractive
forces exerted by the tip can be seen in these images.

Spontaneous dewetting takes place by the formation of a droplet connected to the sec-
ond layer. As a function of time, the droplets increase in volume while the area covered by
the second layer decreases. In cases where the bare substrate was partly exposed, the dif-
fusion and aggregation of second-layer molecules into droplets preserved the exposed re-
gions of the substrate, as shown in Figure 20.

The layering of the lubricant films was explained by the interaction among the lubri-
cant molecules and between the molecules and the substrate. The fact that the thickness of

FIG. 19 13.5-�m � 13.5-�m SPFM images of a nominally 86-Å-thick Zdol-TX film on a carbon-
coated disc. An uncovered (possibly contaminated) area of the substrate and two layers of lubricant
are observed, which are labeled 0, 1, and 2, respectively. Only layers 1 and 2 are seen in Figure 17.
Layer 2 is weakly bound on top of layer 1 and can be moved by the attractive force of the biased tip,
as shown in (a) and (b). Layer 1 is bound strongly to the carbon film substrate. The images in (c) and
(d) were obtained after contact scanning in the region marked by the square. Notice the change in the
structure of layer 2 from (c) to (d), due to the electrostatic force from the tip. (From Ref. 70.)



the mobile layer is larger than the cross-sectional diameter of the molecules (~6–7 Å) indi-
cates that the molecules are not lying completely flat. The reason for the difference in the
thickness of the mobile second layers for Zdol-TX and Z-Tetraol is not yet understood, al-
though it must be related to the differences in the functional end group for the two
molecules. For both Zdol-TX and Z-Tetraol, the molecules in the first layer are bound to
the carbon film. Zdol-TX molecules have the tendency to form “bilayers,” which gives a
thicker second layer of ~50 Å, while Z-Tetraol molecules appear to form only a single
molecular layer.

In contrast to the case of the 8CB liquid crystal, no contact potential differences be-
tween first and second layers were observed with these lubricants. This indicates that there
is no special orientation of the dipole active end groups, or perhaps that the end groups form
hydrogen-bonded pairs with neighboring molecules so as to give no net dipole moment.

C. Structure of Water on Moist Surfaces

Water is the most abundant liquid on Earth. Its interaction with other materials, in particu-
lar with their surfaces, is of paramount importance. The formation of water films on the sur-
face of materials is a usual occurrence in moist environments. These films can modify the
surface properties and induce chemical reactions. Since the diameter of the water molecule
is about 2.5 Å, and since the lateral resolution of SPFM is at best 100 Å, flat, molecularly
smooth substrates are convenient. One such substrate is the cleavage surface of muscovite
mica, an alumino-silicate mineral commonly found in soils with formula
KAl2(Si3AlO10)(OH)2. It has a layered structure with entire formula units stacked in layers
of 10-Å thickness. The K� ions are located in planes between layers and provide a weak
ionic bond between them. These are the easy cleavage planes of mica. They expose O
atoms arranged in hexagonal patterns with 5.2-Å periodicity, formed by the bases of cor-
ner-sharing SiO4 and (AlO4)� tetrahedra. The cleavage surface of mica is known to be hy-
drophilic, and water readily spreads on a freshly prepared surface.

In humid environments, the ellipsometry results of Beaglehole and Christenson [71]
indicate that a film is formed with an average thickness of ~2 Å when the relative humid-
ity (RH) is ~50%. As discussed earlier, however, the lateral resolution of ellipsometry is
limited by the size of the light spot on the sample, typically several tens of micrometers. In
addition, thickness values are obtained from the measured changes in polarization angle by

FIG. 20 Dewetting of Zdol-TX on a nonuniformly covered surface. As in the previous figure, bare
substrate regions are exposed (darker areas). Only material in layer 2 dewets to form a droplet (bright
area). Diffusion of molecules from layer 2 occurs on top of layer 1 and does not fill the uncovered,
possibly contaminated, substrate regions. (From Ref. 70.)



assuming values for the optical refraction index. Since this index is unknown for sub-
monolayer or even monolayer amounts of water, reported thickness values should be taken
with caution.

When the surface of mica was imaged by SPFM, no contrast could be observed as the
humidity changed. This could be due to: (a) the dimensions of any water structures present
being below the lateral resolution limit of SPFM, or (b) high molecular mobility at room
temperature such that any structure formed below saturation is time-averaged (image ac-
quisition time of several minutes). We found, however, that contrast could be created by
perturbing the surface by a brief contact with the imaging tip. The contact induces capillary
condensation of water around the tip. The capillary condensation can easily be seen in the
humidity-dependent pull-off force that is necessary to remove the tip. This force is deter-
mined largely by the Laplace pressure, which arises from the negatively curved part of the
meniscus. The force measured in one such experiment is plotted in Figure 21. As can be
seen, the pull-off force is small below 20% RH but increases rapidly thereafter. After reach-
ing a maximum at about 30%, the pull-off force decreases slowly. This decrease was ex-
plained as being due to the increasing influence of the positive part of the meniscus when
its size increases.

Although most of the water in the meniscus evaporates once the tip has been re-
tracted, residual structures can be observed in a radius of several tens of micrometers (de-
pending on humidity and contact time) around the original contact point. For the tip radius
and loads used in these experiments, the contact radius is approximately 10 Å. The resid-
ual structures are in the form of flat islands and sometimes droplets. In our first experiments
the perturbation created by a brief tip contact was not fully appreciated. Accidental tip con-
tacts during approach of the tip to the surface do often occur. In such cases the tip is sub-
sequently moved to an adjacent area, several micrometers away, to study the “unperturbed”
surface. However, as stated already, the perturbed areas can extend over tens of microme-
ters away from the contact point. Droplets can be observed when the relative humidity is

FIG. 21 Pull-off force between a hydrophilic Si3N4 tip and mica as a function of the relative hu-
midity (RH) at room temperature. The spring constant of the lever is 0.1 N/m. Estimated tip radius
~200 Å. Hysteresis is observed between increasing (open circles) and decreasing (closed circles) hu-
midity. (From Ref. 51.)



high (above 50%) and when the mica has been exposed for some time to the environment,
so it is presumably contaminated. The contact angle of these droplets is between 2° and 3°.
This is reminiscent of similar observations in the case of glycerol, also a strong hydrogen-
bonded liquid. The droplets are unstable and evaporate in a few minutes at 58% RH, as
shown in the example of Figure 22. Flat islands can also be seen around the droplet in these
images. Their apparent height is around 2 Å. They form contiguous structures on freshly
cleaved mica. On aged mica (exposed to air for several hours), the islands have irregular
shapes or sometimes form beautiful patterns of interconnected ribbons, as shown in Figure
23. Like the droplets, the islands disappear as well, but on a much longer time scale, last-
ing from minutes to hours when RH � 30%. Figure 24 shows an example of the evolution
of the size and shape of the islands produced after a contact of several seconds. These ob-
servations indicate that the water structures are metastable. In our papers we referred to the
metastable islands as phase-II, while phase-I designates the surrounding unperturbed water
film.

The phase-II islands have several interesting properties. First, they have a positive
surface potential relative to the surrounding unperturbed water film. The potential is high-
est immediately after formation and decays with time to zero. Another interesting property
is the shape of the islands. Their boundaries are often polygonal, bending in angles of 120°,

FIG. 22 SPFM images (6 �m � 6 �m) showing the evaporation of a droplet of water left on the
surface of mica after breaking the capillary neck formed around the AFM tip during contact. The mica
surface is slightly hydrophobic after having been exposed to air for a couple of hours. The droplet
evaporates in a few minutes at 58% humidity. Profiles of the droplets are shown at the bottom. The
contact angle is around 2.6°. Two-dimensional water structures can also be seen in the area sur-
rounding the droplet. (From Ref. 51.)



FIG. 23 SPFM image of a network of interconnected water channels formed after 5 seconds of tip
contact at 40% RH, with a mica surface contaminated as a result of exposure to the ambient air for
about 2 hours. Notice that many angles between segments are close to 120°. The area covered by the
water structures increases with contact time. (From Ref. 51.)

FIG. 24 Evolution of the shape and size of the water structures formed after a tip contact of 5 sec-
onds on freshly cleaved mica. The SPFM images were acquired, from top left to bottom right, at 5,
30, 50, 70, 130, and 150 minutes after formation. (From Ref. 51.)
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as shown in Figure 25. Similar angles are observed in the bends of the narrow ribbons in
Figure 23. By combining SPFM images with lattice-resolved images of the mica substrate
obtained in contact mode immediately after, it was shown that the directions of the bound-
aries between phase-I and phase-II are closely related to the lattice orientation of the mica
surface, as shown in Figure 25. A histogram of angular orientations is shown at the bottom
of Figure 25. This observation suggests that the water films might have a solid or icelike
structure in epitaxial relationship with the mica.

The topographic contrast of the islands disappears above 80% RH [72], and no is-
lands can be observed after tip contact at this and higher humidity. These observations can
be explained by assuming that the metastable islands formed by capillary condensation cor-
respond to a second or higher layer of water above the first one (phase-I). As we shall see

FIG. 25 SPFM images of water-film structures on mica. The boundaries tend to have polygonal
shapes, as shown in the smaller image (a hexagon is drawn for visual reference). The directions are
strongly correlated with the mica lattice. The smaller inset shows a contact AFM image obtained af-
ter the SPFM images. A histogram of the angles of the water-film boundaries with the mica lattice is
shown at the bottom. (From Refs. 31 and 32.)



next, at around 80% RH the first monolayer reaches saturation and second and successive
layers of water start to condense. In these conditions the extra water formed by capillary
condensation is no longer visible above the background.

Stimulated by these observations, Odelius et al. [73] performed molecular dynamic
(MD) simulations of water adsorption at the surface of muscovite mica. They found that at
monolayer coverage, water forms a fully connected two-dimensional hydrogen-bonded
network in epitaxy with the mica lattice, which is stable at room temperature. A model of
the calculated structure is shown in Figure 26. The icelike monolayer (actually a warped
molecular bilayer) corresponds to what we have called phase-I. The model is in line with
the observed hexagonal shape of the boundaries between phase-I and phase-II. Another re-
sult of the MD simulations is that no free OH bonds stick out of the surface and that on av-
erage the dipole moment of the water molecules points downward toward the surface, giv-
ing a ferroelectric character to the water bilayer.

FIG. 26 Optimized structure of a water monolayer on mica obtained from molecular dynamic sim-
ulations by Odelius et al. The water molecules and the first layer of silica tetrahedra of the mica sub-
strate are shown in a side view in the top. K ions are the large dark balls. The bottom drawing shows
a top view of the water. Oxygen atoms are dark, hydrogen atoms light. Notice the ordered icelike
structure and the absence of free OH groups. All the H atoms in the water are involved in a hydrogen
bond to another water molecule or to the mica substrate. (From Ref. 73.)



Confirmation of these results and models came from experiments performed with
sum frequency generation (SFG) vibrational spectroscopy [72]. Briefly, SFG is a second-
order nonlinear optical process in which a tunable infrared laser beam is mixed with a beam
of visible light to generate a sum frequency output. In the dipole approximation, the pro-
cess is allowed only in a medium lacking inversion symmetry, such as a surface or an in-
terface. As a result, this technique is very useful in surface-structure studies. SFG spectra
of water on mica as a function of humidity at room temperature are shown in Figure 27,
along with a spectrum of a bulk liquid water surface. Deuterated water was used in these
experiments to separate the spectrum from the contribution of modes due to OH groups in
the mica lattice. The spectra show that: (a) very little signal is obtained below 20% RH; (b)
between 20 and 90% the spectrum is very similar to that of ice; (c) little or no free OD
stretch mode (i.e., non-hydrogen-bonded) intensity at 2740 cm�1 is observed below 91%
RH; and (d) the non-hydrogen-bonded OD stretch mode appears suddenly and strongly
above 91% RH. It is possible that the humidity values in these SFG experiments are higher
by 5% due to laser heating (estimated to be around 1 K). The small intensity at 2740 cm�1

FIG. 27 Sum frequency generation spectra in ssp polarization of a deuterated water (D2O) film on
mica as a function of the relative humidity (RH) at room temperature (296 K). Above 40% RH, the
spectrum is very similar to that of ice. The free OD stretching mode can be seen above 91% RH. The
bottom trace corresponds to the spectrum of the bulk waver/vapor interface. (From Ref. 72.)



for RH values between 20 and 80% could be due to noise, small hydrocarbon contamina-
tion, or residual free OD stretch at boundary edges of incomplete phase-I domains. How-
ever, this signal disappears at saturation, when RH � 90%. These findings are fully con-
sistent with the MD simulation. The presence of free OH groups with the H pointing out
into the vacuum after completion of the icelike bilayer explains why the surface potential
of the metastable islands of phase-II is positive.

Recent experiments on the surface potential of mica as a function of humidity per-
formed by Bluhm et al. [74] provide additional support for these models. In these experi-
ments, the tip of the SPFM was maintained at a fixed distance from the sample by keeping
constant the 2� amplitude by feedback. The 1� amplitude was then used to measure the
surface potential [see Eq. (17)]. The results are shown in Figure 28. There is a rapid de-
crease in potential from the dry mica value to a value 0.4 volts lower, which is reached at
RH ~ 30%. After this, the potential decreases only slightly or remains constant in a plateau
extending up to 80% RH. This observation is in line with the previous results and models,
where the first water bilayer (phase-I) has no free OH pointing out to the vacuum and
should therefore have a negative surface potential relative to dry mica. The observed de-
crease of 0.4 volts is smaller than that expected on the basis of the MD simulation model,
which is 2.5 volts. This, however, is not surprising, since the calculated value is for a per-
fectly ordered bilayer. In addition, we expect some K� solvation. A few percentage of K
ions becoming solvated would make the surface more positive by a few tenths of a volt, par-
tially offsetting the decrease caused by the oriented dipoles of the icelike bilayer.

As can be seen, above 80% RH the surface potential increases and becomes positive.
This is again in line with the appearance at high humidity of free OH groups with the H
pointing out into the vacuum. In an interesting new finding, if the mica substrate is cooled
below 0°C, the surface potential above 80% RH changes in the opposite direction and be-
comes negative. These observations seem to indicate that below 0°C, the film grows dipole-

FIG. 28 Changes in contact potential of mica relative to a hydrophobic tip as a function of relative
humidity. The tip–sample distance during measurements was maintained at 400 Å. At room temper-
ature the potential first decreases by about 400 mV. At ~30% RH it reaches a plateau and stays ap-
proximately constant until about 80% RH. At higher humidity the potential increases again, eventu-
ally becoming more positive than the initial dry mica surface. The changes in surface potential can
be explained by the orientation of the water dipoles described in the previous two figures.



oriented for several layers, continuing the ferroelectric ordering of the first ice bilayer [74].
Additional SFG experiments at low temperature are needed to firmly corroborate this
model.

SPFM has also been applied to studies of the growth of ice films on mica. These re-
cent studies reveal that above a few bilayers of solid ice, a liquid film is present at temper-
atures as low as �20°C. We will not review these new results here, and the reader is di-
rected to the original publications [75].

D. Ion Solvation, Mobility, and Exchange

The frequency-dependent spectroscopic capabilities of SPFM are ideally suited for studies
of ion solvation and mobility on surfaces. This is because the characteristic time of pro-
cesses involving ionic motion in liquids ranges from seconds (or more) to fractions of a mil-
lisecond. Ions at the surface of materials are natural nucleation sites for adsorbed water.
Solvation increases ionic mobility, and this is reflected in their response to the electric field
around the tip of the SPFM. The schematic drawing in Figure 29 illustrates the situation in
which positive ions accumulate under a negatively biased tip. If the polarity is reversed, the
positive ions will diffuse away while negative ions will accumulate under the tip. Mass
transport of ions takes place over distances of a few tip radii or a few times the tip–surface
distance.

Surface ions are thus expected to substantially contribute to the polarization force at
low frequencies. Also, one expects different ions to have different solvation properties and
mobility. These phenomena can be explored by SPFM. They are important in surface re-
actions, ionic exchange processes between surface and bulk ions, rock weathering, ion se-
questration, and other environmental problems.

We have performed ionic mobility studies on mica and in alkali halide surfaces. Here
we shall describe some results obtained on mica with different surface ions. Alkali halides
will be discussed in detail in the next section.

Muscovite mica naturally contains K� ions on its cleavage surface. A fraction of
these ions become solvated and mobile in humid environments. Experiments were per-

FIG. 29 Schematic diagram of a negatively charged tip attracting positively charged ions under it.
Diffusion of surface ions is enhanced by solvation in humid environments.



formed to determine the response time of the polarization force as a function of humidity.
To that effect a square bias voltage such as the one in Figure 30 was applied to the tip. The
response time of the force to the sudden changes of bias voltage can easily be measured.
The K ions of the mica surface were then exchanged by other ions by washing the mica in
appropriate solutions. For example, in acids or in pure water, K� is replaced by H�. In Mg-
and Ca-sulfate solutions, Mg� and Ca� ions replace K�, as verified by x-ray photoelectron
spectroscopy [76]. The response time for these different ions as a function of humidity is
shown in the graph in Figure 31. It is clear that H� (or H3O�) ions are much more mobile
than K�, while these ions are more mobile than Mg� and Ca�.

E. Water Adsorption on Alkali Halides

Adsorption of water on salt crystals plays a key role in many atmospheric and environ-
mental processes. Alkali halides in particular play an important role in the first stages of
drop growth in clouds. To understand the atomistic details of the wetting and dissolution
processes that take place in these crystals, we applied SPFM to the study of the adsorption
of water vapor on single crystal surfaces and the role of surface defects, such as steps.

The (100)-oriented crystals of various alkali halides were prepared by cleavage and
placed in a humidity-controlled chamber housing the SPFM microscope. Two types of ex-

FIG. 30 Top: Square voltage waveform applied to the tip. Bottom: Corresponding changes in tip
deflection (converted to force after multiplying by the lever spring constant). There is a net attractive
force for both the positive and the negative cycles, but it takes time to reach the final force value. Note
that the square-wave voltage is not symmetrical around zero. An offset is applied to compensate for
the contact potential difference between the tip and the surface. This offset is dependent on humidity
and is equal to the potential difference between the tip and the sample. (From Ref. 78.)



periments were performed as a function of relative humidity: (a) contact potential changes,
��, and ionic mobility or, more precisely, response time, �; and (b) topographic and con-
tact potential mapping. The first type was performed with the tip at a fixed position, at a
height of about 1000 Å over the surface. A square-wave bias plus an offset dc potential was
applied to the tip. The response time was determined from the exponential change of the
lever deflection (i.e., electrostatic force) to the abrupt change in bias, similar to the exper-
iments on mica described in the previous section. The contact potential was determined
from the offset voltage that was necessary to obtain a symmetrical force response, i.e., the
same force in the positive and negative cycles. In this manner, both �� and � were mea-
sured for each humidity value. The results, shown in Figure 32 for the case of KF, indicate
that there is a characteristic relative humidity (RH � A) that separates two different water
adsorption regimes. The values of A for several salts studied are listed in Table 1.

In the low-humidity regime (RH � A), �� increases monotonically. When RH � A,
the K salts show a decrease in ��, followed by a constant plateau for RH � A. For NaCl,
�� continues to increase but at a lower rate. The response time � also shows a different be-
havior below and above A, which is manifested by a change in the slope of log(�).

Images acquired in 2� and 1� ac-SPFM modes reveal the following changes: Below
point A, there is little topographic change, as seen in both contact AFM and 2� SPFM im-
ages. However, above A, rapid step motion occurs. The straight step edges that are present
on the dry surface after preparation become curved. Small structures and sharp corners dis-
appear. At even higher humidity values (RH � B), the deliquescence point is reached and
the surface becomes featureless and smooth, due to the formation of a liquid film. A series
of images illustrating this is shown in Figure 33 for NaCl [77].

The contact potential image (1�) shows a striking contrast difference below and
above point A. At low humidity there is a strong enhancement of �� at the step edges; i.e.,

FIG. 31 Semilog plot of the force–response time measured over mica and ion-exchanged mica sur-
faces as a function of relative humidity. The time constant characterizes the mobility of different sur-
face ions at different humidity values. (From Ref. 76.)



FIG. 32 Top: Semilog plot of the time constant � for ionic motion as a function of RH for KF. Bot-
tom: Simultaneously measured contact potential. At a critical humidity A, there is a break or a change
in slope in these two surface properties. Below A, water solvates preferentially cations at the step
edges. Above A, the rates of dissolution (solvation) of anions and cations are similar and water uni-

TABLE 1 Relative Humidity Values at Which Changes in the Slope of
Surface Potential (Point A) Occur

Salt

NaCl KF KCl KBr

Point A 46% 20% 68% 52%
Point B 73% 25% 87% 86%

At point B, the steps disappear due to surface dissolution. This is the deliquescence point.
Source: Ref. 78.



the steps are more positive than the surrounding terraces. The enhancement reaches a max-
imum somewhere around RH � A/2 and decays to zero at point A. Examples of such im-
ages are shown in Figure 34.

Based on these results, a model of the water adsorption on alkali halide surfaces was
proposed [78], which we summarize here. Point A corresponds to the saturation of the first
water monolayer, a result that agrees with the infrared spectroscopy results of Ewing and
Peters [79]. At lower humidity (RH � A), water solvates cations preferentially at the step
edges. The mobile cations remain electrostatically bound in the vicinity of the negatively
charged steps, giving rise to a decorative ribbon and making the local surface potential pos-
itive. The average surface potential also becomes more positive. At point A both cations and
anions dissolve at similar rates, removing the fixed negative charge accumulated at the
steps and triggering rapid step motion. In order for step motion to take place, mass trans-
port of both ionic species (cations and anions) must occur. Since water dissolves mostly
positive ions before point A is reached, no motion or only slow motion of the steps is ex-
pected. Anion solvation after point A produces a decrease in surface potential and also a
change in the response time. Rapid displacement of step edges can now take place, since
both cations and anions are dissolving, thus making mass transport possible.

Finally, upon reaching the deliquescence point, the surface step structure collapses
and a thick liquid film is formed.

F. Corrosion

We conclude this review with an example of the application of SPFM to corrosion studies.
Atmospheric chemical corrosion constitutes a severe threat to the structural integrity of

FIG. 33 4-�m � 4-�m SPFM images of NaCl acquired as the humidity increases from 50 to 73%.
A large multiatomic step (darkest shade) about 50 Å high runs approximately along one diagonal.
Many smaller steps join this large step. The smaller steps evolve quickly, many of them disappearing
as the humidity increases. At the highest humidity (73%), the features become unstable and the im-
age changes abruptly to one without any features. This corresponds to the deliquescence point, and
the surface is now covered by a liquid film. A contact AFM image (2-�m � 2-�m) acquired after
lowering the humidity to under 20% is shown at the bottom right. Only monoatomic steps are ob-
served. (From Ref. 77.)



many metals and is responsible for considerable economic loss [80–84]. For example, sul-
furic acid droplets from acid rain or dew deposition are the principal cause of the corrosion
of aluminum. Since atmospheric corrosion reactions occur at the solid–liquid interface and
involve submicrometer-thick liquid films and droplets, studying these reactions is difficult.
SPFM, in combination with infrared reflection absorption spectroscopy (IRAS), has been
used to follow in detail the physical and chemical changes occurring during the corrosion
of aluminum by sulfuric acid droplets in humid environments [85]. In situ IRAS studies re-
vealed that hydrated aluminum sulfate is the principal product of the corrosion reaction.
The rate of corrosion, measured by the appearance of hydrated aluminum and sulfate ions,
was found to be strongly dependent on the relative humidity (RH). At 30% RH the corro-
sion rate remained low and constant over time, whereas at 80% RH and above, more than
a fivefold increase in the rate was observed.

SPFM experiments were performed on sulfuric acid deposited on the surface of alu-
minum films on silicon. A macroscopic droplet was first deposited and then rapidly dis-
persed using a jet of gas. This produced submicrometer-sized droplets. The initial concen-
tration of the sulfuric acid ranged from 20 to 98 wt.%. However, the acid droplets
equilibrate rapidly with the ambient water vapor. For example, at room temperature and RH
� 30%, the concentration of sulfuric acid is 55 wt%; at 90% RH, it is 20 wt%. The increase
in droplet volume as they equilibrate with the ambient humidity is shown in Figure 35.

After 30–60 minutes at RH � 90%, the droplets undergo a dramatic morphological
change. After reaching maximum swelling, the droplets suddenly spread, as shown in Fig-
ure 36. Separate contact-angle measurements showed that dilute sulfuric acid droplets have

FIG. 34 3-�m � 3-�m SPFM image of a KCl surface at a relative humidity below point A (68%).
Top: Topographic image (2�). Bottom: 1�-amplitude image acquired simultaneously. The contrast
in this image is due exclusively to local contact potential. Cursor profiles are shown on the right side.
Notice the large enhancement at the step edges, where the potential becomes positive relative to that
of the surrounding terraces. (From Ref. 78.)



larger contact angles with the Al surface than do concentrated droplets, so we can rule out
changes in wettability as a source of the spreading. In addition, in experiments performed
on gold, which does not react with sulfuric acid, the droplets only swelled and did not
spread over a 2-hour period at 90% RH. The spreading coincides with the onset of the cor-
rosion reactions, as indicated by the rapid growth of the SO4

�2 and Al(H2O)x
�3 infrared ab-

sorption bands.

FIG. 35 6-�m � 6-�m SPFM images of sulfuric acid droplets on an aluminum substrate. Swelling
of the droplets is observed as a result of increasing the relative humidity (RH). (From Ref. 85.)

FIG. 36 Morphological changes of the sulfuric acid droplets as a function of time at about 94%.
The three droplets (marked D) are the same as those shown in Figure 35. After a period of time of
about 10 or more minutes, the droplets spread and coalesce (S). Spreading coincides with the corro-
sion reaction of the aluminum substrate. Image size is 10 �m � 10 �m. (From Ref. 85.)



When the humidity is subsequently decreased to 20%, several morphologically dis-
tinct phases are detected. As shown in Figure 37a, a uniform salt-acid solution drop is seen
at high humidity (RH � 90%). As the RH decreased to 79%, small droplets start to segre-
gate (Fig. 37b). The number and size of these droplets increased as the RH decreased fur-
ther (Fig. 37c). These droplets remained liquid even at RH � 20%, strongly suggesting that
they consist of unconsumed sulfuric acid phase-separated from the aluminum sulfate solu-
tion during the drying process. This phase separation is indeed supported by the IRAS re-
sults.

The solid precipitate could be easily detected by contact AFM. An image taken in this
mode at 20% RH is shown in the bottom image of Figure 38. The image reveals holes that
penetrate the sulfate salt layer down to the underlying substrate. The holes are filled with
the segregated acid droplets, as evidenced by the SPFM image shown in the top image of
Figure 38, taken just before the contact AFM image. The images reveal that, in addition to
the droplets filling the holes, there is a flat liquid pancake ~20 Å high surrounding the

FIG. 37 10-�m � 10-�m SPFM images showing the phase separation between the hydrated alu-
minum sulfate and the excess unreacted sulfuric acid as the humidity is lowered. The aluminum sul-
fate salt precipitates, forming a solid lentillike deposit. At the lowest RH (32%), segregated acid
droplets are surrounded by flat (~20 Å-thick) pancakes of liquid. (From Ref. 85.)

FIG. 38 Left: Enlarged SPFM image of the area showing the liquid droplets after drying of the re-
action solution (previous figure). Right: Contact image acquired immediately after. The craters in this
image are filled with the liquid acid droplets. The flat liquid pancake surrounding the droplets fills a
shallow depression (~10 Å) in the sulfate precipitate. (From Ref. 85.)



droplets. These pancakes are contained in shallow depressions (~10 Å deep) surrounding
the pits.

The following model of the corrosion process can be proposed based on the wealth
of data provided by the combined application of SPFM, contact AFM, and IRAS: At low
RH, the principal corrosion product, hydrated aluminum sulfate, is solid. It acts as a diffu-
sion barrier between the acid and the aluminum substrate and prevents further corrosion.
The phase separation observed between the acid and the salt at low RH strongly suggests
that the salt inhibits further corrosion once it precipitates. At high RH, on the other hand,
aluminum sulfate forms a liquid solution. Sulfuric acid mixes with this solution and reaches
the underlying substrate, where further reaction can occur. The fluid sulfate solution also
wets the surface better and thus spreads the sulfuric acid. The two processes assist each
other, and the corrosion proceeds rapidly once the critical RH of 80–90% is reached.

V. CONCLUSION

An AFM-based technique, scanning polarization force microscopy, has been developed
that is capable of imaging liquid films and droplets with a resolution of a few hundred
angstroms in the xy plane and 1 angstrom in z. This technique operates on the principle of
electrical polarization of the substrate and the ensuing electrostatic forces. It can be oper-
ated in the dc and ac modes to provide a wealth of information. Topographic mapping and
surface potential mapping can be performed simultaneously. In addition, the frequency of
the ac bias can be varied to distinguish between different surface processes that have char-
acteristic response times. At present, with frequencies in the range of up to several kilo-
hertz, SPFM provides a very useful tool to study ionic mobility, particularly on surfaces
that can adsorb water from moist environments. In that respect SPFM should be a power-
ful tool in environmental research, in the weathering of rocks and other materials that are
present in the form of microparticulates in the atmosphere. SPFM has demonstrated its use-
fulness in studies of disjoining pressure, by measuring the shape of nanometer-size droplets
on surfaces.

Further developments promise an even brighter future for the technique. We are cur-
rently working on extending the frequency to the megahertz range, which might open the
way to spectroscopic and dielectric studies of polar molecules. As we have discussed, sev-
eral successful attempts at implementing high-frequency modulation have already been
carried out in several laboratories.
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I. INTRODUCTION

The spreading of liquids on solid surfaces is of considerable interest and importance in
many fields of activity. The dynamic aspects of spreading are particularly relevant in sev-
eral practical applications in industry, such as coating, adhesive bonding, printing, and
composite manufacturing. When inks or paints are applied, they must wet their substrates
before solidifying. Similarly, good spreading is required to ensure interfacial contact be-
tween two phases when applying a polymeric adhesive or in the manufacturing of com-
posite materials.

Capillary phenomena are also essential in tribology and in many biological systems,
such as blood circulation and eye irrigation, involving the formation and persistence of the
lachrymal film.

The equilibrium at the solid (S), liquid (L), and vapor (V) triple line is described by
Young’s equation [1] in the form

�SV � �SL � � cos �0 (1)

where �SV, �SL, and � represent interfacial tensions for the solid/vapor, solid/liquid, and liq-
uid/vapor interfaces, respectively, and �0 is the equilibrium contact angle between the tan-
gent planes to the S/L and L/V boundaries at the three-phase line, or triple line. One sim-
ple way to derive Young’s equation is to consider the local force balance parallel to the
solid surface, although more rigorous approaches exist based on surface thermodynamics
[2–4].

When a liquid spreads spontaneously on a (flat) rigid solid, in either the wetting or
dewetting mode, a dynamic equilibrium is set up in which the nonequilibrated Young force,
corresponding to excess capillary energy, causes triple-line motion. Simultaneously, vis-
cous dissipation in the liquid, chiefly near the wetting front, acts as an energy sink and mod-
erates spreading speed [5]. Although many commonly encountered solids are, to all intents
and purposes, infinitely rigid as far as capillary forces are concerned, soft solids such as cer-
tain classes of polymers and gels can be deformed significantly. Deformations involved are
generally in the mesoscopic range (of the order of �/�, where � is the surface tension of the
liquid and � is the shear modulus of the solid [6]), yet they can have marked macroscopic
effects. A “wetting ridge” is formed at the triple line, as the wetting front advances or re-



cedes, this ridge accompanies the motion leading to energy dissipation due to the hysteretic
nature of the soft substrate and the strain cycle undergone [7]. Following a number of ex-
perimental studies [8–14] it is now well established that the wetting ridge, typically of the
order of tens of nanometers in height, can be so important in its consequences that viscous
dissipation within the liquid becomes virtually negligible.

The process of “viscoelastic braking” just described has certain parallels with the dy-
namic adhesion of elastomers. When, for example, a rubber strip is peeled from a rigid sub-
strate, the effective, or apparent, work of adhesion, W, is usually much greater than the in-
trinsic, or reversible, energy of adhesion, W0, given by the Dupré equation [15]:

W0 � �1 � �2 � �12 (2)

where �1, �2 represent the surface free energies of the solids in contact and �12 is their in-
terfacial free energy.

As has been known for many years now, the extra energy is associated with the vis-
coelastic dissipation occurring in the deformed rubber in the vicinity of the fracture front
[16–19]. It turns out that the effective energy of adhesion can often, to a good degree of ap-
proximation, be expressed as W0 multiplied by a factor involving viscoelastic properties of
the polymer (dependence on fracture rate and temperature). The degree of cross-linking of
the elastomer is also relevant [20]; even in the case of quasi-static adhesion as measured by
the JKR test [21], it has been shown that apparent adhesion can increase with average in-
ter-cross-link molecular weight, Mc (at least in the fracture mode, if not in the formation
mode) [22].

In this chapter, we will review the consequences of solid deformation in the kinetics
of the spreading of a liquid on a soft material, in both wetting and dewetting modes. The in-
fluence of solid deformation induced by the liquid surface tension will be shown in the case
of a liquid drop placed on a soft elastomeric substrate and in the case of an unstable liquid
layer dewetting on a soft rubber. The impact of solid deformation on the kinetics of the wet-
ting or dewetting of a liquid will be analyzed theoretically and illustrated by a few concrete
examples. The consequences of solid deformation in capillary flow will be also analyzed.

II. BASIC THEORY

A. Capillarity and Elasticity at the Triple Line

We shall first consider the local behavior near a solid/liquid/vapor triple line (NB: the va-
por could be replaced by a second liquid, immiscible with the first, but we shall refer to “va-
por” in order to avoid possible confusion). Figure 1 corresponds to a schematic representa-
tion of the wetting front. Although horizontally (i.e., parallel to the undeformed solid
surface), components of interfacial tensions balance (at least at equilibrium), vertically, �
sin � is counteracted by a stress field within the solid, leading to the formation of what we
term a wetting ridge. Angle � may be either the static equilibrium angle, �0, or a dynamic
angle during spreading, �(t), where t is time. The following argument also applies to the lat-
ter case, since spreading phenomena will occur at a rate far below the speed of sound in the
various phases and local force equilibrium is therefore ensured.

More complete analyses have been effected [6,23], but we shall present here a sim-
ple scaling procedure in order to isolate the essential nature of the wetting ridge. Consider
a zone of typical linear dimension � in the vicinity of the triple line, which corresponds to
the solid disturbed by the capillary force � sin �. Within this region, a stress of order of



magnitude � results. For local, vertical equilibrium to ensue, we have:

�� � � sin � (3)

Adopting h as the height of the wetting ridge, we have local strain, �, given in order of mag-
nitude by:

� � �
�
h

� (4)

Taking the solid to the Hookean, we have � � �Y, with Y being Young’s modulus.
Using Eqs. (3) and (4), we obtain as a scaling law:

h � �
� s

Y
in �
� (5)

This simple expression really states that the perturbation to the solid is of dimension
determined by the ratio of liquid surface tension to solid Young’s modulus (i.e., capillarity
versus elasticity) modulated by the angle of application of �. Equation (5) demonstrates why
the vertical component of surface tension is often neglected. Typically, a “hard” solid such
as a metal presents a value of Y of the order of 100 GPa, and an organic liquid, a � of the or-
der of 3 � 10�2 Nm�1. With a contact angle of 90°, h � 10�2 Å: clearly a value without any
physical meaning since we are well below the scale of applicability of continuum mechan-
ics. However, many soft (and also dissipative—this is important in the following) solids,
such as gels and elastomers, present Young’s moduli of the order of 1 MPa (or less). With
similar liquids, we may expect a value of h of about 30 nm or more—still small but non-
negligible. As we shall see, this mesoscopic effect may lead to macroscopic consequences.

The foregoing suggests a scale for h but not the shape of the wetting ridge. More de-
tailed analysis [6] leads to the form:

h(x) ��
2(1 � �

�

2

Y
)� sin �
� ln | �

L
x

� | (6)

FIG. 1 Schematic representation of disturbed triple-line region on a soft solid.



where � is Poisson’s ratio for the solid, x is (horizontal) distance from the triple line, and L
is a cutoff distance that can be related to a datum depth within the solid (this constant is a
usual consequence of 2-dimensional stress analysis). Due to the logarithmic dependence of
h(x) on x, there is a cutoff at | x | � +. For | x | � +, Eq. (6) no longer applies, and the be-
havior of the solid within this region is no longer linearly elastic [6]. Note from Figure 1
that the “true” contact angle is now somewhat greater than �. However, in the context of
wetting it may be shown that the conventional definition of this quantity, i.e., the angle sub-
tended between the L/V and the undisturbed solid surface, remains the angle to be em-
ployed in subsequent analysis (unless we are dealing with an extremely small sessile drop
(radius of the order of microns or less) and the solid is exceedingly soft [24]).

In the case of elastomeric solids, which we shall treat later, � � 0.5, thus Eq. (6) sim-
plifies to:

h(x) � �
�

2
s
�

in
�

�
� ln | �

L
x

� | for | x | � + (7)

where � is the shear modulus of the elastomer (Y � 3�).

B. Evidence of the “Wetting Ridge”

Direct evidence for the existence of the wetting ridge, whose size can be estimated from
Eq. (5) and whose form corresponds to Eq. (7), has been obtained [8]. The solid substrate
used was a silicone rubber of low Young’s modulus, Y � 1.9 MPa (RTV 615, General Elec-
tric Co.) and the liquid, tricresyl phosphate (TCP, Aldrich Chemicals). Scanning white-
light interferometric microscopy was used to investigate topographical modifications near
the triple line elastomer/TCP/air. Figure 2 shows the surface profiles obtained with the
undisturbed, smooth elastomeric surface (arithmetic mean roughness of about 2 nm) and

FIG. 2 Results of white-light interferometric microscopy observation near the triple line of a drop
of tricresyl phosphate (TCP) on a soft silicone rubber (RTV 615, General Electric Co.).



that perturbed by the proximity of a wetting triple line. By estimating the distance L, from
Eq. (7), as being about 60 �m, it was found that the ridge height, h0, was approximately 30
nm. As can seen in Figure 2, the theoretical profile of the wetting ridge, given by Eq. (17),
is in good agreement with experimental observation.

Considering Figure 1, it may now be argued that the equilibrium contact angle is no
longer �0, since the angle subtended between the tangents of the L/V and S/L interfaces at
the triple line is now somewhat greater, �0 � 	. However, a semivariational analysis has
been effected that leads to the conclusion that Young’s equation (with �0 defined in the
usual way), with respect to the undisturbed solid surface, should still be valid in nearly all
circumstances [24].

C. Dynamic Considerations

Unless we are considering an exceedingly small sessile drop on a very soft solid, as stated
earlier, the conventional contact angle, �0, as defined by the Young equation, is still the per-
tinent value to be considered at equilibrium and the existence of a wetting ridge is of rather
academic interest. However, in the context of spreading (wetting or dewetting), the solid
deformation can have a very marked effect on dynamic behavior. As the triple line moves
toward equilibrium, a wetting ridge accompanies it on a soft solid. The advancing wetting
front raises the solid immediately ahead of its path and, after passing, releases the strained
solid. As a result, a surface layer of solid [of thickness of the order of L as given by Eq.
(7)—typically of the order of 50 �m in the case of a soft elastomer] undergoes a strain cy-
cle. If the solid were to be purely elastic, all strain energy would be restored after passage
of the triple line, and the wetting ridge would not contribute to the overall dynamic behav-
ior. However, soft elastomers (and other soft solids) are, in general, viscoelastic and there-
fore lossy. As a result, the strain cycle results in energy loss by dissipation, and this must
be allowed for in the dynamic energy balance of spreading.

A rigorous approach to evaluating this dissipated energy has previously been under-
taken [7] and later improved to allow for the behavior of practical elastomers [9–12]. How-
ever, we shall present here a simplified argument in order to arrive at the essential scaling
law and will subsequently quote the more exact version.

Consider the work, E1, effected when the vertical component of liquid surface ten-
sion, � sin �, “lifts” the local solid to a height h—that of the wetting ridge. This work, per
unit length of triple line, is simply h� sin �. Using Eq. (5), we obtain:

E1 � �
�2 s

Y
in2 �
� (8)

In fact, the horizontal component of liquid surface tension, � cos �, is not without ef-
fect, since the triple-line region now “protrudes” from the bulk solid. This component leads
to a stretching of the surface layer of solid on the vapor-phase side of the triple line for � �
�/2 or on the liquid side for � � �/2. By analogy with Eq. (8), we have a second contribu-
tion to the work effected, E2:

E2 � �
�2 c

Y
os2 �
� (9)

and thus the overall work supplied by the liquid surface tension and transferred to the solid
(per unit length of triple line) is given by:

E � E1 � E2 � �
�

Y

2

� (10)



As the wetting front advances at speed U, the solid undergoes a strain cycle at a va-
riety of frequencies, ƒ, the local frequency depending on the distance of the element of solid
from the contact line at the moment under consideration. The solid the furthest from the
contact line, yet still perturbed by the presence of the three-phase line, is at a distance of ca.
� and thus “feels” a strain cycle at frequency U/�. At the other extreme, near the lower cut-
off at | x | � +, the frequency is ca. U/+. The latter frequency will be dominant, since it is in
the direct vicinity of the three-phase line that the solid is strained the most. As a conse-
quence, and using Eq. (10), we can define the rate at which work is being done as:

E
•

� �
�

Y

2

+

U
� (11)

A viscoelastic solid may be characterized by a complex tensile modulus, Y*(ƒ), a
function of strain rate frequency, ƒ,

Y*(ƒ) � Y(ƒ) � iY �(ƒ) (12)

where Y and Y � are, respectively, storage and loss components of the modulus and i2 �
�1. The fraction of strain energy dissipated in a cycle is given by the loss tangent, tan �(ƒ)
[� Y�(ƒ)/Y(ƒ)], or, alternatively, tan �(U), since ƒ � U/+ in the present context. We may
thus write an expression giving the quantity of energy dissipated per unit time and per unit
length of triple line, D

•

:

D
•

� E
•

tan �(ƒ) � �
�

Y

2

Y
U



Y
(U
�(U
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)

� (13)

where Y � | Y*(ƒ) |.
Equation (13) gives the basic scaling law for dissipation. But if a more rigorous treat-

ment is applied, we obtain [7]:
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•

� �
2
�

�

2

�

U
+

� (14)

Given that for a rubber compound, Y � 3�, comparison of Eqs. (11) and (14) shows
that the simple scaling argument is in agreement with the more exact expression to within
a factor of about 2.

However, use of the loss tangent in Eq. (13) is an oversimplification. Instead, we
shall make use of an empirical dissipation law obtained in the study of rate-dependent ad-
hesion of elastomers (19). Maugis and Barquins [19], in order to explain the dynamic ad-
hesion of elastomers in a variety of test configurations (peel, flat punch, etc), proposed the
following relation:

G � W0 � W0 ,(aTv) (15)

where G is the strain energy release rate, W0 is the Dupré energy of adhesion [15], ,(aTv)
is a dimensionless function of separation rate v, and aT is the Williams, Landel, and Ferry
time–temperature shift factor [25]. It was shown that ,(aTv) varied as vn, where the con-
stant n was of the order of 0.5–0.6. Given that similar elastomeric materials will be con-
sidered in wetting and dewetting, we replace Eq. (13) by Eq. (16):
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U
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0
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(16)

where U0 is constant, which may be taken as a characteristic speed.



D. Triple-Line Motion

The preceding description applies to energy dissipation during triple-line motion, irrespec-
tive of the overall context of the process. In practical terms, the three-phase line can either
advance, as in the case of wetting, or recede, as in dewetting. Both wetting and dewetting
are of considerable importance. The former is essential in, for example, the manufacture of
composite materials when fibers must be adequately (completely) covered by a polymeric
resin. Dewetting is necessary in the application of windscreen wipers on a road vehicle! In
the case of spin casting or coating, the aim is to obtain a homogeneous, thin layer of a liq-
uid, before solidification, on a given substrate. If the equilibrium contact angle of the liq-
uid, �0, is nonzero and the applied film is too thin, spontaneous dry patches may form and
ruin the uniformity of the coating. This is an undesirable case of dewetting. In both wetting
and dewetting, it will be shown how deformation of a soft substrate may markedly slow
down movement of the triple line.

E. Wetting of a Sessile Drop

We can consider the spreading of a sessile drop on a soft, lossy substrate rather like the ad-
vance of a “negative” crack and thus use fracture mechanics concepts, as was the case in
the derivation of Eq. (15) for the separation of an elastomer from a rigid solid. The term
negative is used since the spreading of a drop leads to the creation of solid/liquid interface
rather than separation.

Equilibrium at the triple line satisfies Young’s equation [Eq. (1)], but if the contact
angle as a function of time, �(t), is greater than �0, then there is a net spreading force act-
ing per unit length of triple line and given by [5]:

F � �SV � �SL � � cos �(t) � �[cos �0 � cos �(t)] (17)

By analogy with Eq. (15), this may be expressed as:

W0 � G � �[cos �0 � cos �(t)] (18)

where

W0 � �SV � � � �SL � �(1 � cos �0) (19)

and

G � �[1 � cos �(t)] (20)

Thus the “strain energy release rate” is effectively an “instantaneous” value of
Dupré’s energy of adhesion, with � � �(t) instead of the equilibrium value. The sign re-
versal in the left-hand side of Eq. (18) when compared to Eq. (15) is due simply to the fact
that we have a “closing crack” with a spreading liquid.

The equivalent of the right-hand side of Eq. (15), the dissipation, is composed of two
additive terms. One is due to viscous shear within the liquid, and the other is due to vis-
coelastic losses in the wetting ridge. We may thus write:

W0 � G � �
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0
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(21)

The first term on the right-hand side of Eq. (21), due to viscous dissipation, in-
volves liquid viscosity, -, and a logarithmic ratio of drop contact radius and a molecular
cutoff, �. This viscous term [5] is, however, small compared to the viscoelastic dissipa-



tion, and we shall henceforth neglect it. Rearranging Eq. (21) without the viscous contri-
bution gives:

U � U0 ��2�

�

�
2

+
� (W0 � G)	1/n

� U0 ��2�

�

�+
� (cos �0 � cos �(t))	1/n

(22)

Practically, contact angles are measured as a function of time t after deposition of liq-
uid drops. The spreading speed, U, is given by dr/dt, with r being the drop radius at time t.
In the following, the dynamic contact angle will sometimes be expressed as a function of
the spreading speed, U [�(t)  �(U)].

III. WETTING DYNAMICS

A. Evidence of Viscosity-Independent Spreading

As illustrated in Figure 3, contact angle �(t) as a function of time t for three liquids of
widely varying viscosity - but similar surface tension � was measured on an elastomer.
Drops of 2 �L were placed on a silicone rubber (a two-component silicone, RTV 630, Gen-
eral Electric Co.) at 20°C. The contact angles were measured with a Ramé–Hart contact-
angle goniometer equipped with a video camera connected to a video recorder and printer.
Contact angles �(t) were measured as a function of time after deposition, t. It was possible
to analyze up to 24 frames/s. Each contact-angle value is the average of five measurements,
the standard deviation is of the order of 0.5 degree or less.

The shear modulus of the elastomer, �, was 1.5 MPa. The liquids used were N-
methylpyrrolidone, NMP (- � 2 cP, � � 41.2 mN m�1), NMP containg 17.5 wt% of poly-
imide, PI (Whitford Plastics Ltd) (- � 150 cP, � � 41.5 mN m�1), and NMP containing
28 wt% of PI (- � 1250 cP, � � 42.8 mN m�1). The rubber samples were placed in a glass
box saturated in vapor of the relevant liquid to eliminate any interference due to evapora-
tion of NMP from the drops and to prevent water vapor pickup from the atmosphere.

FIG. 3 Evolution with time, t, of contact angle, of NMP, with NMP containing 17.5 wt% of poly-
imide and NMP containing 28 wt% of polyimide.



Although the three liquids have very different viscosities, it is remarkable to observe
that the general variation of contact angles after deposition follows essentially similar de-
pendence with time t. The contact angles reach relatively stable values after 20 minutes,
whatever their viscosity. However, equilibrium contact angles, �0, were measured after 2
h, when the systems had apparently reached equilibrium. A viscosity-dependent regime
would have allowed a more quickly attained stable value for the least viscous fluid (- � 2
cP) and a longer time to equilibrium for the highest value of viscosity (- � 1250 cP).
Therefore, the spreading dynamics of the three liquids is not governed by viscosity. Ac-
cording to Eq. (21), replacing W0 and G by the Young–Dupré equation (W0 � �(1 � cos
�0) and G � �(1 � cos �(U )) and neglecting viscous dissipation we obtain:

cos �0 � cos �(U ) � �
2�

�

�+
� ��

U
U

0
��n

(23)

Equation (23) may be written as:

log[cos �0 � cos �(U )] � n log U � log��2��

�

+Un
0

�� (24)

Since the second member on the right-hand side is essentially constant for the solid
and liquids considered, we should expect a plot of log[cos �0 � cos �(U )] versus log U to
give straight lines of gradient n that are directly superposable, irrespective of liquid vis-
cosity.

Figure 4 gives the results corresponding to Figure 3 plotted in this manner. As can be
seen, the relationship between log[cos �0 � cos �(U )] and log U is satisfactorily linear
within a range covering approximately three decades of speed. In addition, the results ob-
tained for the three viscosities of 2, 150, and 1250 cP lie on the same line, within the lim-
its of experimental scatter, thus showing that the motion is governed essentially by the vis-
coelastic properties of the (same) substrate and not by liquid viscosity. The values of
gradient n are, respectively, 0.24, 0.24, and 0.22 for the viscosities 2, 150, and 1250 cP, giv-

FIG. 4 Variation of cos �0 � cos �(U) as a function of the spreading speed U, both on logarithmic
scales, corresponding to viscoelastically controlled spreading for the three liquids of Figure 3.



ing an average value of 0.23 � 0.01. These values would seem to be rather low, but it
should be pointed out that the elastomer was not preswollen for the experiments reported
here, although the experiments were effected in atmospheres saturated with the vapor of the
relevant liquid to eliminate potential evaporation effects. Typical value of n found in adhe-
sion experiments are in the range of 0.5–0.6 [19]. It has been hypothesized that swelling of
the substrate by the liquid influences the behavior of the solid material and modifies the
value of n, as will be demonstrated and interpreted in the next subsection.

B. Swelling Effect

To investigate the influence of swelling of the substrate by the contacting liquid, the con-
tact angle � of sessile drops of tricresylphosphate, TCP (drop volume 2 �L, viscosity - �
70 cP, surface tension � 40.9 mN  m�1), has been measured as a function of time after de-
position, t, on flat, smooth, horizontal surfaces of soft and rigid solids at 20°C. The method
of measurement of contact angle is the same as in Section III.A.

Although TCP is a liquid of low volatility at 20°C, solid samples were placed in a
closed glass box to avoid any interference from the room atmosphere.

In the case of relatively high-modulus solids (Teflon PFA, Du Pont de Nemours, �
� 250 MPa, and fused silica, Quartz et Silice, � � 30 GPa), equilibrium contact angles are
attained after only 15 seconds or less, as shown in Figures 5 and 6. For these two rigid ma-
terials, the kinetics of spreading are very similar, although the contact angle on silica is
small compared with that on Teflon PFA. This confirms that viscous dissipation is rela-
tively short lived, even for small equilibrium contact angles.

Figure 5 also gives the variation of the contact angle, �(t), on an elastomer (two-com-
ponent silicone rubber, RTV 630, General Electric Co.) having a low shear modulus, �,
equal to 1.5 MPa. In the first set of experiments, in order to avoid any interference produced
by moderate swelling of the elastomer by TCP during spreading, the rubber samples were
immersed in the liquid for several days prior to the wetting experiments until equilibrium

FIG. 5 Evolution of the contact angle, �(t), of TCP on preswollen silicone rubber (RTV 630, Gen-
eral Electric Co.), Teflon PFA, and fused silica.



swelling was obtained (noted by gravimetry). The samples were then carefully dried su-
perficially before depositing drops of the same liquid on the surface.

Much slower spreading occurs with the rubbery material, with approximately 30
minutes being necessary to achieve equilibrium. This is attributed to local deformation of
the substrate leading to viscoelastic braking of the spreading of TCP. The hypothesis is cor-
roborated by line a of Figure 7. This line has been obtained by plotting the difference be-

FIG. 6 Evolution of the contact angle, �(t), of TCP on nonpreswollen silicone rubber (RTV 630,
General Electric Co.), Teflon PFA, and fused silica.

FIG. 7 Verification of the viscoelastic braking for TCP spreading on silicone rubber (RTV 630,
General Electric Co.). Line a with preswelling, line b without preswelling by TCP.



tween the cosines of equilibrium contact angle, �0, and the instantaneous contact angle,
�(U ), as a function of the liquid spreading speed, U(U � dr/dt, where r is the drop contact
radius). Verification of Eq. (24) with a gradient n � 0.56 suggests that the spreading dy-
namics of TCP on the silicone elastomer is effectively governed by the formation of a wet-
ting ridge at the liquid-drop periphery, with a phenomenon of viscoelastic dissipation in the
wetting ridge. The dissipative properties of the elastomer have also been determined using
the rolling cylinder adhesion test [12]; the value of n was found to be 0.55, which is in good
agreement with the value deduced from wetting kinetic measurements.

Figure 6 presents the variation of the contact angle, �(t), on the same rubber, but this
time the elastomer had not been preswollen by TCP. In comparison with the spreading ki-
netics on rigid solids (Teflon PFA, fused silica), we observe the same qualitative behavior
as before, i.e., a relatively slower variation of the contact angle �(t) on the elastomer. How-
ever, after the main variation of the contact angle occurring within the first 30 minutes, we
observe a very slow, yet continuous, decrease of �(t) over a period of several hours before
a stable value for �0 is obtained.

Application of Eq. (24) leads to the line b of Figure 7. This result suggests that the
spreading dynamics of TCP on the silicone rubber is again governed by the formation of a
wetting ridge. However, the value of the gradient, n � 0.23, is rather low in comparison,
on one hand, with values typically found in dynamic adhesion studies [12,19,26] and, on
the other hand, with the formerly discussed experiments using the preswollen rubber. It is
suspected that moderate swelling of the rubber by TCP, which is of the order of 1 wt% at
equilibrium, may influence the spreading kinetics. Swelling may be responsible for the low
value of n. Further evidence for interference due to swelling is the slow and very long de-
cay of �(t) for several hours before a stable equilibrium value, �0, is reached, with this pe-
riod of time being reduced to 30 minutes when the rubber is preswollen.

To separate purely viscoelastic effects from swelling effects in the set of experiments
reported in Figure 6, a simple model of diffusion of TCP in the rubber substrate has been
developed.

Rubber swelling modifies the liquid/solid work of adhesion, W0, because in addition
to the initial liquid/solid interactions, liquid diffusion into the solid produces supplemen-
tary liquid/liquid interactions, liquid molecules having passed through the liquid/solid in-
terface. Therefore, to the initial work of adhesion in the absence of swelling, W0, an addi-
tional term corresponding to a fraction of the cohesion energy of the liquid, 2�, should be
added. If t is the time of diffusion, the work of adhesion at t, W0(t), can then be expressed
as

W0(t) � W0 � 2�(t)� (25)

with �(t) �� 1. In Eq. (25) neither changes of the volume of the liquid and solid phases
nor possible variations of the solid/liquid interface area are taken into account, given the
low degree of swelling of the rubber by TCP (.1 wt%) and the relatively minor impact of
swelling on contact angle at equilibrium.

To evaluate the time-dependent function, �(t), a simple model of diffusion is pro-
posed. Starting from Langmuir adsorption theory, we consider that liquid molecules hav-
ing diffused into the elastomer are localized on discrete sites (which might be free volume
domains). In these conditions, we can deduce the rate of occupation of these sites by TCP
with time. Only the filling of the first layer of the sites situated below the liquid/solid in-
terface at a distance of the order of the length of intermolecular interaction, i.e., a few
nanometers, needs to be considered to estimate �(t).



As in a monolayer adsorption process, we consider that the rate of filling of sites by
TCP molecules follows first-order kinetics. If N0 represents the total number of free sites
per unit area at time t � 0, and N(t) is the number of sites available at time t, then dN(t)/dt
� �kN(t), where k is the rate constant of the adsorption process. Therefore, N(t) decreases
as N0 exp(�kt), and the number of sites occupied by TCP molecules at t becomes [N0 �
N(t)], a quantity that determines directly the parameter �(t) in Eq. (25). So W0(t) can be
written as

W0(t) � W0 � aN0 (1 � e�kt)� (26)

where a is a constant.
Using the Young–Dupré equation, W � �(1 � cos �), and introducing the boundary

condition of � � �0 for t � 0 (no swelling) and �0( (contact angle at equilibrium with
swelling), we obtain:

cos �0(t) � cos �0 � (cos �0( � cos �0)(1 � e�kt) (27)

Considering that e�kt � 1 � kt (for relatively low values of t) and that cos � � 1 �
�2/2 (for � . 1 rd) allows us to deduce an approximate expression for Eq. (27):

�0(t) � �0 � k �
�2

0

2
�

�0

�2
0(

� t (28)

This last equation explains the linear decay of �(t) observed between 30 and 60 min-
utes (Fig. 8). Now taking the experimental values for �0(t � 0) and �0( (t → () as 53° and
47° allows us to estimate the rate constant of the diffusion process of TCP, k, which is found
to be of the order of 9 � 10�5 s�1. It can be observed that the variation of �0 from 53° to
47° due to swelling is minor. This validates the use of the simplifying hypotheses leading
to Eq. (28).

The accuracy of constant k has been evaluated by comparing the experimental values
of �(t) with the values deduced from Eq. (28) for contact times greater than 30 minutes
shown in Table 1. Good agreement between both series of values justifies the simple model
of diffusion of TCP in silicone rubber.

Considering that the evolution of the contact angle after 30 minutes results only from
rubber swelling, it is possible to separate purely viscoelastic braking from the swelling ef-
fect by taking �*(t) � �(t) � 	t as being the theoretical contact angle in the absence of
swelling (curve c, Fig. 8).

The use of �*(t) in Eq. (24) is shown in Figure 9, where the swelling free linear fit
(line c) has a gradient n of 0.59 and is situated parallel and near to the preswollen data (line
a). This result indicates that the low gradient value of n � 0.23 is related to the slight
swelling of the silicone rubber by TCP. The swelling produces a slow and small decay of
the equilibrium contact angle with time.

Wetting experiments performed using a silicone rubber and TCP as a liquid have
shown the existence of two phenomena. Using the rubber in both its unswollen and
preswollen states, it has been demonstrated that the major effect observed is a slowing
down of spreading after deposition of the liquid drop, as compared with behavior on rigid
solids. This effect is related mainly to viscoelastic dissipation occurring in the wetting ridge
in the vicinity of the triple line. There is also a modification of the spreading kinetics due
to swelling of the elastomer by the liquid and subsequent modification of interfacial inter-
actions. This secondary phenomenon increases the time necessary to attain the equilibrium
value �0. As a result, the value of the factor n of Eq. (24) is apparently reduced. Variation



of interfacial interactions with time due to swelling has a direct impact on the Dupré work
of adhesion at equilibrium. However, swelling may affect also the damping properties of
the elastomer. The small horizontal shift between lines a and c of Figure 9 may be due to a
reduction of the loss modulus, Y�, produced by the swelling of the rubber. This slight shift
is also observed with the cylinder adhesion test performed on swollen and nonswollen rub-
ber tracks.

FIG. 8 Evolution of the contact angle, �(U), of TCP on silicone rubber (RTV 630, General Electric
Co.), (a) preswollen by TCP, (b) silicone rubber, and (c) on silicone rubber after allowing for swelling
effects.

TABLE 1 Comparison Between Values of �(t)exp and Theoretical Values Deduced from Eq. (28)
for t � 30 min (k � 9 � 10�5 s�1 �0 � 53&, and �0( � 47&)

t/s

1800 2100 3600 7200 10800 14400 (

�(t)exp 52.2 52.0 51.3 50.7 50.2 49.7 47.0
�0(t)th 52.2 52.1 51.5 50.3 49.4 48.7 47.0



It has been shown that the kinetics of the spreading of a liquid on a rubber is largely
dependent on viscoelastic dissipation in the wetting ridge of the substrate near the triple
line. This behavior may, in practice, be slightly altered by moderate swelling that modifies
the solid/liquid interactions for long contact times.

IV. DEWETTING DYNAMICS: HARD VERSUS SOFT
SUBSTRATES

A. Hard Substrate

Spreading dynamics plays a key role in numerous applications. However, controlling the
dewetting of liquids may be potentially more important for some industrial uses.

Let us consider a circular “puddle” of liquid, L, on solid, S, in the presence of liquid
vapor, V. The puddle is of radius R0 and small initial thickness e0. We assume that holes
nucleate spontaneously in the puddle and grow with radius r(t) as time t passes because the
equilibrium contact angle, �0, is nonzero. The liquid is unstable as a wetting film. Equilib-
rium thickness of a film, ec, is given by [27,28]

ec � 2K�1 sin �
�

2
0
� (29)

where K�1 is the Laplace or capillary length [K�1 � (�/%g)1/2, in which % is liquid density
and g is gravitational acceleration]. When the film thickness e0 is less than ec, it is unsta-
ble, and holes may nucleate spontaneously due to thermally induced fluctuations. We will
consider the range of r(t) much smaller than R0.

From simple considerations of the local force balance near the triple line, or of free
energy changes, the global driving force for dewetting per unit length of triple line, Fm, is

FIG. 9 Variation of the gradient n with rubber swelling (RTV 630, General Electric Co.). After cor-
rection of swelling effect on �0, line b becomes c. Line a refers to preswollen rubber.



given by

Fm � � � �SL � �SV � �(1 � cos �0) (30)

where �SV and �SL are the solid/vapor and solid/liquid interfacial tensions, respectively.
At the early stage of dewetting, when r(t) �R0, rims form around dry dewetting zones

and the braking force results mainly from shearing of the liquid contained in the wedge of
the liquid rim surrounding a dry zone (see Fig. 10). The profile of the rim is not very dif-
ferent from the profile of a spreading drop, at least at the early stages of the dewetting pro-
cess when the width of the rim stays below K�1, neglecting gravitation.

In these conditions, the two edges of the rim contribute to the dissipation [27,28], and
the global braking force, Fv, satisfies

Fv � �
6
�

-

(U
�U

)
� (31)

assuming that the dynamic contact angles are equal at the two edges of the rim.
Equating the driving and braking forces, we obtain:

U ��
��(U )(1

6-

�

�
cos �0)
� (32)

Therefore, the dewetting speed appears to be constant and, since U � dr(t)/dt, where
r(t) is the hole, or dry-zone, radius, Eq. (32) leads to:

r(t) � �(U ) ���(1 �

6-

c
�
os�0)
�	t (33)

However, on rigid substrates, the growth of dry zones is accompanied by a rim of ex-
cess liquid with width � (Fig. 10). As the dewetting proceeds, � increases. For short times
and � � K�1, the growth of dry patches is controlled only by surface tension forces and the
dewetting speed is constant. A constant dewetting speed of 8 mm s�1 has been measured
when a liquid film of tricresyl phosphate (TCP) dewets on Teflon PFA, a hard fluoropoly-
mer of low surface free energy (� � 250 MPa, � � 20 mJ m�2).

B. Soft, Viscoelastic Substrate

For a deformable yet purely elastic solid, the energy input corresponding to Eq. (14) would
be restored after passage of the triple line, but solids that are sufficiently soft for the wet-
ting ridge to be significant are, in general, lossy, and thus a fraction of the strain energy is

FIG. 10 Formation of a dry patch (zone) in an unstable liquid film on a rigid substrate.



dissipated during spreading. The dissipation function previously adopted with success is of
the form (U/U0)n, where U0 and n are constants [8–12].

Dewetting on soft materials in the following part specifically concerns us. In dewet-
ting, the contact angle stays reasonably constant (and close to the equilibrium value, �0).
Energy dissipation due to liquid viscosity can then be expressed as k-U2, where k is a con-
stant and - is the liquid viscosity [5]. As the triple line recedes, the capillary energy sup-
plied (per unit time and per unit length of the triple line) is given by:

Ḟ � U(� � �SL � �S) � U�(1 � cos �0) (34)

where the second equality follows from Young’s equation. Equating source and sinks, we
obtain:

U�(1 � cos �0) � k-U2 � �
2
�

�
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U
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U
U

0
��n

(35)

which is the fundamental relation describing dewetting on a viscoelastic substrate. The vis-
cous contribution to energy dissipation is minor and will henceforth be neglected. Since U
� dr/dt, where r is the hole, or dry-patch, radius and t is time, Eq. (35) leads to:

r(t) � U0 � 	
1/n

t (36)

The technique used to study dewetting dynamics on materials consists of making a
flat, smooth elastomer surface. A liquid “puddle” is deposited within a 50-mm-diameter
ring of 0.1-mm-thick plasticized adhesive paper adhering to the substrate. The adhesive pa-
per acts as a spacer. A microscope slide is drawn over the liquid to obtain a liquid film of
ca. 0.1-mm thickness. At this thickness, the liquid film is unstable, being much less than
the equilibrium value, ec, of ca. 1.5 mm calculated from Eq. (29). Nucleation of dry patches
occurs spontaneously for the most part, presumably due to surface defects or thermal agi-
tation energy.

The occurrence and growth of dewetted holes, or dry patches, is followed using a
video camera rigged up to a low-power microscope. Using a video recorder, it is possible
to analyze up to 24 frames/second.

For the experiments reported here, the liquid used was tricresyl phosphate (TCP)
(Aldrich Chemical Co.), which has the advantage of low volatility (� � 40.9 mN m�1, %
� 1.14 � 103 kg m�3 and viscosity, - � 0.07 Pa s at ambient temperature).

Figure 11 shows top views of a dry zone growing as function of time, t, in a film of
TCP on a silicone rubber (RTV 615, General Electric Co.) whose Young’s modulus is 2.1
MPa. One interesting feature of the dewetting phenomenon on a soft material is that there
is no rim visible at the periphery of the growing dry patch, with the relatively low speed of
dewetting allowing the rapid equilibrium of Laplace’s pressure in the liquid film.

In order to study effects of cross-linking density, the polymer used was a two-com-
ponent transparent silicone elastomer (RTV 615, General Electric Co.). By varying the ra-
tio of the two components, resin and cross-linking agent, constituting the final rubber, it
was possible to alter the degree of cross-linking, or average inter-cross-link molecular
weight, Mc (measured in gm mole�1). The cross-linking density was modified by varying
the curing agent content from 2 to 20 parts (by weight) for 100 parts of resin. Although no
experiments were undertaken to measure Mc directly, elastic moduli Y were assessed for
the elastomers using hardness measurements (in all cases but for the softest rubber, where

4��+sin2 ��
�

2
0
��

��
�



hardness could not be readily measured—estimation in this case was made using a simple
tensile test). Bearing in mind that the relationship between Young’s modulus Y and shear
modulus � for an elastomer is simply Y � 3�, Mc could be estimated from the classic equa-
tion of rubber elasticity [29]:

Mc � �
%̃R
�

T
� (37)

where %̃ is polymer density, R and T are, respectively, the gas constant and the absolute tem-
perature (%̃ � 1.02 � 103 kg  m�3 for all cross-link densities studied).

The equilibrium contact angle, �0, of TCP on the silicone rubber was found to be 47
� 3°, with a small apparent dependence on Mc, which may possibly be linked to a slight de-
gree of swelling of the elastomer by the liquid, being more accentuated in the case of higher
Mc [30]. The variability being nevertheless small, it will be neglected in the following. Data
concerning the elastomer in its different states of crosslinking are presented in Table 2.

Some comparative dewetting experiments were conducted on a fluoropolymer,
Teflon PFA (du Pont de Nemours and Co.) representing a relatively rigid substrate (� �
250 MPa) with similar surface characteristics (surface free energy �S � 20 mJ  m�2).

FIG. 11 Dry patch growing in a film of TCP on silicone rubber (RTV 615, General Electric Co., Y
� 2.1 MPa). The origin of time, t, is the nucleation of the patch (the scale represents 1 mm). Note the
absence of rim around the dry zone.



In Figure 12 we present results of hole formation in the TCP layer on the silicone
elastomer for different values of Mc, together with a summary of those on Teflon PFA for
purposes of comparison. The radius of the hole, r(t), is given as a function of time, t, from
hole initiation. Results are the averages of five experiments for the silicone elastomer. It is
clear that, in all cases, the relationship is linear, in accordance with Eq. (36); and what is
more, the gradient increases with the elastic modulus of the polymer, Y (or �). The Teflon
PFA has the highest dewetting speed of 8 mm s�1, and the silicone rubber of Young’s mod-
ulus of 0.01 MPa has the lowest, at 0.048 � 0.007 mm s�1.

We therefore have qualitative evidence for the dependence of the dewetting speed on
the elastic properties of the substrate. Dependence of wetting on the elastic modulus was
previously suggested in the case of thin substrates [31]. It may be conjectured that cross-
linking affects the surface properties of the elastomer and, therefore, wettability. However,

TABLE 2 Data Concerning the Silicone Elastomer in Its Different States of
Cross-linking

Y (MPa) � (MPa) Mc (gm·mole�1) �0(&)

0.01 0.003 750 000 44
0.65 0.217 11 500 45
1.8 0.6 4 150 47
2.1 0.7 3 550 50

FIG. 12 Radius, r(t), of dry patches growing in an unstable TCP film on silicone rubber (RTV 615,
General Electric Co.), of different shear modulus, �. Teflon PFA is a hard fluoropolymer of similar
surface free energy (� � 20 mJ m�2).



this effect is small, as shown by the equilibrium contact angles of 47 � 3° observed with
TCP and reported earlier. The large differences in observed dewetting speeds are, however,
far too great to be attributable to any small changes in wettability.

The viscoelastic character must also be taken into account, and we shall attempt to
elucidate the behavior quantitatively or at least semiquantitatively. We shall start by rewrit-
ing Eq. (36) in the form

U � U0 � 	
1/n

(38)

The values of � and �0 are, respectively, totally and virtually independent of degree
of cross-linking. The shear modulus, �, is directly related to Mc via Eq. (37). As for U0, we
must make some assumptions, since the dissipative factor of Eq. (16) is empirical rather
than theoretical. Although not entirely rigorous, we shall assimilate the dissipation factor
approximately with the viscoelastic loss factor of the substrate, tan � � Y�/Y, where Y and
Y� are, respectively, storage and loss moduli. It is well know that tan �(ƒ) depends on fre-
quency, ƒ, and also possibly on amplitude, among other things; therefore a full appraisal of
energy losses within the wetting ridge would be exceedingly complex. We shall thus limit
ourselves to a simple treatment. Since U is a variable of the system and not of the solid
alone, we shall tentatively associate only U0 and n, the constants characterizing the loss be-
havior, with tan �, and write:

tan � ~ U0
�n (39)

It has previously been found experimentally [22], albeit for a different elastomer (a
synthetic polyisoprene), that to a good degree of approximation there is a linear relation-
ship between tan � and average inter-cross-link molecular weight, Mc, such that tan � )
Mc. We therefore write:

U0 ~ (tan �)�1/n ~ Mc
�1/n (40)

With the preceding, we may now write Eq. (38) in the form

U � 	 � 	
1/n

�2/n (41)

where 	 is constant.
Although the value of n is not accessible experimentally from dewetting experiments,

earlier work involving wetting suggested a value of ca. 0.6. We assume that n remains un-
affected by the degree of cross-linking: this would seem to be a reasonable supposition
given that a range of elastomers previously studied gave similar values of n in the range of
0.5–0.6 [8,9,11,12,14]. Taking n � 0.6, the exponent of � in Eq. (41) is equal to 10/3. Fig-
ure 13 shows dewetting speed, U, as a function of �10/3, and Table 3 gives relevant data.

The relationship can be seen to be acceptably linear. Linear regression analysis gives
the relation:

U � 1.51 � �10/3 � 4.79 � 10�2 (42)

where U is in mm s�1 and � is in MPa, with a regression coefficient of r � 0.95. From the
foregoing, simple theory, the line would be expected to go through the origin. The corre-
sponding one-parameter least squares analysis leads to U � 1.7�10/3.
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�
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The preceding semiquantitative analysis seems reasonably satisfactory, but we have
nevertheless neglected any possible variations in + with degree of cross-linking. Notwith-
standing any potential error introduced by this neglect, difficult to counteract with the data
presently available, let us estimate + for the hardest elastomer, viz. that of Young’s modu-
lus equal to 2.1 MPa (the elastomer in this state of cross-linking has been previously stud-
ied, and we therefore have more information about it). From the preceding one-parameter
least squares analysis and Eq. (38) we have:

U � 1.7�10/3 � U0 � 	
5/3

�5/3 (43)

The values of �0 and � are known and for the elastomer of Young’s modulus of 2.1
MPa, U0 � 8 � 10�1 mm s�1 [12]. We can then evaluate + at ca. 20 nm. This value is per-
haps a little high but of the same order of magnitude as earlier estimated [6]. Thus, despite
some necessary approximations and simplifying hypotheses, we arrive at a semiquantita-
tive explanation of the relationship between dewetting and therefore, presumably, wetting
speed and the molecular structure of the elastomeric substrate.

4�+ sin2 ��
�
2

��
��

�

FIG. 13 Linear regression between the dewetting speed, U, and �10/3, where � is the shear modu-
lus of the silicone rubber (RTV 615, General Electric Co.).

TABLE 3 Modulus Data and Spreading Speed, U, for the Silicone
Elastomer

� (MPa) �10/3 (MPa)10/3 U (mm·s�1)

0.003 5.14 � 10�9 (4.8 � 0.7) � 10�2

0.217 6.2 � 10�3 (9.8 � 1.2) � 10�2

0.600 0.182 0.22 � 0.03
0.700 0.306 0.57 � 0.004



V. CONSEQUENCES OF SOLID DEFORMATION IN
CAPILLARY FLOW

In the wetting and dewetting kinetics studies described earlier, the solid substrate was a
flat and smooth surface. However, the solid deformation due to the action of the vertical
component of the liquid surface tension may be expected to act in any geometry. For ex-
ample, viscoelastic braking is involved in the sliding of a liquid drop on a tilted rubber
track [32].

The wetting ridge may also form in a capillary tube if the material has a sufficiently
low Young’s modulus (a few MPa).

In a small-diameter capillary tube, wetting forces produce a distortion of the free liq-
uid surface, which takes a curvature. Across a curved liquid surface, a difference of pres-
sure exists and the variation of pressure across the surface is the Laplace or capillary pres-
sure, given by:

�P � �
2� c

r
os�0
� (44)

where r is the capillary tube radius, � is the liquid surface tension, and �0 is the equilibrium
contact angle of the liquid on the solid.

Laplace’s pressure produces the capillary rise inside a small tube. We propose to ex-
amine now the consequences of the solid deformation in capillary flow.

In order to simplify the analysis, we will consider the capillary flow of a liquid L in
a horizontal small tube (diameter much smaller than the capillary length), in order to avoid
complications due to gravity effects (Fig. 14).

The flow rate inside a capillary may be obtained from Poiseuille’s law, which relates
the liquid flow rate, dV/dt (V � volume, t � time), to the difference of pressure �P “push-
ing” the liquid inside the tube and to the dimensions of the tube, in particular, its radius, r.

According to Poiseuille’s law, the flow rate is given by:

�
d
d
V
t
� � �

�
8
r
-

4

H
�P
� � �r2 �

d
d
H
t
� (45)

where - is the viscosity of the liquid and H is the length of the liquid column inside the cap-
illary.

In the simple case where the tube is horizontal and supposing that Pi � Pe (Fig. 14),
Eqs. (44) and (45) lead to the speed of displacement of the liquid inside the tube:

�
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H
t
� � �

�r
4
c
-

o
H
s�0
� (46)

FIG. 14 Capillary flow in a small horizontal tube.



Equation (46) takes into consideration only the viscous drag due to Poiseuille flow inside
the tube.

In the case where the material used to make the capillary tube is a soft rubber, Eq.
(46) does not apply any more, due to the viscoelastic braking induced by the displacement
of the wetting ridge. The viscoelastic braking force, ƒv, per unit of length of the triple line
depends on the flow speed U according to:

ƒv � �
2�

�

�

2

+
� ��

U
U

0
��n

(47)

where the parameters �, +, and U0 have the same meaning as in Eq. (23).
On the wetting perimeter of the soft capillary, this braking force becomes:
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�

�

2

+
� ��

U
U

0
��n

� 2�r � �
�

�

2

+

r
� ��

U
U

0
��n

(48)

The net force “pushing” the liquid inside the capillary reduces to:

F � 2�r� cos�0 � �
�

�
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r
� ��

U
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0
��n

(49)

The effective capillary pressure is now given by:
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and as a result, the flow rate corresponds to:
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Let us denote as U1 the flow rate when only viscosity intervenes according to the
Poiseuille analysis and as U2 the flow rate in the presence of the additional viscoelastic
braking. U2 and U1 are related according to:

U2 � U1 � �
8�-

�2

�

r
+H

� ��
U
U

2

0
��n

(52)

Equation (52) allows us to estimate the impact of viscoelastic braking on the capil-
lary flow rate. As an example, we will consider that the liquid is tricresyl phosphate (TCP,
� � 50 mN m�1, - � 0.07 Pa s). The viscoelastic material is assumed to have elastic and
viscoelastic properties similar to RTV 615 (General Electric, silicone rubber), i.e., a shear
modulus of 0.7 MPa (Y � 2.1 MPa), a cutoff length of 20 nm, and a characteristic speed,
U0, of 0.8 mm s�1 [30]. TCP has a contact angle at equilibrium of 47° on this rubber.

A simple resolution of Eq. (52) is feasible if the factor n is taken as 0.5. Then, the re-
lationship between U2 and U1 is a second-degree equation:

x2 � x � U1 � 0 (53)

where x � (U2)1/2.
The flow rates U1 and U2 are given as a function of the length H in Figure 15 for a

capillary tube having a radius of 0.1 mm. The impact of the viscoelastic braking is partic-
ularly strong for small values of the penetration depth (length H).
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VI. CONCLUSIONS

Wetting and dewetting on elastomeric substrates are controlled not only by surface prop-
erties of the liquid and solid phases and liquid viscosity, but also by bulk properties of
the polymer. The component of liquid surface tension acting perpendicularly to the
(undisturbed) solid surface leads to local nanometric deformation and the creation of a
wetting ridge of height of order of magnitude �/�, where � is liquid surface tension and
� is solid shear modulus. Existence of the wetting ridge has been demonstrated by using
white-light interferometric microscopy. In the wetting or the dewetting mode, as triple-
line motion occurs, this ridge must accompany the wetting/dewetting front, leading to a
strain cycle of the solid surface, which causes (viscoelastic) energy dissipation. This dis-
sipation can outweigh viscous losses and thus control spreading speed, as verified in sev-
eral examples.

The degree of cross-linking of an elastomer, or inter-cross-link molecular weight,
Mc, has an influence both on the elastic moduli and the dissipation properties of the mate-
rial, with both factors entering into the viscoelastic braking term in spreading. By varying
the ratio of resin to cross-linking agent in a silicone rubber, it has been shown how spread-
ing speed decreases with increasing Mc. A simple theory has been developed in which a lin-
ear relationship between spreading speed, U, and �10/3, where � is the shear modulus, is
predicted for the elastomer in question.

The theory of viscoelastic braking in liquid spreading exposes the various possibili-
ties that may exist for controlling wetting or dewetting speeds by changing solid rather than
liquid properties. Applications may exist in the fields of contact lenses, printing, and vehi-
cle tire adhesion.

The consequences of the wetting ridge in the capillary penetration of a liquid into a
small-diameter tube have been evaluated. Viscoelastic braking reduces the liquid flow rate
when viscoelastic dissipation outweighs the viscous drag resulting from Poiseuille flow.

FIG. 15 Flow rate of TCP in a horizontal capillary tube (r � 0.1 mm) in the case of purely viscous
braking (U1, rigid material) and in the case of viscoelastic braking (U2, soft rubber).
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Two-Dimensional and Three-Dimensional
Superlattices: Syntheses and Collective
Physical Properties
MARIE-PAULE PILENI Université Pierre et Marie Curie, LM2N, 
Paris, France

I. INTRODUCTION

Self-assembled nanocrystals and their specific properties represent an area between
macroscopic and microscopic physics that has progressed rapidly over the last five years,
with the activity in this area expanding exponentially during this time [1–36]. The first
self-assembled 2D and 3D superlattices were observed with Ag2S and CdSe [1–4], and a
large number of groups have now succeeded in forming various self-organized nanocrys-
tals of silver [5–16], gold [15–27], cobalt [28,29], and cobalt oxide [30,31]. Except for
CdSe [2] and cobalt [28,29] nanocrystals, most structures are formed from particles
coated with dodecanethiol. By changing the experimental conditions in the deposition
technique, various states of self-organization have been observed: At low particle con-
centration in an initial bulk suspension of oil, very large rings, which separate areas cov-
ered with monolayers from the bare surface, were obtained with silver [14,15], gold [17],
and CdS [32] nanoparticles. These patterns have been explained in terms of wetting prop-
erties. Large “wires” of silver nanocrystals have been observed [9], and simultaneously
it was seen that self-organization changes with the length of the alkyl chains [33] used to
coat the particles. It has been demonstrated that the 3D superlattices, termed aggregates
in the present paper, are usually self-organized in a crystalline phase in an FCC structure
[1–6,10], and in some cases the structure may be hexagonal [8,34]. More recently it has
been demonstrated that the physical properties of silver [6,35] and cobalt [28,29]
nanocrystals organized in 2D and/or 3D superlattices differ from those of isolated
nanoparticles. Collective properties are observed and with silver nanocrystals, it has been
shown that these properties depend on the structure of the self-organization (hexagonal
or square network) [36].

In this review, we describe collective physical properties due to self-organization of
nanocrystals in 2D and 3D superlattices.

II. SYNTHESIS OF NANOCRYSTALS [37,38]

Nanocrystals are fabricated by using reverse micelles. Functionalized surfactants are em-
ployed.



A. Synthesis of Silver Nanocrystals [5,6]

Two reverse micelles [39] are mixed with the water content fixed at w � [H2O]/[AOT] �
40. The first one is made with 30% Ag(AOT), 70% Na(AOT), and the second one with
N2H4 with 100% of Na(AOT). The overall concentration of hydrazine is 7 � 10�2 M. Af-
ter adding dodecanthiol to the solution (1 �L/1 mL), addition of ethanol to the micellar so-
lution induces flocculation of the silver dodecanthiol–coated particles. Then the solution is
filtered and the precipitate is easily redispersed in hexane. After extraction, the size distri-
bution is reduced from 40% to 30%. However, the polydispersity remains rather large. To
reduce this, size-selected precipitation is used. Size-selected precipitation, SSP, is a well-
known technique for separating mixtures of copolymers and homopolymers during the syn-
thesis of sequenced copolymers. It has been used for extraction of nanosized crystals else-
where [40]. This method is based on the mixture of two miscible solvents differing by their
ability to dissolve the surfactant alkyl chains. The silver-coated particles are highly soluble
in hexane and poorly soluble in pyridine. Thus, pyridine is progressively added to hexane
solution containing the silver-coated particles. At a given volume of added pyridine
(roughly 50%), the solution becomes cloudy and a precipitate appears. This corresponds to
agglomeration of the largest particles as a result of their greater van der Waals interactions.
The solution is centrifuged and an agglomerated fraction rich in large particle collected,
leaving the smallest particles in the supernatant. The agglomeration of the largest particles
is reversible, and the precipitate, redispersed in hexane, forms a homogeneous clear solu-
tion. This procedure induces a decrease in the size distribution. By repeating the same pro-
cedure, very small particles are obtained with a very low polydispersity (15%).

B. Synthesis of Cobalt Nanocrystals [28,29]

A reverse micellar solution of 0.25 M Na(AOT) and 2 � 10�2 M Co(AOT)2 is mixed with
0.25 M Na(AOT) micelles containing 2 � 10�2 M sodium tetrahydroboride, NaBH4, as re-
ducing agent. The two micellar solutions keep the same water content, i.e., the same diam-
eter (w � 10). The synthesis is carried out in the presence of air. Immediately after mixing,
the micellar solution remains optically clear, and its color turns from pink to black, indi-
cating the formation of colloidal particles. They are extracted from reverse micelles, under
anaerobic conditions, by covalent attachment of either trioctyl phosphine [41] or lauric acid
[42]. They are then redispersed either in pyridine or in hexane, respectively. A size selec-
tion as described earlier is made. This chemical surface treatment highly improves the sta-
bility of cobalt exposed to air. Thus cobalt nanocrystals are stored without aggregation or
oxidation for at least one week.

III. FABRICATION OF 2D SUPERLATTICES

A. Monolayers of Silver Nanocrystals

At low particle concentration (2.5 � 10�5 M), deposition of a solution drop on a HOPG
grid induces formation of a 2D network. The TEM pattern (Fig. 1A) clearly shows nanopar-
ticles having 5-nm average diameter and organized in a hexagonal network with an aver-
age distance between particles of 1.8 nm. A total interdigitation of the dodecane alkyl
chains takes place. Inset Figure 1A shows a similar deposit of silver nanocrystals on amor-
phous graphite. Better self-organization is obtained by using HOPG as the substrate. By re-
placing HOPG by Au(111), the topographic STM image (Fig. 1B) shows similar self-or-



ganization with particles arranged in a compact hexagon. High-resolution STM (Fig. 1C)
confirms the presence of well-ordered nanocrystals with a hexagonal network pattern. The
cross-sectional analysis (inset Fig. 1B) shows a close-packed monolayer with about 5-nm
thickness. This value is very close to the average diameter of the particles determined by
TEM. From this, it is concluded that the dodecane alkyl chains do not sit on the Au sub-
strate in their zigzag configurations, for otherwise the average height along the vertical

FIG. 1 Patterns of 5-nm silver nanocrystal observed by deposition on cleaved graphite (A), on
amorphous graphite (inset A), on Au(111) substrate (B and C) (scan size, 136 � 136 nm, Vt � 2.5V,
It � 0.8nA). Inset B: Cross section of the SRM image shown in B.



z-axis observed by STM would be around 6 nm (5 nm � 1.8 nm). The average sub-
strate–particle distance is less than 1.8 nm, and the dodecane alkyl chains are oriented
mainly along the substrate. These data are in good agreement with those obtained by AFM
in tapping mode with silver sulfide nanocrystals [3].

B. Self-Organization of Cobalt Nanocrystals in 2D
Superlattices

Under deposition of cobalt nanocrystals, self-assemblies of particles are observed and the
nanocrystals are organized in a hexagonal network (Fig. 2). However, it can be seen that
the grid is not totally covered. We do not have a simple explanation for such behavior. In
fact, the size distribution, which is one of the major parameters in controlling monolayer
formation, is similar to that observed with the other nanocrystals, such as silver and silver
sulfide. One of the reasons could be that the nanocrystals have magnetic properties, but
there is at present no evidence for such an assumption.

IV. “SUPRA-CRYSTALS” IN FCC STRUCTURE MADE OF
NANOCRYSTALS

The formation of a 3D lattice does not need any external forces. It is due to van der Waals
attraction forces and to repulsive hard-sphere interactions. These forces are isotropic, and
the particle arrangement is achieved by increasing the density of the “pseudo-crystal,”
which tends to have a close-packed structure. This imposes the arrangement in a hexago-
nal network of the monolayer. The growth in 3D could follow either an HC or FCC struc-

FIG. 2 Cobal nanocrystals deposited on a carbon grid.



ture. The fourfold structure excludes the possibility of having an HC structure. Of course,
for very large “supra”-crystals, as described later, stacking faults cannot be excluded. It is
important to note than the nanocrystals described next are obtained spontaneously only by
decreasing their size distribution.

A. Silver Nanocrystals [5,6]

With silver particles, similar behavior is observed with formation of rather large aggregates
(Fig. 3A) made of nanocrystals. Figure 3B shows that the nanocrystals are arranged either
in a hexagonal or a cubic arrangement. The transition from one structure to another is
abrupt, and there is a strong analogy with “atomic” polycrystals with a small grain called
nanocrystals. Each domain or grain has a different orientation. This clearly shows that the
stacking of nanoparticles is periodic and not random. The “pseudo-hexagonal” structure
corresponds to the stacking of a {110} plane of the FCC structure. In the same pattern, a
fourfold symmetry that is again characteristic of the stacking of {011} planes of the cubic

FIG. 3 FCC “supra-crystals” made of 5-nm silver nanocrystals.



structure and cannot be found in the hexagonal structure. This is because there is no direc-
tion in a perfect hexagonal compact structure for which the projected positions of the par-
ticles could take this configuration. This is confirmed by TEM experimental measurements
made at various tilt angles. By tilting the sample, it is always possible to find an orientation
for which the stacking appears to be periodic. Hence by tilting a sample having a pseudo-
hexagonal structure, a fourfold symmetry is obtained. From these results, it can be con-
cluded that rather small (a few micrometers) aggregates of silver particles are formed by
stacking monolayers in a face-centered cubic arrangement. The cell parameter can be de-
duced from either the fourfold symmetry or “hexagons.” In the first case, the cell parame-
ter is to 9 � 1 nm. In a perfect crystal, the lattice of a hexagon corresponding to a {1,1,0}
plane is constant. The lattice varies with a � b � 9 nm and c � 6.6 nm. This change in one
of the lattices can be attributed to a distortion of the FCC structure. Recently [43], simula-
tions of a 3D superlattice made of gold particles coated with dodecanethiol reveal the for-
mation of a tetragonally distorded FCC structure at room temperature. Hence, the appear-
ance of a distorted structure can be observed and a good agreement between the
experimental data and the simulations is obtained.

As observed with graphite, silver nanocrystals can be arranged in a 3D superlattice
on Au(111) substrate. The STM topography markedly differs. Figure 3C shows particles
organized with a fourfold symmetry. This confirms the data presented earlier and is char-
acteristic of the stacking (011) plane of cubic structures. The cross section (inset Fig. 3C)
shows a good correlation between the height along the vertical z-axis and the stacking of
monolayers. Several cross sections between two layers of particles arranged in 3D super-
lattices have been measured. The distance between two layers is always found to be be-
tween 2 nm and 2.8 nm. This value is lower than that of coated particles (6.8 nm � 5 �
1.8), indicating that the particles of the second layer sit in the center of the triangle formed

FIG. 4 5-nm silver nanocrystals self-organized in very large crystalline structure.



by three particles of the first one. The height along the vertical z-axis, corresponding to the
cross section shown in inset Figure 3C, indicates that the alkylchains interdigitate in a
zigzag configuration. Observation of almost these layers and the fourfold symmetry are
characteristic of an FCC structure. Hence, silver nanocrystals on Au(111) substrate self-as-
semble in an FCC structure.

By using the same procedure, but with slow evaporation of the solvent, well-defined
FCC “supra-crystals” made of nanoparticles are observed (Fig. 4) [44].

V. COLLECTIVE PROPERTIES OF NANOCRYSTALS SELF-
ORGANIZED IN 2D AND 3D SUPERLATTICES

A. Collective Optical Properties

Concerning optical properties of colloidal silver nanocrystals, the absorption spectra of
metal colloidal dispersions exhibit broad bands in the UV-visible range due to the excita-
tion of plasma resonances or interband transitions. The UV-visible absorption spectra of a
fairly dilute dispersion of colloidal particles can be calculated from the “Mie” theory
[45–50]. The experimental [6,51] and simulated [50,52] absorption spectra show a decrease
in the plasmon band intensity and an increase in the bandwidth with decreasing particle
size. The optical absorption spectra of silver-coated nanocrystals dispersed in hexane and
having an average diameter of 4 nm and 5 nm, respectively, is given in Figure 5. A well-
defined plasmon peak centered at 2.9 eV is observed. The simulated spectra (dashed line)
indicate that the resonance peak is close to a Lorentzian. The misfit observed at high en-
ergy is due to the interband transitions (4d–5sp) [53]. Such optical response has been well
described by the quasi-static approximation of the Mie theory [54,55], where the optical ex-
tinction cross section is given mainly by the dipole absorption and shows a narrow plasmon
resonance influenced by the contribution of the interband transitions. As predicted, an in-
crease in the bandwidth with decreasing particle size is observed, and the peak position is
centered at 2.9 eV (Fig. 5).

When the silver nanocrystals are organized in a 2D superlattice, the plasmon peak is
shifted toward an energy lower than that obtained in solution (Fig. 6). The covered support
is washed with hexane, and the nanoparticles are dispersed again in the solvent. The ab-
sorption spectrum of the latter solution is similar to that used to cover the support (free par-
ticles in hexane). This clearly indicates that the shift in the absorption spectrum of nano-
sized silver particles is due to their self-organization on the support. The bandwidth of the
plasmon peak (1.3 eV) obtained after deposition is larger than that in solution (0.9 eV). This
can be attributed to a change in the dielectric constant of the composite medium. Similar
behavior is observed for various nanocrystal sizes (from 3 to 8 nm).

Reflective spectra under polarized light perpendicular (s) or parallel (p) to the plane
of incidence at various incident angles, �, are recorded. Under s-polarization, the electric
field vector is always directed along the major axis of the spheroidal particles and
the longitudinal surface plasmon is investigated [parallel to the substrate]. This tends to
be insensitive to the plasmon mode oriented perpendicular to the substrate [56] and does
not provide any information on the optical surface anisotropy. Conversely, under p-
polarization, the electric field has two components: One is along the minor axis grow-
ing with increasing � angle. The other is along the major axis and decreases with
increasing � angle. Hence, the (p) polarization provides information on the optical film
anisotropy [83].



Under s-polarization light, the optical spectra of 5-nm nanoparticles (Fig. 7A),
recorded at various incident angles � do not change with increasing �. They are character-
ized by a maximum centered at 2.9 cV, which is similar to that observed for isolated parti-
cles (Fig. 5B). However, the plasmon resonance peak remains asymmetrical, as observed
under nonpolarized light (Fig. 6).

Under p-polarization, the optical spectra markedly change with the incident angle �
(Fig. 7B): At low � values, one peak is observed. On increasing �, a new plasmon resonance
peak appears at high energy. At � � 60°, the two peaks are well defined: One is centered
at 2.8 eV [close to that observed for isolated particles (2.9 eV)], whereas the other one is
centered at 3.8 eV. Hence, when particles are organized in a hexagonal superlattice with 1.8
nm as average distance between particles, a new resonance peak appears at high energy,
whereas the one (2.8 eV) close to that of isolated spherical particles (2.9 eV) still remains.
These data are highly reproducible and do not depend on coverage defects.

To determine if the resonance peak is due to self-organization, optical spectra of dis-
organized nanocrystals (see TEM pattern inset Fig. 8) are recorded under s- and p-polar-
ization. Under s-polarization, the optical spectrum obtained at � � 60° (Fig. 8A) shows one
resonance peak at 2.7 eV. This is attributed to the surface plasmon parallel to the substrate.

FIG. 5 Absorption spectra of coated silver particles dispersed in hexane and considered as isolated:
Average particle size 4 nm (A) and 5 nm (B). The dashed lines (b) are the Lorentzian simulations of
the absorption spectra (a).



FIG. 6 Absorption spectra of 5-nm nanocrystals either dispersed in hexane (--- and ---) or deposited
in 2D (— – —) and 3D (– –) superlattices.

FIG. 7 Absorption spectra under polarization s (A) and p (B) of 5-nm nanocrystals self-organized
in a hexagonal network on HOPG.



Conversely, under p-polarization (Fig. 8B), a splitting of the optical spectra with increas-
ing � is observed: One of the peaks is shifted toward high energy compared to that of iso-
lated spherical particles, whereas the second one is at lower energy.

Inset Figure 8 shows that the sizes of most of the particles remain similar. However,
it can be observed that, in part of the TEM pattern, some particles form chains, which are
either close together or coalesced. The presence of the two plasmon modes (Fig. 8B) indi-
cates an optical anisotropy due to the nonspherical shape of the particles, as shown on the
TEM grid (inset Fig. 8).

From comparison of the optical properties of particles deposited on the same sub-
strate and differing by their organization (Figs. 7 and 8) it can be concluded that the ap-
pearance of the resonance peak at 3.8 eV is due to the self-organization of the particles in
a hexagonal network. This can be interpreted in terms of mutual dipolar interactions be-
tween particles. The local electric field results from dipolar interactions induced by parti-
cles at a given distance from each other. Near the nanocrystals, the field consists of the ap-

FIG. 8 Absorption spectra under polarization s (A) and p (B) of 5 nm dispersed on HOPG.



plied field plus a contribution due to all other dipoles and their images. The calculation for
finite-size clusters gives, at a qualitative level, a correct explanation for the difference be-
tween the s- and the p-polarization spectra: Under s-polarization one resonance peak is ob-
served, whereas under p-polarization an additional peak toward high energy appears [35].

B. Collective Optical Properties of Particles Self-Assembled in
Multilayers

The UV-visible spectrum (Fig. 6) of the aggregates described earlier shows a 0.25-eV shift
toward lower energy of the plasmon peak with a slight decrease in the bandwidth (0.8 eV)
compared to that observed in solution (0.9 eV). As observed earlier with monolayers, by
washing the support, the particles are redispersed in hexane and the absorption spectrum re-
mains similar to that of the colloidal solution used to make the self-assemblies.

According to simulated spectra, the increase in the dielectric constant induces a shift
to lower energy and an increase in the bandwidth of the plasmon peak. For particles orga-
nized in multilayers, each silver nanoparticle is surrounded by 12 other clusters, whereas in
a monolayer it has six neighbors. Thus in 3D superlattices, the dielectric constant sur-
rounding each silver particle increases, inducing a larger plasmon peak shifted toward the
lower energy. These data confirm the effect of the medium dielectric constant of the parti-
cle when organized in 2D and 3D, and show a decrease in the plasmon peak bandwidth that
could be due to an increase in the mean free path of silver-particle conduction electrons
through a 2-nm barrier. This is rather surprising, because the average distance between sil-
ver nanocrystals is 2 nm, and we would not expect a tunneling electron effect through such
a large barrier. This will be confirmed in the next section.

C. Electron Transport Properties of Nanocrystals Either
Isolated or Self-Assembled in 2D and 3D Superlattices

When a single particle is deposited on the Au substrate, the STS measurement shows a dou-
ble tunneling junction (Fig. 9A). On increasing the applied voltage, small capacitances of
the junctions are charged up and the detected current is close to zero. Above a certain
threshold voltage, the electron turns through the system and the current increases with the
applied voltage. The plot of dI/dV versus V (inset Fig. 9A) clearly shows that the derivative
reaches zero at zero bias. This nonlinear I(V) spectrum and the zero value of dI/dV at zero
voltage are characteristic of the well-known Coulomb blockade effect. The I(V) curve
shows a gap of 2 V at zero current (Fig. 9A). This indicates that the ligands are sufficiently
good electrical insulators to act as tunnel barriers between particles and the underlining
substrate. As shown in Figure 9A, no Coulomb staircase is obtained. In the present exper-
imental conditions, we are operating at constant-current mode, which imposes a tip–parti-
cle distance.

The tip–particle distance, using (Vbias � �1 V, Itunnel � 1 nA) as tunnel parameters
does not correspond to that needed to observe the Coulomb staircase. The particle–sub-
strate distance is fixed by the coating with dodecanethiol. Hence the two tunnel junctions
are characterized by fixed parameters. Similar Coulomb blockade behavior has been ob-
served [58,59].

When silver particles are self-organized in a 2D superlattice on Au(111) substrate
(Fig. 1B), the recorded I(V) curve is that given in Figure 9B. For large biases, the detected
current is reduced by more than one order of magnitude compared to that observed for iso-
lated particles. This indicates an increase in the ohmic contribution to the current. The



FIG. 9 Constant-current-mode STM image of isolated (A), self-organized in closed-packed hexag-
onal network (B) and in FCC structure (C) of silver nanoparticles deposited on Au(111) substrate
(scan size: A: 17.1 � 17.1 nm, Vt � 1 V, It � 1 nA; C: 136 � 136 nm, Vt � 2.5 V, It � 0.8 nA; E:
143 � 143 nm, Vt � �2.2 V, It � 0.72 nA).



shape of the I(V) curve changes drastically, its nonlinearity decreases, and it markedly dif-
fers from that observed with isolated particles. The Coulomb gap is very low (0.45 V) com-
pared to that obtained with isolated particles (2 V). This indicates that the tunneling-current
contribution to the junction decreases and additional conducting paths through the array ap-
pear. This means that electron-tunneling transport occurs either via the particle to the sub-
strate or to the neighboring particles. This is highly supported by differentiation of the I(V)
curve. Inset Figure 9B shows metallic conduction behavior with nonzero current at zero
bias. In fact, the dI/dV value is far from zero, as observed for a Coulomb blockade. From
the I(V) and (dI/dV) (V) plots (Fig. 9B and its inset), it can be concluded that when parti-
cles are arranged in 2D superlattices, the tunneling current exhibits both metallic and
Coulomb contributions simultaneously. This indicates that lateral tunneling between adja-
cent nanocrystals is very important and significantly contributes to the electron transport
process. These data are in good agreement with those published. Rimbert et al.[60] mea-
sured, at 40 mK, I(V) curves when Al islands linked by Al/Al2O3/Al are either isolated or
organized in 2D. A change in the shape of the I(V) curves and in the Coulomb gap was ob-
served. This has been attributed to an increase in the number of connections from one Al
island to another. Ohgi et al. [61] studied the electronic transport properties of 5-nm gold
nanocrystals coated with dihexane-thiol (this corresponds to a ligand barrier of 1.4 nm).
They found that the Coulomb gap decreases with increasing coverage of particles on the
substrate. An inductive metallic-like response is observed when propane-thiol–coated sil-
ver particles are deposited on a Langmuir trough and subjected to compression to decrease
the interparticle spacing down to 6 Å [62]. The major difference between these papers
[58,60,61] and the present data is that the average distances between islands and/or parti-
cles were either not controlled or rather short. In the present case, the average distance be-
tween particles is large (between 1.8 nm and 2 nm), and the nanocrystals are self-organized
in a closed-packed hexagonal network. This means that, even for rather large distances be-
tween particles, lateral electron transport takes place through ligand shells acting as an in-
sulating barrier.

When particles are arranged in an FCC structure, as shown in Figure 3, the I(V) curve
shows a linear ohmic behavior (Fig. 9C). The detected current, above the site point,
markedly increases compared to data obtained with a monolayer made of nanocrystals (Fig.
9C). Of course, the dI/dV(V) curve is flat (inset Fig. 9C). This shows a metallic character
without Coulomb blockade or staircases. There is an ohmic connection through multilay-
ers of nanoparticles. This effect cannot be attributed to coalescence of nanocrystals on the
gold substrate, for the following reasons:

1. The particles remain spherical, as observed by TEM. This has been extensively de-
scribed in our previous paper [5,6,35]

2. Let us come back to the sample preparation: A drop of solution containing silver
nanoparticles dispersed in hexane is deposited on the substrate. The nanocrystals can
be removed by washing the substrate and collected in hexane. The absorption spectrum
of silver particles recorded before and after deposition remains the same. This indicates
that coalescence does not take place. Similar behavior was observed by using HOPG
as a substrate [6,35].

Thus, it is concluded that the FCC structure induces an increase in the tunneling rate;
i.e., the resistance decreases between particles. The tunneling between adjacent particles is
a major contribution to the conduction. This inhibits the Coulomb blockade in the tunnel-
ing I(V) measurements, and thus the 3D superlattices yield an increased tunneling current.



These results could be explained as an increase in the dipole–dipole interactions along the
z-axis, which could favor the electron tunneling from the tip to the substrate via several lay-
ers of particles arranged in a FCC structure. Furthermore, the Fermi level of nanocrystals
subjected to a given bias is perturbed.

The electron transport properties described earlier markedly differ when the particles
are organized on the substrate. When particles are isolated on the substrate, the well-known
Coulomb blockade behavior is observed. When particles are arranged in a close-packed
hexagonal network, the electron tunneling transport between two adjacent particles com-
petes with that of particle–substrate. This is enhanced when the number of layers made of
particles increases and they form a FCC structure. Then ohmic behavior dominates, with
the number of neighbor particles increasing. In the FCC structure, a direct electron tunnel-
ing process from the tip to the substrate occurs via an electrical percolation process. Hence
a “micro-crystal” made of nanoparticles acts as a metal.

D. Collective Magnetic Properties of Cobalt Nanocrystals

Magnetization of cobalt nanocrystals dispersed in toluene shows a super-paramagnetic be-
havior at room temperature. At 3 K, the nanoparticles are ferromagnetic. The magnetiza-
tion curves of nanoparticles dispersed in toluene (Fig. 10A) and deposited on a substrate
(Fig. 10B) are recorded. When 0.01% volume fraction of nanocrystals is dispersed in
toluene, the saturation magnetization is not reached at 2T. It is estimated to be 120 emu/g
from the extrapolation of the plot of M/H versus H. As usually observed for nanoparticles
in solution, it is lower than that of the bulk phase for cobalt (162 emu/g). The ratio of re-
manence to saturation magnetization, Mr/Ms, is 0.45 and the hysteresis field is 0.11 tesla.
Magnetization curves are recorded for particles deposited on an HOPG substrate and sub-
jected either to a parallel or to a perpendicular applied field. Figure 10B clearly shows a
change in the shape of the hysteresis loop compared to the isolated particles (Fig. 10A). Sat-
uration magnetization is reached at 0.75 tesla and is equal to 120 emu/g, and the coercive
field decreases to 0.06 tesla. These changes in magnetization properties cannot be at-
tributed to coalescence of the aggregates. This is clearly shown from the TEM pattern over
a long distance. This is attributed to an increase in the interactions between nanocrystals de-
posited on a substrate. The origin of these interactions is dipolar. The exchange coupling
can be excluded because of the overly large distance between the edge of two neighboring
particles (2 nm), and there is no coalescence, as is clearly shown from the TEM pattern. The
magnetic dipolar interactions could be due either to the self-organization with collective
flip of magnetization between adjacent particles or to a high local volume fraction of par-
ticles randomly dispersed. To distinguish between these two possibilities, hysteresis loops
have been recorded under various directions of the applied field toward the substrate (Fig.
10B).

1. When the substrate is parallel to the applied field, the remanence-to-saturation-mag-
netization ratio is 0.60. The hysteresis loop is squarer than that obtained with the par-
ticles dispersed in solution.

2. When the substrate is perpendicular to the applied field, the hysteresis loop is
smoother. The remanence-to-saturation-magnetization ratio, Mr/Ms, decreases to 0.4.

This clearly shows that, for a given saturation magnetization, the remanence magne-
tization, Mr, markedly varies with the orientation of the applied field. This change is at-



tributed to magnetic dipole–dipole interactions induced by the high vicinity of the particles
on the substrate. We confirmed these data by numeric simulation recently reported, con-
sidering each particle as spherical of uniaxial symmetry, with the easy axes randomly dis-
tributed [63]. The magnetization curve has been calculated for two-dimensional lattices de-
pending on the orientation of the field. From this model it is concluded than the difference
of the hysteresis loop as measured with an applied field parallel or normal to the sample
surface is due mainly to the dipolar interactions. This demonstrates that collective magnetic
properties observed when particles are arranged in 2D superlattices are due to an increase
of the dipole–dipole interactions when particles are fixed at a given distance between each
other.

FIG. 10 Hysteresis magnetization loops obtained at T � 3 K. (A) Diluted liquid solution of cobalt
nanoparticles in hexane. (B) Cobalt nanoparticles deposited onto freshly cleaved graphite (HOPG)
and dried under argon to prevent oxidation. Substrate parallel (---) and perpendicular (—) to the field.
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I. INTRODUCTION

One of the key challenges in material sciences is the technological utilization of self-as-
sembly systems, wherein molecules spontaneously associate under equilibrium conditions
into reproducible aggregates and supramolecular structures joined by noncovalent bonds.
Although molecular self-assembly is the governing principle in the morphogenesis of bio-
logical systems, few molecular species have yet been exploited for the controlled assembly
of defined nanostructures. However, in recent years, self-assembly of molecules into
monomolecular arrays has grown into a scientific and engineering discipline that crosses
the boundaries of several established fields in the nanosciences.

In this chapter we describe the basic principles involved in the controlled production
and modification of two-dimensional protein crystals. These are synthesized in nature as
the outermost cell surface layer (S-layer) of prokaryotic organisms and have been success-
fully applied as basic building blocks in a biomolecular construction kit. Most importantly,
the constituent subunits of the S-layer lattices have the capability to recrystallize into iso-
porous closed monolayers in suspension, at liquid–surface interfaces, on lipid films, on li-
posomes, and on solid supports (e.g., silicon wafers, metals, and polymers). The self-as-
sembled monomolecular lattices have been utilized for the immobilization of functional
biomolecules in an ordered fashion and for their controlled confinement in defined areas of
nanometer dimension. Thus, S-layers fulfill key requirements for the development of new
supramolecular materials and enable the design of a broad spectrum of “nanoscale” de-
vices, as required in molecular nanotechnology, nanobiotechnology, and biomimetics
[1–3].

II. GENERAL PRINCIPLES

A. Occurrence and Ultrastructure of S-Layers

Cell envelopes of prokaryotic organisms (archaea and bacteria) are characterized by the
presence of two distinct components: the cytoplasmic membrane, which constitutes the in-
ner layer, and an outer supramolecular layered cell wall (for reviews see Ref. 4), which pre-



sumably evolved by selection in response to specific environmental and ecological pres-
sures. One of the most remarkable features of prokaryotic cell envelopes is the presence of
monomolecular arrays of protein and glycoprotein subunits termed S-layers [5–7]. Their
identification on selected organisms was originally considered to represent a rather unique
cell wall component [5,8]. Nevertheless, today S-layers are recognized as one of the most
commonly observed prokaryotic cell surface structures. They have until now been identi-
fied in hundreds of different species belonging to all major phylogenetic groups of bacte-
ria and represent an almost universal feature of archaea (for compilation, see Refs 7 and 9).
Because S-layers are ubiquitous and, where present, one of the most abundant of cellular
proteins, it is presumed they have a vital function. So far, a great variety of functions have
been identified [1,7,10,11]. S-layers function as protective coats, as structure involved in
cell adhesion and surface recognition, as molecular sieves, as molecular and ion traps, as a
scaffolding for enzymes, and as virulence factors. Moreover, in archaea, which generally
possess S-layers as exclusive cell wall component outside the cytoplasmic membrane [12],
the monomolecular arrays even determine cell shape and can direct cell division [13]. Most
important, S-layers can contribute to virulence when present on pathogenic bacteria.

FIG. 1 Freeze-etching image of a bacterial cell of (a) Desulfotomaculum nigrificans (bar, 100 nm).
Atomic force micrographs of the S-layer proteins of (b) Bacillus sphaericus CCM 2177 and (c) Bacil-
lus stearothermophilus PV72/p2 recrystallized in monolayers on silicon wafers. Bars, 50 nm. The in-
sets in (b) and (c) show the corresponding computer-image reconstructions.



It is difficult to detect S-layered cells without using electron microscopy. The most
useful preparation techniques are freeze-etching of intact cells (Fig. 1a) or negative staining
of cell wall or envelope preparations [5,7,14]. Analyses of freeze-etched preparations of a
great variety of archaea and bacteria have shown that the crystalline arrays completely cover
the cell surface at all stages of cell growth and division [5,15,16]. High-resolution studies
on the mass distribution of S-layer lattice are generally performed on negatively stained
preparations or unstained, thin, frozen foils. Both two- and three-dimensional analyses, in-
cluding computer-image enhancement, have revealed structural information down to ap-
proximately 1 nm [7,17–20]. More recently, high-resolution images of the surface topogra-
phy of S-layers could be obtained using atomic force microscopy in a wet cell (Fig. 1b, c)
[2,3,21–25]. The topographical images obtained strongly resembled the three-dimensional
reconstructions of S-layer lattices derived from electron microscopical studies. S-layer lat-
tices show oblique (p1, p2), square (p4), or hexagonal (p3, p6) symmetry with center-to-cen-
ter spacings of the morphological units of approximately 2.5–35 nm (Fig. 2). Depending on
the lattice type, the morphological units constituting the crystalline array consist of one, two,
three, four, or six identical protein or glycoprotein subunits. However, some S-layer lattices
apparently are composed of two subunit proteins. Most monomolecular arrays are generally
5–10 nm thick, with an inner surface more corrugated than the outer surface. In S-layers of
archaea, pillar-like domains on the inner corrugated surface frequently are observed that are
associated or even integrated in the cytoplasmic membrane [20,26]. High-resolution micro-
scopical and scanning force microscopy studies have demonstrated that S-layers are highly
porous monomolecular arrays, with pores occupying up to 70% of the surface area (Fig. 3).

FIG. 2 Schematic drawing of different S-layer lattice types detected on prokaryotes. The regular
arrays exhibit either oblique (p1, p2), square (p4), or hexagonal lattice symmetry (p3, p6). The mor-
phological units are composed of one, two, three, four, or six identical subunits. (Modified from Ref.
59.)



Since S-layers are protein lattices composed of identical subunits, they exhibit pores of iden-
tical size and morphology. In many S-layers, two or even more distinct classes of pores (usu-
ally in the 2- to 8-nm range) could be observed. In many species of bacteria, individual
strains exhibit great diversity with respect to lattice symmetries and center-to-center spac-
ings of the morphological units. In some organisms two or more superimposed S-layer lat-
tices composed of different S-layer proteins have been identified [7,9]. These structural data,
including chemical studies and sequence comparison of protein sequences [11], indicate that
S-layers are nonconservative structures and are of limited taxonomical value. More recently
it was demonstrated that even individual strains are capable of synthesizing different S-layer
(glyco)proteins (for review, see Ref. 11).

B. Isolation, Molecular Biology, and Chemical Characterization
of S-Layers

Since S-layers are present in gram-positive and gram-negative archaea and bacteria, they
can be associated with quite different supramolecular cell envelope structures [10,11,17]. In
gram-positive bacteria and archaea, the S-layer lattice is linked to the wall matrix, which is
composed mainly of peptidoglycan and secondary cell wall polymers or of pseudomurein,
respectively. In gram-negative bacteria, attachment involves components of the outer mem-
brane (e.g., lipopolysaccharides). In archaea lacking a rigid wall layer, the S-layer, as the
only wall component, is closely associated with the plasma membrane. Due to the diversity
in the supramolecular structures of prokaryotic cell envelopes, S-layers differ considerably
in their susceptibility to disruption into constituent subunits [7,9,27–29]. Most commonly
in gram-positive organisms a complete disintegration of S-layers into monomers can be ob-
tained by treatment of purified cell wall fragments with hydrogen-bond-breaking agents
(e.g., urea or guanidine hydrochloride). In particular, S-layers from gram-negative bacteria
may also disintegrate upon application of metal-chelating agents (such as EDTA, EGTA,
cation substitution: e.g., Na� or Li� replacing Ca2�) or detergents (at pH � 4.0). In certain
cases, even washing cells with deionized water can lead to dissociation of the S-layer lattice

FIG. 3 Three-dimensional model of the protein mass distribution of the S-layer of Bacillus
stearothermophilus NRS 2004/3a [(a) outer, (b) inner face]. The square S-layer is about 8 nm thick
and exhibits a center-to-center spacing of the morphological units of 13.5 nm. The protein meshwork
composed of a single protein species shows one square-shaped, two elongated, and four small pores
per morphological unit. (Modified from Ref. 7.)



[30–32]. The various extraction and disintegration experiments revealed that the intersub-
unit bonds in the S-layer lattices are stronger than those binding the crystalline arrays to the
supporting envelope layer [5,28]. This property is seen as a major requirement for continu-
ous recrystallization of the lattice during cell growth and division. Some archaeal S-layers
were shown to be highly resistent to common denaturating agents, indicating the possible
presence of covalent intersubunit bonds [12,17]. With many solubilized S-layers it has been
demonstrated that isolated subunits reassemble into lattices identical to those observed on
intact cells upon removal of the disrupting agents (see also Section II.C).

Chemical analysis and comparison of the primary structure of a variety of S-layer
proteins (Table 1) has revealed a similar overall composition [2,7,9,11]. Most S-layers are
composed of weakly acidic proteins or glycoproteins, with isoelectric points between pH 3
and 6. For Methanothermus fervidus, however, a pI value for the S-layer protein of 8.4 [31]
and for Lactobacilli in the range of 9–10 have been determined [33]. S-layer proteins have
a high amount of glutamic and aspartic acid (together approximately 15 mol%), 40–60%
hydrophobic amino acids, 10% lysine, but only a few or no sulfur-containing amino acids.
Circular dichroism measurements and/or secondary structure predictions after amino acid
sequence analysis show that typically about 40% of the amino acid residues are organized
as 
-sheet and 20% as 	-helix structure. Most 	-helical segments are arranged in the N-ter-
minal part of the S-layer proteins. For the remaining part of the sequences, mainly short 
-
strands connected by loops and turns have been predicted [11].

Furthermore, hydrophilic and hydrophobic amino acids do not form extended clus-
ters. Posttranslation modifications of S-layer proteins include removal of the signal peptide
[11,33,34], phosphorylation [35], and glycosilation [36–38]. In bacterial S-layer glycopro-
teins, the carbohydrate moieties strongly resemble the O-antigen polysaccharides of gram-
negative bacteria [39]. They are polymers of linear or branched repeating sequences of two

TABLE 1 Properties of S-Layers

The S-layer lattices can have oblique (p1, p2), square (p4), or hexagonal (p3, p6) symmetry.
The center-to-center spacing of the morphological unit can be 3–35 nm.
The lattices are generally 5–20 nm thick (in archaea, up to approximately 70 nm).
The outer surface is generally less corrugated than the inner surface.
The S-layer lattices exhibit pores of identical size and morphology.
In many S-layers, two or even more distinct classes of pores are present.
The pore sizes range from approximately 2 to 8 nm.
The pores can occupy 30–70% of the surface area.
The relative molecular mass of constituent subunits is in the range of 40,000–200,000.
These are weakly acidic proteins (pI ~4–6), except for Methanothermus fervidus (pI � 8.4) and lac-

tobacilli (pI � 9.5).
Large amounts of glutamic and aspartic acid (about 15 mol%) are present.
There is a high lysine content (about 10 mol%).
There are large amounts of hydrophobic amino acids (about 40–60 mol%).
Hydrophilic and hydrophobic amino acids do not form extended clusters.
In most S-layer proteins, about 20% of the amino acids are organized as 	-helices and about 40% oc-

cur as 
-sheets.
Aperiodic foldings and 
-turn content may vary between 5 and 45%.
Posttranslational modifications of S-layer proteins include cleavage of N- or C-terminal fragments,

glycosylation, and phosphorylation of amino acid residues.

Source: Refs. 2, 7, 10, 11, 18, 28.



to six monosaccharide units and include a wide range of hexoses, deoxy- and amino sug-
ars, uronic acids, or even sulfate and phosphate residues. The chain length may vary from
a few sugars to approximately 150 monosaccharide residues. The glycan chains can be at-
tached to the protein moiety by N- or O-glycosidic linkages. Among them, novel linkage
types, such as 
-glucose → tyrosine, 
-galactose → tyrosine, or 
-N-galactosamine →
threonine/serine have been identified (for recent review see Refs. 2 and 37). In comparison
to bacterial glycan structures, glycoproteins in archaea consist almost exclusively of short
carbohydrate chains of heterosaccharides with up to 10 sugar residues and no repeating
units [40,41]. In halobacteria, up to three different glycan species with up to 25 glycosyla-
tion sites per S-layer monomer can be present [41]. For a most recent compilation of gly-
can structures of selected strains of bacteria and archaea see Ref. 2. Although the amino
acid composition of S-layer proteins shows no significant differences, sequencing of S-
layer genes from organisms of all phylogenetic branches (Table 2) revealed that sequence
identities are rare [2,11,33,42]. Nevertheless, it is quite obvious that common structural
principles must exist in S-layer proteins (e.g., the ability to form intersubunit bonds and to
self-assemble into 2D arrays, the formation of hydrophilic pores with low unspecific ad-
sorption, and the interaction with the underlying cell envelope layers). Sequencing of S-
layer genes from strains belonging to the same species, such as Lactobacillus acidophilus
[33], Bacillus stearothermophilus [43–46], or Campylobacter fetus [47], revealed that evo-
lutionary relationship plays an important role in the sequence identity of functionally ho-
mologous domains. The identities observed at the amino-termini of S-layer proteins of
gram-positive and gram-negative bacteria are a consequence of the binding specificities for
components of the supporting wall layers (secondary wall polymers and lipopolysaccha-
rides) [1,11]. For example, the S-layer proteins SbsA and SbsC from B. stearothermophilus
PV72/p6 and ATCC 12980 are bound via their N-terminal region to an identical type of cell
wall polymer that is covalently linked to the peptidoglycan backbone [48,49]. The N-ter-
minal parts of both S-layer proteins shows an identity of 85%, and more than 70% of the
N-terminal 240 amino acids are organized as short 	-helices. Using sequence comparison,
S-layer homologous domains (SLH) [50] have been identified at the amino-terminal region
of several S-layer proteins [2,11]. Triplicated forms of SLH-domains have also been ob-
served on the C-terminal part of cell-associated exoenzymes [51] and other exoproteins
[51,52]. Although only preliminary information on the structural interactions of SLH do-
mains is available, there is strong evidence that these regions are involved in anchoring the
proteins permanently or transiently to the cell surface [50,53,54]. Most recently the com-
plete structure of the secondary cell wall polymer functioning as a binding site for the SLH
motifs of the S-layer protein from Bacillus sphaericus CCM 2177 was elucidated by nu-
clear magnetic resonance analysis [55].

C. Assembly and Morphogenesis of S-Layers

Since S-layers possess a high degree of structural regularity and are composed of a single
proteinaceous subunit species, they represent very appealing models for studying the mor-
phogenesis of a supramolecular structure during cell growth. Studies on the morphogene-
sis of S-layer lattices have focused on the question how the S-layer proteins assemble on
supporting supramolecular structures into two-dimensional arrays during cell growth.

1. Self-Assembly in Vivo
Electron micrographs of freeze-etched preparations clearly demonstrated that S-layers
completely cover the cell surface during all stages of cell growth and division [5,56,57].



TABLE 2 Survey of S-Layer Proteins Whose Amino Acid Sequences Are Known

No. of amino
acids, including

N-terminal leader GenBank
Gene/ peptide/N-terminal Lattice accession

Species Strain Protein leader peptide typea no.

Aeromonas TF7 ahs 467/19 S L37348
hydrophila

Aeromonas A450 vapA 502/21 S M64655
salmonicida

Bacillus anthracis Sterne sap 814/29 Oc Z36946
derivative
substrain
9131

eag 862/29 O X99724
Brevibacillus brevis 47 owp 1,004/24 — M14238

(Bacillus brevis)
MWP 1,053/23 H M19115

Brevibacillus brevis HPD31 HWP 1,087/23 H D90050
(Bacillus brevis)

Bacillus HM105 olpA 874/29 — U38842
licheniformis

Bacillus sphaericus P1 sequence 8 1,252/30 S A45814
Bacillus sphaericus 2362 gene 125 1,176/30 S M28361

gene 80 745 (silent) — —
Bacillus sphaericus CCM 2171 sbpA 1,268/30 S AF211170
Bacillus PV72/p6 sbsA 1,228/30 H X71092

stearothermophilus
PV72/p2 sbsB 920/31 O X98095

Bacillus ATCC sbsC 1,099/30 O AF055578
stearothermophilus 12980

Bacillus 12980 sbsD 904/30 O AF228338
stearothermophilus

Bacillus thuringiensis CTC ctc 842/29 — AJ012290
Bacillus thuringiensis, NRRL 4045 slpA 821/29 — AJ249446

ssp. galleriae
Campylobacter fetus, — sapA 933/none H, Sb J05577

ssp. fetus
Campylobacter fetus, 23B sapAl 920/none H, Sb L15800

ssp. fetus
Campylobacter fetus, 82-40LP3 sapA2 1,109/none H, Sb S76860

ssp. fetus
Campylobacter fetus, 84–91 sapB 936/none — U25133

spp. fetus
CIP 5396T sapB2 1,112/none — AF048699

Campylobacter rectus 314 crs 1,361/none AF010143
Caulobacter CB15 rsaA 1,026/none H M84760

crescentus



TABLE 2 (Continued)

No. of amino
acids including

N-terminal leader GenBank
Gene/ peptide/N-terminal Lattice accession

Species Strain Protein leader peptide typea no.

Clostridium NCIMB slpA 1,036/26 O U79117
thermocellum 10682

Corynebacterium ATCC csp2 510/30 H X69103
glutamicum 17965

Deinococcus — HPI gene 1,036/31 H M17895
radiodurans

Halobacterium — csg 852/34 H J027/67
halobium

Haloferax volcanii — — 828/34 H M62816
Lactobacillus ATCC 4356 slpA 444/24 O X89375

acidophilus
slpB 456 (silent) — X89376

Lactobacillus brevis ATCC 8287 — 465/30 O Z14250
Lactobacillus JCM 5810 cbsA 440/30 O AF001313

crispatus
Lactobacillus CNRZ 892 slpH1 440/30 O X91199

helveticus
Lactobacillus CNRZ 1269 slpH2 440/30 O X92752

helveticus
Methanococcus — sla 565/12 H M59200

voltae
Methanosarcina S-6 slgB 652/31 H X77929

mazei
Methanothermus DSM 2088 slgA 593/22 H X58297

fervidus
Methanothermus DSM 3496 slgA 593/22 H X58296

sociabilis
Rickettsia prowazekii Brein 1 spaP 1,612/32 — M37647
Rickettsia rickettsii R p120 1,645/32 — X16353
Rickettsia typhii Wilmington slpT 1,645/32 — L04661
Serratia marcescens Isolate 8000 slaA 1,004/none — AB007125
Staphylothermus F1 — 1,524/putative — US7967

marinus
Thermoanaerobacter DSM 2030 slp 762/26 H M31069

kivui
(Acetogenium
kivui)

Thermus HB8 slpA 917/27 H, S X57333
thermophilus

a H, hexagonal; S, square; O, oblique.
b In Campylobacter fetus subsp. fetus, the lattice type was found to be dependent on the molecular weights of the
S-layer subunits (H. 97,000; S. 127,000 and 149,000).
c Presumably.
Source: Refs. 2 and 11.



Freeze-etching preparations of rod-shaped cells also generally show a characteristic orien-
tation of the lattice with respect to the longitudinal axis of the cell (Fig. 1a). This charac-
teristic structural feature was considered as strong evidence that S-layers are “dynamic
closed surface crystals” with the intrinsic capability to continuously assume a structure of
low free energy during cell growth [5,58]. In this context it is interesting to note that a
closed S-layer lattice on an average-sized, rod-shaped prokaryotic cell consists of approx-
imately 5 � 105 monomers [9]. This implies that at high growth rates (20–30 min),
400–500 copies of a protein or glycoprotein subunit have to be synthesized by a cell per
second, translocated to the cell surface, and incorporated into the S-layer lattice. With S-
layer from various bacteria it was demonstrated that distinct surface properties of the sub-
units (charge distribution, hydrophobicity, specific interactions with components of the
supporting envelope layer) are essential for the proper orientation of the S-layer subunits
during local insertion in the course of lattice growth [11,59]. Valuable information about
the mechanisms involved in the development and maintenance of crystalline arrays of
macromolecules on a growing cell surface also came from reconstitution experiments with
isolated S-layers on cell surfaces from which they had been removed (homologous reat-
tachment) or on those of other organisms (heterologous reattachment) [57,60,61]. Results
of homologous and heterologous recrystallization experiments of S-layers clearly demon-
strated that the formation of the regular lattices resides entirely in the subunits themselves
and is not affected by the matrix of the supporting envelope layers.

Labeling experiments with colloidal gold/antibody and fluorescent antibody marker
methods have been performed for elucidating the accurate incorporation sites of constituent
subunits in “closed surface crystals” during cell growth [57,59]. As predicted by Harris and
coworkers [62–64], dislocations and disclinations could serve as sites for incorporation of
new subunits in closed lattices that grow by “intussusception” [59]. Since both types of lat-
tice faults can be observed on high-resolution freeze-etching images of intact cells, it can
be assumed that the rate of growth of S-layer lattices by the mechanism of nonconservative
climb of dislocations depends on the number of dislocations present and the rate of incor-
poration of new subunits at these sites.

2. Self-Assembly in Vitro
Valuable information about the morphogenesis of S-layer lattices on intact cells was de-
rived from self-assembly studies of isolated S-layer subunits in vivo [57,59]. Isolated S-
layer subunits from a great variety of bacteria have been demonstrated to reassemble into
lattices identical to those observed on intact cells upon removal of the disrupting agent used
for their isolation. Depending on the intrinsic properties of the S-layer protein or glycopro-
tein and the recrystallization conditions (e.g., ionic strength, ion composition, temperature,
pH value, protein concentration, concentration of associated polymers), isolated S-layer
subunits may recrystallize into flat sheets, open-ended cylinders, or closed vesicles (Figs.
4 and 5). So far the most detailed studies on the kinetics of the in vitro self-assembly pro-
cesses in suspension, the shape of self-assembly products, the charge distribution, and the
topographical properties of the outer and inner surface were performed with S-layers from
different Bacillaceae [57–59,65]. Studies on the kinetics of the self-assembly process of S-
layer proteins from B. stearothermophilus NRS 1536/3c involving light-scattering and
cross-linking experiments revealed that a rapid initial phase and a slow consecutive process
of higher than second order exists [66]. In the rapid initial phase, oligomeric precursors
composed of 12–16 subunits (Mn � 106) were formed that in a second stage fused and re-
crystallized. This recrystallization process led to sheetlike self-assembly products (Fig. 4)



FIG. 4 Schematic drawing illustrating different self-assembly routes of S-layer subunits leading to
the formation of (a) flat sheets, (b) and (d) to (f), cylinders, and (c) spheres. (Modified from Ref. 59.)

FIG. 5 Electron micrographs of negatively stained preparations of S-layer self-assembly products.
(a) flat sheet (bar, 100 nm), (b) open-ended cylinder (bar, 200 nm).



exhibiting the same square lattice as observed on intact cells [66]. Many S-layers from
Bacillaceae assemble in suspension into double-layer sheets or cylinders. In such self-as-
sembly products the individual monolayers may be linked to each other either with their in-
ner (more corrugated) or their outer (smoother, charge-neutral) surface [67]. Recently it
was demonstrated that secondary cell wall polymers associated with the isolated S-layer
proteins from different B. stearothermophilus strains can have a significant influence on the
self-assembly process [54,68]. For example, the S-layer protein SbsB, which possesses
three SLH-motifs comprising the secondary cell wall polymer-binding domain reassembles
into flat mono- and double-layer sheets with 1- to 3-�m size. Interestingly, upon addition
of the purified high-molecular-mass secondary cell wall polymer (which functions as an
anchoring structure for the S-layer protein in the bacterial cell wall), the in vitro self-as-
sembly was inhibited and the isolated S-layer protein was kept in a water-soluble state. This
observation indicated that the polymer chains not only have the potential of anchoring the
S-layer lattice to the cell wall properly but can also act as spacers between the individual
S-layer subunits. Such functional specificities appear essential for preventing self-assem-
bly of S-layer subunits during translocation from sites of synthesis to sites of lattice growth.

Most important for many applications of S-layer lattices in molecular nanotechnol-
ogy, biotechnology, and biomimetics was the observation that S-layer proteins are capable
of reassembling into large coherent monolayers on solid supports (e.g., silicon wafers,
polymers, metals) at the air/water interface and on Langmuir lipid films (Fig. 6) (see Sec-
tions V and VIII).

FIG. 6 (a) Schematic illustration of the recrystallization of isolated S-layer subunits into crystalline
arrays. The self-assembly process can occur (b) in suspension, (c) at the air/water interface, (d) on
solid supports, and (e) on Langmuir lipid films. (Modified from Ref. 59.)



III. S-LAYERS FOR THE PRODUCTION OF ULTRAFILTRATION
MEMBRANES

A. Molecular Sieving Properties of S-Layer Lattices

In order to determine the size of the largest type of pore passing through S-layer lattices of
Bacillus stearothermophilus strains, permeability studies were performed according to the
space technique [69]. For this purpose, native and glutaraldehyde-treated S-layer contain-
ers were prepared that resembled the shape of whole bacterial cells [70]. Such S-layer con-
tainers were obtained by extracting the plasma membrane of whole cells by mild detergent
treatment, by removing most of the cytoplasma content by extensive washing, and by
degradation of nucleic acids with DNAse and RNAse. Native S-layer containers consisted
of the outer S-layer, the peptidoglycan-containing layer, and the inner S-layer. The last re-
sulted from an S-layer protein pool accumulated in the peptidoglycan-containing layer that
was released during the preparation procedure and could assemble on the inner face of the
rigid cell wall layer [71]. For introducing covalent bonds between the S-layer subunits, S-
layer containers were treated with glutaraldehyde, and the peptidoglycan was subsequently
degraded with lysozyme. This led to glutaraldehyde-treated S-layer containers that con-
sisted merely of an outer and an inner S-layer with a 10- to 15-nm-wide distance between
them. Both native and cross-linked S-layer containers were suspended in solutions of pro-
teins with increasing molecular masses, which were selected as test molecules for the per-
meability studies. After common incubation, only proteins smaller than the lattice pores
were detected inside the S-layer containers (Fig. 7a). Independent of the presence of the
peptidoglycan-containing layer, an identical and sharp molecular mass cutoff was obtained
for the square and hexagonal S-layer lattices of Bacillus stearothermophilus strains NRS
1536/3c and PV72/p6. This was expressed by the fact that carbonic anhydrase (CA; Mr

30,000; molecular size 4.1 by 4.1 by 4.7 nm) could pass through the pores in these crys-
talline arrays, whereas ovalbumin (OVA; Mr 43,000; molecular size 4.5 nm) was rejected

FIG. 7 Schematic drawing illustrating the structure of (a) native or glutaraldehyde-treated S-layer
containers as prepared for permeability studies according to the space technique and of (b) S-layer ul-
trafiltration membranes.



by at least 90% [70]. As derived from the results of the permeability studies, the molecular
mass cutoff (defined as 90% rejection for a distinct molecule species) was in the range of
40,000, indicating that the size of the largest type of pore was 4–5 nm. The presence of the
peptidoglycan-containing layer had no influence on the molecular mass cutoff, which con-
firmed that the S-layer lattices exclusively determine the rejection properties of S-layer
containers. The sharp molecular mass cutoffs and the exclusion limits further revealed that
S-layers are isoporous molecular sieves that work in the range of ultrafiltration membranes
produced by synthetic polymers. In contrast to S-layer lattices, conventional ultrafiltration
membranes possess an amorphous structure and a pore size distribution with pores differ-
ing in size by as much as one order of magnitude [72].

B. Production and Rejection Characteristics of S-Layer
Ultrafiltration Membranes (SUMs)

To produce the first type of biomimetic ultrafiltration membrane (Fig. 7b) and to exploit
the precise molecular sieving properties of S-layer lattices for technological applications,
S-layer-carrying cell wall fragments from B. stearothermophilus strains were deposited on
a microfiltration membrane out of a suspension in a pressure-dependent procedure [73].
The concentration of the S-layer-carrying cell wall fragments was adjusted in a way that a
coherent layer was generated on the surface of the microporous support. Although a broad
screening was performed involving numerous cross-linking agents with different bridge
lengths, glutaraldehyde was found to be the most efficient one. To increase the chemical
stability of cross-linked S-layer lattices, Schiff bases formed by the reaction of glutaralde-
hyde with �-amine groups from lysine were reduced with sodium borohydride [74]. SUMs
produced of S-layer-carrying cell wall fragments from B. stearothermophilus strains ex-
hibited identical exclusion limits as determined for native and glutaraldehyde-treated S-
layer containers by applying the space technique [70,73]. The sharp molecular mass cutoff
of this biomimetic ultrafiltration membrane confirmed that S-layer lattices work as iso-
porous molecular sieves. In comparison to the S-layer lattices from B. stearothermophilus
strains, the square S-layer lattice from B. sphaericus CCM 2120 (Table 3) and the oblique
S-layer lattice from B. coagulans E38-66 exhibited cutoff levels shifted slightly to the
lower molecular mass range [75,76]. These S-layer lattices allowed free passage for myo-

TABLE 3 Rejection Characteristics of SUMs Prepared of S-Layer-Carrying Cell Wall Fragments
from B. sphaericus CCM 2120

Molecular pH value of the
Protein Mr size (in nm) pI % R protein solutions

Ferritin 440,000 12 4.3 100 7.2
Bovine serum albumin (BSA) 67,000 4.0 � 4.0 � 14.0 4.7 100 7.2
Ovalbumin (OVA) 43,000 4.5 4.6 95 4.6
Carbonic anhydrase (CA) 30,000 4.1 � 4.1 � 4.7 5.3 80 5.3
Myoglobin (MYO) 17,000 4.4 � 4.4 � 2.5 6.8 0 6.8

The rejection coefficient (R) was calculated according to the following equation: R � ln (Cr/Co)/ln (Vo/Vr). Cr or
Vr represent the protein concentration in the retentate or the volume of the retentate; Co is the concentration of the
protein in the solution before filtration; Vo is the initial volume of the feed. The pH value of each protein solution
was immediately measured after dissolving the proteins in distilled water.



globin (MYO; Mr 17,000; molecular size 4.4 by 4.4 by 2.5 nm) and rejected CA (Mr

30,000; molecular size 4.1 by 4.1 by 4.7 nm) to either 80% or 90%.

C. Importance of the Native Charge Distribution for the
Integrity of S-Layer Lattices

Acetylation and succinylation of free amine groups (primarily �-amine groups from lysine)
of the S-layer proteins from various Bacillaceae converted them into either neutral or neg-
atively charged groups, which led to partial or complete disintegration of these crystalline
arrays [67,77]. In contrast, modification of amine groups with the monofunctional imi-
doesters ethylacetimidate or 2-iminothiolane did not interfere with the integrity of S-layer
lattices, which can be explained by the fact that generated amidines had a pK value of about
12 [78], which was higher than the pK values of the �-amine groups from lysine (~10).
Consequently, modification of S-layer lattices with monofunctional imidoesters had no in-
fluence on the native charge distribution in these crystalline arrays. By modification of the
S-layer lattices with 2-iminothiolane, sulphhydryl groups were introduced that could be ex-
ploited for further modification reactions or for covalent binding of sulphhydryl groups
containing enzymes such as 
-galactosidase [79]. After disintegration of S-layer lattices
modified with imidoesters with guanidine hydrochloride and removing the disrupting agent
by dialysis, regularly structured self-assembly products with a shape identical to those ob-
tained with the native S-layer protein were formed [67,77]. Although both imidoesters are
monofunctional, cross-linking reactions are known to occur under mild alkaline conditions
(pH 8–9) if free amine groups are located at a distance of 0.3–0.4 nm [78]. Since S-layer
lattices from Bacillaceae disintegrate into their constituent subunits at pH values over 9,
modification reactions had to be carried out at pH 8.5, which actually led to partial cross-
linking of these crystalline arrays. Modification of free carboxylic acid groups with 1-ethyl-
3,3(dimethylaminopropyl)carbodiimde (EDC) and glycine methyl ester (GME) resulted in
the loss of the regular lattice structure. Depending on the S-layer used, either partial solu-
bilization of the modified S-layer protein (of up to 50%) or complete cross-linking was ob-
served. The GME-modified S-layer protein, which was not cross-linked and could there-
fore be extracted with guanidine hydrochloride, had lost the ability to reassemble into
regularly structured lattices. Complete cross-linking of the S-layer lattice with EDC as a
zero-length cross-linker indicated that amine and carboxylic acid groups from adjacent S-
layer subunits are located closely enough for direct electrostatic interactions. Complete
cross-linking of S-layer lattices from Bacillaceae was achieved with homobifunctional imi-
doesters and N-hydroxy succinimide esters of different cross-linking spans [67,76,80].

D. Surface Properties of Native S-Layer Lattices from
Bacillaceae

S-layer lattices from B. stearothermophilus, B. coagulans, and B. sphaericus strains are,
like most other S-layers, highly anisoptropic structures. The outer S-layer surface is rather
smooth, whereas the inner S-layer surface is much more corrugated [55]. The anisotropic
nature was also confirmed by sequencing the genes encoding the S-layer proteins from B.
stearothermophilus strains and B. sphaericus CCM 2177 and by investigating the struc-
ture–function relationship of selected S-layer proteins [11,46]. Affinity studies with prote-
olytic cleavage fragments and recombinant truncated S-layer proteins demonstrated that
the N-terminal part either comprises typical SLH-motifs [50] or does not recognize distinct
types of secondary cell wall polymers as anchoring structures in the rigid cell wall layer



[46,48,54,55,68]. In the case of the S-layer proteins SbsA and SbsC from B. stearother-
mophilus PV72/p6 and ATCC 12980, the N-terminus possesses a high number of lysine
and arginine residues, which endows this part with a positive net charge (pI of the mature
SbsC 5.73; pI for the segment comprising amino acids 31 to 270 is 9.13). This positive net
charge is in clear contrast to that of the remaining part of the SbsC sequence, which com-
prises amino acid 271 to 1,099 and has a pI of 4.88. Secondary structure prediction further
revealed that up to 70% of the amino acids of the N-terminal part are organized as short 
	-helices [46]. The remaining part of the sequence consists of 
-sheets and loops. The pos-
itively charged N-terminal part possesses a high tyrosine content, is located on the inner S-
layer surface, and interacts with the net negatively charged secondary cell wall polymer via
direct electrostatic interactions and hydrogen bonds. The net charge of the outer S-layer
surface was finally evaluated by electron microscopical examination of whole cells or S-
layer-carrying cell wall fragments after labeling with polycationic ferritin (PCF; pI ~ 11).
This spherical topographical marker has a molecular size of 12 nm and is therefore com-
pletely excluded from the pores in S-layer lattices from Bacillaceae. In contrast to most
bacterial cell surfaces, which are net negatively charged, the outer S-layer surfaces could
not be labeled with PCF, indicating that there is not an excess of net negatively charged
groups [67]. Labeling of S-layers with cytochrome c (Mr 12,000; molecular size 2.5 by 2.5
by 3.7 nm), which is also positively charged (pI 10.8) but in contrast to ferritin small
enough to pass through the pores, revealed the absence of free carboxylic acid groups in-
side the pores [75]. Finally, the oblique S-layer lattice from B. coagulans E38-66 was la-
beled with polycationic carbonic anhydrase (PCA; pI 9.5; obtained by modification of free
carboxylic acid groups with EDC and N,N-dimethylpropylamine) [77]. This protein was
selected because, due its molecular size (4.1 by 4.1 by 4.7 nm), it is just within the dimen-
sion of the pores but, according to the permeability studies, too large to pass through. The
amount of PCA adsorbed to the outer S-layer surface was 270 �g/mg S-layer protein,
which corresponded to 1 PCA molecule per S-layer subunit, with a molecular mass of
97,000. These findings indicated that PCA was adsorbed by carboxylic acid groups ex-
posed in indentations of the corrugated S-layer protein network that were not accessible for
binding of the large PCF molecules [77].

E. Surface Properties of Glutaraldehyde-Treated S-Layer
Lattices

In comparison to the outer surface of native S-layer lattices from Bacillaceae, those cross-
linked with glutaraldehyde could be labeled with PCF. Moreover, after chemical modifi-
cation with glutaraldehyde, the smaller positively charged cytochrome c was adsorbed in-
side the pores [75]. Since, on the other hand, chemical modification of EDC-activated
carboxylic acid groups with GME resulted in loss of PCF and cytochrome c binding, it be-
came evident that adsorption of the positively charged marker molecules was due to the
presence of free carboxylic acid groups that were neutralized by free amine groups in the
native state of the S-layer lattices. As demonstrated with SUMs prepared from S-layer-car-
rying cell wall fragments from B. coagulans E38-66, adsorption of a monolayer of densely
packed PCF molecules on the outer S-layer surface caused flux losses for particle-free dis-
tilled water of 10% of the initial flux. Flux losses were calculated according to the follow-
ing equation: Rf � (1 � Ja/J0) (Rf � relative flux loss; usually given � 100 in %; Ja is the
water flux after filtration of the respective protein solution; J0 is the water flux before fil-
tration of the protein solution � initial water flux) [81]. On the other hand, adsorption of



cytochrome c inside the pores caused flux losses of up to 80%, which can only be explained
by severe pore plugging.

As described earlier, SUMs are produced by depositing S-layer-carrying cell wall
fragments on microporous supports, cross-linking of the S-layer protein with glutaralde-
hyde, and reducing Schiff bases with sodium borohydride [74]. Thus, in SUMs the outer S-
layer surface is exposed to the ambient environment, whereas the inner S-layer surface is
blocked due to binding to the peptidoglycan-containing layer (Fig. 7b) [73]. Since mainly
�-amine groups from lysine are involved in the cross-linking reaction with glutaraldehyde,
carboxylic acid groups from acidic amino acids of the S-layer protein remain available for
further modification reactions to change the surface properties. However, the major goal of
the chemical modification studies was to produce SUMs with tailor-made surface proper-
ties for specific demands in downstream processing [76]. To correlate the number of func-
tional groups introduced per nm2 S-layer lattice (outer S-layer surface, including the pore
areas) leading to either charged, neutral hydrophilic, or neutral hydrophobic S-layer sur-
faces with the adsorption properties of SUMs, chemical modification reactions were per-
formed in parallel on suspended S-layer-carrying cell wall fragments for exact quantifica-
tion of bound nucleophiles and on SUMs for protein adsorption studies. In the case of
S-layer-carrying cell wall fragments, the S-layer lattice was cross-linked with the cleavable
homobifunctional amine group–specific imidoester 3,3dithiobis(succinimidyl)propionate
(DSP) instead of glutaraldehyde [76]. For determining the number of free carboxylic acid
groups available for chemical modification in the DSP-cross-linked S-layer lattice, car-
boxylic acid groups were activated with EDC and modified with different nucleophiles.
Subsequently, the disulphide bonds in DSP were cleaved with dithiothreitol, and the mod-
ified S-layer subunits were extracted with guanidine hydrochloride and subjected to amino
acid analysis. Introduced amine groups were quantified via the increase in leucine by using
butyloxycarbonyl-1-leucine N-hydroxysuccinimidester (BOC-Leuse) as an amine
group–specific modifying agent. For producing either neutral hydrophilic, neutral hy-
drophobic, or positively or negatively charged S-layer surfaces, the following nucleophiles
were covalently linked to the EDC-activated carboxylic acid groups of the S-layer protein
from B. sphaericus CCM 2120: glycine methyl ester (GME), glucosamine (GAM), hex-
adecylamine (HDA), ethylenediamine (EDA), and glutamic dimethyl ester (GDM) [76,82].
For increasing the number of free carboxylic acid groups available for further modification
reactions, ester groups from GDM covalently bound to the S-layer protein were liberated
by mild alkaline hydrolysis (pH 12.5), which also caused deamination of some asparagine
and glutamine residues of the S-layer protein and led to a higher number of free carboxylic
acid groups than introduced by chemical modification. The results of the modification stud-
ies, summarized in Table 4, show that the EDC-activated carboxylic acid groups could be
rather quantitatively modified.

SUMs prepared of S-layer-carrying cell wall fragments from B. sphaericus CCM
2120 were treated in the same way as suspended S-layer-carrying cell wall fragments. But
in contrast to the latter, SUMs were used for filtration experiments and protein adsorption
studies. As described earlier, protein adsorption was expressed in terms of flux losses after
filtration of defined volumes of selected protein solutions [76,82]. SUMs produced from S-
layer-carrying cell wall fragments from B. sphaericus CCM 2120 rejected OVA and BSA
to 95 and 100%, respectively; CA was retained to 80%, whereas MYO was small enough
to pass through the pores in this square S-layer lattice (Table 3).

Experiments with SUMs demonstrated that the net negatively charged BSA and
OVA showed the lowest adsorption on negatively charged SUMs, but flux losses increased
with the negative charge density [(Table 4; standard � GME/H � GDM/H � 2(GDM/H)].



On neutral SUMs, flux losses correlated with the hydrophobicity of introduced nucle-
ophiles (GDM/H/GAM � GME � HDA � 2(GDM/H)/HDA). As expected, BSA and
OVA were strongly adsorbed on positively charged SUMs, and protein adsorption in-
creased with the positive charge density (EDA � GDM/H/EDA). A similar observation
that electrostatic interactions between the protein molecules in solution and the SUM sur-
face determine the extent of protein adsorption was made for the net positively charged CA.
This protein was strongly adsorbed on negatively charged SUMs, and flux losses correlated
with the negative charge density [(standard � GME/H � GDM/H � 2(GDM/H)]. As ex-
pected, adsorption was significantly reduced on positively charged SUMs. However, flux
losses increased with the positive charge density (EDA � GDM/H/EDA). MYO was close
to its isoelectric point and interacted with all types of SUMs, but the lowest adsorption for
this protein was observed on neutral and neutral hydrophilic SUMs (GDM/H/GAM ~ GME
� HDA � 2(GDM/H)/HDA) (Table 4). However, contact angle measurements revealed
that SUMs are basically hydrophobic, which could only be slightly influenced by modifi-
cation of free carboxylic acid groups with different nucleophiles. The hydrophobic struc-
ture of SUMs may be derived from both the presence of a high number of hydrophobic
amino acids in S-layer proteins and the incorporation of glutaraldehyde in the course of
cross-linking the S-layer lattice [76,82]. Adsorption experiments were generally performed
in distilled water. Electrostatic interactions between SUMs and dissolved proteins were
completely interrupted in buffered solutions, such as phosphate buffered saline [82].

To conclude, a strong correlation was found to exist between the net charge of the
proteins in solution, the net charge of the SUM surface, and the extent of protein adsorp-
tion, which was expressed in terms of flux losses measured after filtration of the different
protein solutions. Moreover, in the case of charge-neutral SUMs, flux losses increased with
the hydrophobicity of the nucleophiles bound to the S-layer lattice. All proteins caused
higher flux losses on SUMs modified with HDA than on those modified with GME or

TABLE 4 Chemical Modification of SUMs Produced from S-Layer-Carrying Cell Wall
Fragments from B. sphaericus CCM 2120

Residues introduced/nm2

Modification reactions S-layer surface (SUM) BSA OVA CA MYO

None (standard) 1.6 ~ COO� 5 0 70 55
GME/H 1.8 25 10 75 45
GDM/H 3.5 ~ COO� 30 10 85 70
2 (GDM/H) 7.0 ~ COO� 40 15 90 80
EDA 1.6 ~ NH3

� 40 70 15 50
GDM/H/EDA 3.5 ~ NH3

� 55 80 25 65
GME 1.6 40 40 15 25
GDM/H/GAM 3.5 35 30 20 25
HDA 1.6 55 55 30 55
2 (GDM/H)/HDA 7.0 70 65 60 70

The influence of attaching different nucleophiles to the EDC-activaed carboxylic acid groups from the S-layer
protein on the adsorption of selected test proteins was evaluated via relative flux losses (1 � Rf, given � 100 in
%) of SUMs after filtration of the respective protein solution (BSA, OVA, CA, MYO).

GME glycine methyl ester; GDM glutamic dimethyl ester; EDA ethylendiamine; GAM glucosamine; HDA
hexadecylamine; BSA bovine serum albumin; OVA ovalbumin; CA carbonic anhydrase; MYO myoglobin; H: al-
kaline hydrolysis for converting ester groups from GME or GDM into free carboxylic acid groups that were sub-
sequently activated with EDC for further modifications.



GAM (Table 4). Another interesting correlation was found to exist between the size of the
protein molecules that were rejected by the S-layer lattice and the maximum flux losses de-
termined. For example, flux losses of 60% were measured after filtration of BSA solutions
using positively charged SUMs, while flux losses of only about 10% were determined af-
ter filtration of ferritin solutions. Both proteins have a similar isoelectric point (Table 3),
but, in comparison to the spherical ferritin, BSA is significantly smaller and a long
molecule (4 by 4 by 14 nm). These findings led to the conclusion that despite the fact that
BSA was rejected by the pores in the S-layer lattice from B. sphaericus CCM 2120, the long
molecules could penetrate the pore openings to some extent, thereby leading to similarily
high flux losses as caused by cytochrome c, which was small enough for passing through
the pores [77].

IV. S-LAYERS AS MATRIX FOR THE IMMOBILIZATION OF
FUNCTIONAL MACROMOLECULES

A. General Introduction

For immobilization of biologically active macromolecules, mostly carboxylic acid groups
from the S-layer protein were activated with EDC, which could subsequently react with
free amine groups from enzymes, antibodies, or ligands such as streptavidin and protein A.
From the amount, the molecular mass, and the size of macromolecules that could be bound
to the respective S-layer lattice, the molecular mass of the S-layer subunits, and the area oc-
cupied by one morphological unit in the S-layer lattice, it was derived that most macro-
molecules formed a dense monolayer on the outer surface of the S-layer lattices [1,2,83,84].
With ferritin this could actually be visualized by electron microscopical investigation of
negatively stained, freeze-etched, or freez-dried preparations of self-assembly products or
S-layer-carrying cell wall fragments (Fig. 8) [85]. Most frequently, the ferritin monolayer

FIG. 8 Electron micrographs of freeze-etched preparations of whole cells from (a, b) Bacillus
sphaericus CCM 2120 exhibiting a square S-layer lattice or from (c, d) Thermoanaerobacter ther-
mohydrosulfuricus L111-69 carrying a hexagonally ordered S-layer lattice. (a, c) Native S-layer lat-
tices; (b, d) S-layer lattices after covalent binding of ferritin to carbodiimide-activated carboxylic acid
groups of the S-layer protein. Bars, 100 nm.



reflected the symmetry of the underlying S-layer lattice. If enzymes were immobilized, the
introduction of spacer molecules such as 4-amino butyric acid, 6-amino caproic acid, or
GDM was advantageous regarding the retained enzymic activity [86]. In the case of S-layer
lattices composed of glycoprotein subunits, the surface-located carbohydrate chains were
also exploited for covalent binding of functional macromolecules. Either vicinal hydroxyl
groups were activated with cyanogen bromide or they were cleaved with periodate. Al-
though the hydroxyl groups were arranged in high density, the binding capacity and the re-
tained enzymic activity were significantly lower than what was obtained by linking the en-
zymes to the EDC-activated carboxylic acid groups from the S-layer protein. For
determining the immobilization capacity of S-layer lattices, S-layer-carrying cell wall frag-
ments from Thermoanaerobacter thermohydrosulfuricus L111-69 and B. sphaericus CCM
2120 were used. The S-layer lattice from Th. thermohydrosulfuricus L111-69 shows hexag-
onal lattice symmetry, with a center-to-center spacing of the morphological units of 14.2
nm. The molecular mass of the glycosylated S-layer subunits is 120,000 [87]. The center-
to-center spacing of the morphological units of the square S-layer lattice from B. sphaeri-
cus 2120 is 12.5 nm. One morphological unit cell consists of four identical subunits, with
a molecular mass of 127,000 [76].

B. Immobilization of Enzymes

As model systems, the enzymes invertase (Mr 270,000), glucose oxidase (Mr 150,000),
naringinase (	-L-rhamnosidase; Mr 110,000), and 
-glucosidase (Mr 66,000) were linked
to the hexagonally ordered S-layer lattice from Th. thermohydrosulfuricus L111-69
[85,86]. In the case of invertase, 1,000 �g/mg S-layer protein were immobilized, which
corresponded to an average of 2.7 enzyme molecules per morphological unit, resembling a
dense monolayer. The retained enzymic activity was in the range of 70%. The amount of
glucose oxidase that could be linked to the EDC-activated carboxylic acid groups was 550
�g/mg S-layer protein, showing that two to three enzyme molecules were bound per hex-
americ unit cell. In the case of this enzyme, the retained activity was 35% and could be in-
creased to 60% when the enzyme was immobilized via 4-amino butyric acid or 6-amino
caproic acid. Immobilization via spacer molecules was particularly advantageous for en-
zymes that were small enough to entrapped inside the pores or to penetrate the pore open-
ings to some extent. For example, 
-glucosidase, with a molecular mass of 66,000, retained
only 16% activity after direct coupling to the EDC-activated carboxylic acid groups of the
S-layer protein [86]. A tenfold increase in the activity to 160% was achieved when this en-
zyme was immobilized via spacers. However, the amount of immobilized enzyme was the
same in both cases (240 �g/mg S-layer protein). The KM value for free 
-glucosidase and
the immobilized enzyme was 3.1 mM. From the significant increase in activity it may be
derived that immobilization via spacers prevented multipoint attachment and increased the
distance between the enzyme molecules and the crystalline matrix. Similar observation was
made for peroxidase, which has a molecular mass of 40,000 and was small enough to be
entrapped inside the pores [86]. Naringinase (	-L-rhamnosidase) was directly linked either
to the EDC-activated carboxylic acid groups of the S-layer protein, to 6-amino caproic acid
as spacer, or, alternatively, to diazotized p-phenylendiamine. The last was introduced into
the S-layer lattice by reaction of EDC-activated carboxylic acid groups with this nucle-
ophile. Depending on the immobilization method, either 40 or 280 �g naringinase was
bound per milligram of S-layer protein, which corresponded to 0.3 and 2 enzyme molecules
per hexameric unit cell, respectively. The retained activity was either 60 or 80% [86]. For
immobilization of 
-galactosidase, a sulphhydryl group containing enzyme, the S-layer lat-



tice was first modified with 2-iminothiolane, which introduced 56 sulphhydryl groups per
S-layer subunit. After activation of sulphhydryl groups with 2,2-dipyridyl disulphide, 550
�g 
-galactosidase could be bound per milligram of S-layer protein, which on average cor-
responded to 3.6 enzyme molecules per hexameric unit cell. The immobilized enzyme had
retained 25% of its initial activity [79].

C. Immobilization of Ligands and Immunoglobulins

Protein A (Mr 42,000) which was originally isolated from the cell wall of Staphylococcus
aureus, recognizes the Fc part of most mammalian antibodies and is a ligand that leads to
an oriented binding of immunoglobulins [88]. In order to functionalize the S-layer lattice
either protein A was directly linked to the EDC-activated carboxylic acid groups of the S-
layer protein from Th. thermohydrosulfuricus L111-69 and B. sphaericus CCM 2120 or it
was immobilized via spacer molecules [87,89]. The immobilization capacity of both S-
layer lattices was either 550 �g or 700 �g protein A/mg S-layer protein. Derived from the
area occupied by the morphological units and from the molecular mass of the constituent
S-layer subunits, this binding capacity corresponded to 320 or 410 ng protein A per cm2 S-
layer surface. Assuming a Stoke’s radius of 5 nm for protein A [90], the theoretical satura-
tion capacity for a planar surface lies in the range of 90 ng/cm2, which demonstrated that
the binding capacity of the S-layer lattices was three to four times higher than the values
calculated with the Stoke’s radius for a planar surface. The observed difference can be ex-
plained by the shape of protein A and by the distribution of free amine groups in this lig-
and. On the one hand, protein A is an extremely long molecule; on the other hand, lysine
residues are concentrated at one end, the so-called X region. Considering the extremely
high density of amine groups at one end of this molecule and the high binding density on
the S-layer lattices, it became evident that the protein A molecules were immobilized in an
oriented manner, with their long axis perpendicular to the S-layer lattice. This provided ev-
idence that a crystalline immobilization matrix with uniformly aligned and oriented func-
tional groups favors the immobilization of macromolecules in a well-defined manner
[87,89].

Another approach for preparing S-layer affinity matrices can be seen in the immobi-
lization of streptavidin (Mr 66,000), which is a tetramer, and each subunit has one binding
site for biotin. Since well-established protocols are available for biotinylation of any type
of substance and the biotin–streptavidin bonds are among the strongest noncovalent bonds
known in nature, this system is particularly attractive for functionalizing solid supports or
lipid layers. Since covalent binding of this ligand to S-layer lattices via EDC-activated car-
boxylic acid groups did not lead to a monolayer of densely packed molecules, the S-layer
protein from B. sphaericus CCM 2120 was first modified with EDC/EDA, and introduced
amine groups were subsequently exploited for binding of sulfo N-hydroxysuccinimide bi-
otin. After incubation with streptavidin, such modified S-layer lattice could bind 800 ng per
cm2, which corresponded to a monolayer of densely packed molecules of this ligand [89].

Both S-layer affinity matrices, obtained by binding protein A or either streptavidin,
were exploited for immobilization of native or biotinylated human IgG [89]. In compara-
tive studies, human IgG was directly linked to the EDC-activated carboxylic acid groups
from the S-layer protein. Depending on the orientation and the state of the IgG molecules
(compact or expanded Fab regions), the theoretical binding capacity of a planar surface lies
between 240 ng/cm2 in lying position and 650 ng/cm2 in upright position [91]. The bind-
ing capacity of the S-layer protein A affinity matrix for human IgG was 700 ng per cm2,
which corresponded to the theoretical value given for a monolayer of uniformly oriented



IgG molecules, with the Fc region bound to protein A and the Fab regions in the compact
state (Fig. 9b). When human IgG was linked to the EDC-activated carboxylic acid groups,
the binding capacity was 375 ng/cm2 S-layer lattice, indicating the formation of a mono-
layer of randomly oriented covalently bound IgG molecules (Fig. 9a). On S-layer lattices
modified with streptavidin, 150 ng biotinylated IgG/cm2 S-layer surface could be immobi-
lized. Depending on the orientation and the state of the IgG molecules, this binding capac-
ity represented 23–63% of the theoretical saturation capacity of a planar surface (Fig. 9c)
[89]. To evaluate the binding capacity of human IgG immobilized to the S-layer lattice
from B. sphaericus CCM 2120 by the three different methods, alkaline phosphatase–la-
beled anti-human IgG was applied in different concentrations and bound anti-human IgG
was finally determined by using p-nitrophenyl phosphate as a substrate for alkaline phos-
phatase. As shown in Figure 9d, the highest values were obtained for the S-layer protein A
affinity matrix, which was in accord with the highest binding density of human IgG on such
a matrix. On the other hand, the directly bound IgG and biotinylated IgG that was immo-
bilized on the S-layer streptavidin matrix led to comparable absorbance values over the
whole concentration range.

D. Affinity Microparticles

Affinity microparticles (AMPs) were obtained by cross-linking the S-layer lattice on S-
layer-carrying cell wall fragments with glutaraldehyde, reducing Schiff bases with sodium
borohydride, and immobilizing protein A as an IgG-specific ligand [92]. Thus, AMPs rep-

FIG. 9 Schematic drawing illustrating the binding density of (a) human IgG linked directly to the
carbodiimide-activated carboxylic acid groups of the S-layer protein from Bacillus sphaericus CCM
2120, (b) human IgG immobilized via the Fc-specific ligand protein A, (c) biotinylated human IgG
bound to the S-layer lattice modified with streptavidin. (d) Results demonstrating the biological ac-
tivity (binding capacity) of the immobilized human IgG for anti-human IgG.



resent 1-�m-large cup-shaped structures with an identically oriented outer and inner S-
layer lattice on both surfaces of the peptidoglycan-containing layer available for immobi-
lization of the ligand. Both the shape of AMPs and the presence of two identically oriented
S-layer lattices endow these particles with an extremely high surface-to-volume ratio. In
previous studies, AMPs were used as escort particles in affinity cross-flow filtration
[87,92]. Affinity cross-flow filtration is a technique applied in downstream processing that
combines a highly specific adsorption step on microparticles or microspheres with a mem-
brane separation step [93]. For isolation of IgG from serum or hybridoma cell culture su-
pernatants, AMPs were permanently circulated in a cross-flow apparatus incorporating an
ultrafiltration membrane (nominal molecular mass cutoff of 300,000), which completely
rejected AMPs. During the first step, the IgG-containing solution was pumped into the
cross-flow apparatus, and IgG could bind to protein A on AMPs. After extensive washing
to remove contaminants showing no affinity to protein A, the protein A–IgG complex was
cleaved by decreasing the pH value to 3.5. Eluted IgG was collected in the filtrate, and the
solution was immediately neutralized. In contrast to many particles proved for their appli-
cability as escort particles in affinity cross-flow filtration, AMPs showed a high stability
toward shear forces and revealed no leakage of the covalently bound ligand. Due to these
features AMPs were used for the isolation of human IgG from human IgG–human serum
albumin mixtures, from serum, or from hybridoma cell culture supernatants [92]. However,
one drawback to using protein A as affinity ligand can be seen in the fact that it has only
low affinity to (monoclonal) mouse antibodies.

E. S-Layers as Novel Matrix for Dipstick-Style Solid-Phase
Immunoassays

SUMs produced from S-layer-carrying cell wall fragments from B. sphaericus CCM
2120 were used as a novel immobilization matrix in the development of dipstick-style
solid-phase immunoassays [94]. The monoclonal antibodies were linked to the EDC-ac-
tivated carboxylic acid groups of the S-layer protein. Independent of the type of antibody,
370 ng could be immobilized per cm2 SUM surface, which corresponded to a monolayer
of randomly oriented antibody molecules (Fig. 9a). The specific advantage of SUMs as
immobilization matrix in comparison to other polymers can be seen in the presence of a
dense monolayer of covalently bound monoclonal antibodies (catching antibodies) on the
surface of the S-layer lattice, which prevents nonspecific adsorption and diffusion-limited
reactions [89]. After immobilization of the monoclonal antibodies, small discs (1–3 mm
in diameter) were punched out and sandwiched between Teflon foils, leaving the SUM
surface exposed for further chemical reactions. Three different types of SUM-based dip-
sticks have been developed: (1) for diagnosis of type I allergies (determination of IgE in
whole blood or serum against the major birch pollen allergen); (2) for quantification of
tissue-type plasminogen activator (t-PA) in patients’ whole blood or plasma for monitor-
ing t-PA levels in the course of thrombolytic therapy after myocardal infarcts; (3) for de-
termination of interleukins in whole blood or serum to clarify whether intensive care pa-
tients suffer under traumatic or septic shock. In the case of the IgE dipstick, recombinant
birch pollen allergen (rBet v 1) was bound to the monoclonal antibody BIP 1. After in-
cubation in whole blood or serum, IgE was finally quantified via an anti-IgE–alkaline
phosphatase conjugate using a substrate that formed an IgE-concentration-dependent col-
ored precipitate on the SUM surface [94]. Either the intensity was evaluated with a re-
flectometer, which allowed exact quantification, or semiquantitative (visual) evaluation



was performed with a color card. With the SUM-based IgE dipstick it was possible to dif-
ferentiate between RAST classes 1 to 6, which corresponds to IgE concentrations of 0.35
to over 100 PrU. Direct immobilization of rBet v 1 (Mr 17,000) to the EDC-activated car-
boxylic acid groups from the S-layer protein led to a significantly reduced sensitivity,
which can be explained by the fact this allergen is small enough to be entrapped inside
the pores and is therefore not accessible to the large IgE molecules in the first reaction
step [87,94]. The relevant concentration range for the t-PA dipstick was 1,000 to 2,000
ng/mL plasma. The detection limit for the interleukin dipstick was 100 pg/mL serum.
The advantages of S-layers as immobilization matrix for producing solid-phase im-
munoassays may be summarized as follows: (1) Since S-layers are crystalline arrays of
identical protein or glycoprotein subunits, they have repetitive surface properties down to
the subnanometer scale; (2) S-layer proteins have a high density of functional groups that
are located on the outermost surface of these crystalline arrays; (3) because of the molec-
ular size of the catching antibody, immobilization can occur only on the outermost sur-
face, thereby preventing diffusion-limited reactions during further incubation and binding
steps; (4) since the catching antibody is covalently linked to the S-layer lattice, no leak-
age problems arise during the test procedure; (5) S-layers do not unspecifically adsorb
plasma or serum components, which makes blocking steps as required for immunoassays
with conventional matrices unnecessary; (6) stable, concentration-dependent precipitates
are formed on the S-layer surface by using appropriate substrates for peroxidase- or al-
kaline phosphatase–conjuated antibodies in the final detection step.

F. Biosensors Based on S-Layer Technology

S-layer lattices have been used as immobilization matrices for a broad range of macro-
molecules in the development of amperometric and optical biosensors [95–98]. For the fab-
rication of single-enzyme sensors, such as the glucose sensor, glucose oxidase was cova-
lently bound to the outer S-layer surface from SUMs (Fig. 10a). The electrical contact to
the sensing layer was established by sputtering a thin layer of platinum or gold onto the en-
zyme layer. The whole assembly was pressed against a solid gold plate in order to increase
the mechanical stability of this composite structure. The analyte reached the sensing layer
through the highly porous microfiltration membrane. In the course of the enzymatic reac-
tion, gluconic acid and hydrogenperoxide are produced under consumption of oxygen. The
glucose concentration was determined by measuring the current of the electrochemical ox-
idation of hydrogen peroxide. For the construction of multienzyme sensors, a different
building principle had to be developed, since the simultaneous immobilization of different
enzyme species generally leads to an uncontrollable competition for the available activated
binding sites on the S-layer lattice (Fig. 10b). For producing multienzyme biosensors, each
enzyme species was bound on samples of S-layer fragments individually. Subsequently the
different enzyme-loaded S-layer-carrying cell wall fragments were mixed in suspension,
deposited on the microfiltration membrane, and sputter-coated with platinum or gold. This
approach allowed the optimization of the immobilization for each enzyme species individ-
ually and the amount of enzymes bound. This fabrication method led to a well-structured
sandwich of thin monomolecular enzyme layers, where protective layers with or without
surface charge could easily be integrated. On the basis of this technique, several multien-
zyme sensors, such as the sucrose sensor with three enzymes species (invertase–mutaro-
tase–glucose oxidase) and a cholesterol sensor (with cholesterol esterase and cholesterol
oxidase), were developed (Table 5).



Later on, such S-layer-based sensing layers were also used in the development of op-
tical biosensors (optodes), where the electrochemical transduction principle was replaced
by an optical one [97] (Fig. 10c). In this approach an oxygen-sensitive fluorescent dye
(ruthenium(II) complex) was immobilized on the S-layer in close proximity to the glucose
oxidase–sensing layer [97]. The fluorescence of the Ru(II) complex is dynamically
quenched by molecular oxygen. Thus, a decrease in the local oxygen pressure as a result of

FIG. 10 Schematic drawing of the design of (a) an S-layer-based amperometric glucose sensor, (b)
a sucrose sensor, and (c) an optical glucose sensor.

TABLE 5 S-Layer-Based Amperometric Biosensors

Sensor type Immobilized enzymes Application

Monoenzyme layer
Glucose Glucose oxidase Medical care
Ethanol Alcohol oxidase Medical care
Xanthine Xanthine oxidase Food technology

Multienzyme layer
Maltose Maltase and glucose oxidase Biotechnology
Sucrose 
-Fructosidase and mutarotase and glucose oxidase Biotechnology
Cholesterol Cholesterol esterase and cholesterol oxidase Medical care



the enzymatic reaction can be detected and transformed into a measurable signal. In an al-
ternative approach, the design of the oxygen-sensitive S-layer optode was modified by sep-
arating the biological sensing layer from the optical sensing element. The biological sens-
ing layer was made of an enzyme-loaded SUM that had already been optimized in the
development of amperometric biosensors. The fluorescent dyes were bound in a thin foil of
a polymeric matrix. This design allowed one to optimize the components individually.
Later, a broad range of biologically sensitive layers based on oxidases could be used with
the same optical system. S-layers as immobilization structures for biologically active
molecules were also used in the development of an infrared optical biosensor [99]. In this
device, an S-layer that had been recrystallized on the cylindrical part of an infrared trans-
parent optical fiber (chalkogenide fiber) was used to bind glucose oxidase. The glucose
concentration was determined from the infrared spectrum of gluconic acid.

G. S-Layers for Vaccine Development

The development of vaccines based on S-layer technologies has focused on two strategies:
(1) exploiting S-layers present on pathogenic organisms, and (2) use of S-layer lattices as
carrier/adjuvants for vaccination and immunotherapy [100,101].

Studies on S-layers present on the cell envelopes of a great variety of pathogenic or-
ganisms [100] revealed that these crystalline arrays can represent important virulence fac-
tors. Most detailed studies have been performed on the fish pathogenic bacteria Aeromonas
salmonicida and Aeromonas hydrophila [102] and the human pathogen Campylobacter fe-
tus subsp. fetus [103] and Bacillus anthracis [104]. For example, whole-cell preparations
or partially purified cell products are currently used as attenuated vaccines against various
fish pathogens [102,105].

Another line of vaccine development exploited the suitability of recrystallized S-lay-
ers as carrier/adjuvant for the production of conjugated vaccines [100,101,106,107]. Gen-
erally in conjugated vaccines, the antigens or haptens are bound by covalent linkages to a
protein (e.g., tetanus or diphteria toxoids) present as monomers in solution or dispersed as
unstructured aggregates [108,109]. Consequently, the use of regularly structured S-layer
self-assembly products as immobilization matrices represents a completely new approach
[110,111]. Due to the crystalline nature of S-layers, the functional groups available for
binding haptens or antigens occur on each S-layer subunit in identical positions and orien-
tations. A great variety of chemical reactions have been reported for covalent attachments
of ligands, to either the protein or the glycan moiety of the S-layer (glyco)protein lattices
[85,110,112]. Subcutaneous and interperitoneal administration of S-layer vaccines did not
cause observable trauma or side effects. Most relevant immune responses to S-layer–hap-
ten conjugates were also observed following oral/nasal application [106,107]. Depending
on the type of S-layer preparations, the antigenic conjugates induced immune responses of
a predominantly cellular or predominantly humoral nature [113–115]. Studies with a vari-
ety of carbohydrate haptens (e.g., tumor-associated oligosaccharides, blood group–specific
oligosaccharides) and proteinaceous allergens (e.g., the birch pollen allergen Bet v 1)
strongly indicated that significant differences with respect to T- and B-cell responses can
be elicited, depending on the type of S-layer preparation used or on whether coupling has
been performed to native or to chemically cross-linked self-assembly products. Secondary
and tertiary immunization can be performed using the same hapten(s) coupled to different,
immunologically non-cross-reactive S-layers. This would circumvent the tolerance prob-
lem frequently observed with toxoid carriers.



Although the experiments conducted so far have indicated that the present S-layer
vaccine technology is suitable for a broad spectrum of applications, cloning and character-
ization of genes encoding S-layer proteins and the use of different prokaryotic and eukary-
otic expression systems opens new possibilities for S-layer vaccine research. In a variety of
S-layer proteins, domains have been identified that allow foreign epitopes insertion with-
out hindering self-assembly into regular arrays [116,117]. A further strategy for the devel-
opment of new model vaccines is based on liposomes stabilized by S-layers that represent
biomimetic structures, copying the supramolecular principle of virus envelopes (see also
section VIII.A) [80,118,119].

V. RECRYSTALLIZATION AT THE LIQUID–AIR AND
LIQUID–SOLID INTERFACES

One of the most fascinating properties of S-layer proteins is their capability to reassemble
in suspension [57], at the liquid–air interface [120,121], at solid surfaces [22], at spread
lipid monolayers [120–122], and on liposomes [118,119,123]. This occurs after removal of
the disrupting agent used in the dissolution procedure. In general, a complete disintegration
of S-layer lattices on bacterial cells can be achieved using high concentrations of chaotropic
agents (e.g., guanidine hydrochloride, urea), by lowering or raising the pH value, or by ap-
plying metal-chelating agents (e.g., EDTA, EGTA) or cation substitution. The formation of
monolayers at surfaces and interfaces is a key feature of S-layers exploited in a broad spec-
trum of nanobiotechnological applications (for review see Refs. 2 and 3). As determined by
electron and scanning force microscopy, recrystallization starts at several distant nucleation
points on the surface and proceeds in-plane until neighboring crystalline areas meet (Fig.
11) [120,121]. In this way, a closed mosaic of randomly aligned monocrystalline S-layer

FIG. 11 Schematic drawing illustrating crystal growth of S-layers at the air–water and solid–liquid
interfaces and on lipid films. Starting from nucleation sites, the crystalline domains grow until a
closed monolayer is formed (a). A grain boundary in the S-layer of Bacillus coagulans E38/v1 is
shown in the transmission electron micrograph in (b). Bar, 50 nm.



domains is formed. Size and shape of the individual domains depend on the particular S-
layer species used, on the properties of the S-layer protein solution (e.g., temperature, pH
value, ionic composition, and/or ionic strength), and, for recrystallization on solid supports,
on the surface properties of the substrate. For example, the size of individual monocrys-
talline domains obtained from S-layer proteins from B. coagulans E38/v1 may be as large
as 10–20 �m in diameter, while S-layer protein from B. sphaericus CCM 2177 forms much
smaller crystalline domains [120,121]. In general, highly hydrophobic surfaces (contact an-
gle greater than 80°) are better suited for the formation of large-scale closed S-protein
monolayers than less hydrophobic or hydrophilic supports [22]. Silanization procedures
with different compounds, such as octadecyltrichlorosilane (OTS) and hexamethyldisi-
lazane (HMDS) can be used to produce hydrophobic surfaces on silicon or glass [22]. For
practical reasons, most investigations have been carried out on silicon wafers with a native
or plasma-induced oxide layer or on photoresist-coated silicon wafers. Further materials
suitable for the formation of S-layer protein monolayers are noble metal such as gold, glass,
cellulose, a broad range of polymers (e.g., Nuclepore membranes), graphite, highly ori-
ented pyrolytic graphite, and mica. Due to the asymmetry of the surface properties of S-lay-
ers, the S-layer protein monolayers are most often oriented with their outer (more hy-
drophobic) surface face against the hydrophobic support.

Scanning force microscopy (SFM) is the only tool that allows one to image S-layer
protein monolayers on solid supports at molecular resolution (Fig. 1b and c) [22–25]. In
particular, SFM in contact mode under water with loading forces in the range of �500 pN
leads to an image resolution in the subnanometer range (0.5–1.0 nm).

S-layers that have been recrystallized on solid surfaces are the basis for a variety of
applications in nanomanufacturing and in the development of miniaturized biosensors
[124]. All these applications require suitable methods to pattern recrystallized S-layer pro-
tein monolayers on solid surfaces while at the same time the functional and structural in-
tegrity of the protein layer in the untouched regions is maintained. The controlled binding
of biologically functional molecules [95–98] and of metallic or semiconducting nanoparti-
cles as well as the precipitation of monodisperse nanoparticle arrays [125,126] is a further
requirement for using S-layers as molecularly precisely defined templates in the nanobio-
sciences. These developments are described in more detail in the following.

VI. S-LAYER AS TEMPLATES FOR THE FORMATION OF
REGULARLY ARRANGED NANOPARTICLES

In recent years, metallic, or semiconducting nanoparticles have attracted much attention,
since their electronic and optical properties revealed a broad range of new applications in
material science [127]. This is particularly true when the nanoparticles are deposited in
large numbers on a substrate in a regular arrangement. Although the top-down approach of
down-scaling microlithographic procedures is successful to some extent, it is definitely not
very attractive for emerging technologies, since the generating of an etching mask with fea-
ture sizes below 100 nm requires electron-beam writing, which is a slow, sequential pro-
cess. In contrast, parallel processing and bottom-up approaches, particularly when based on
biomolecular templating, have to be used to acquire the highest efficiency in the fabrica-
tion process [127].

Douglas and coworkers were the first one that described a bottom-up approach based
on S-layers as templates for the formation of perfectly ordered arrays of nanoparticles
[128]. The S-layer lattice was used primarily to generate a nanometric lithographic mask
for the subsequent deposition of metals. In this approach a thin Ta-W film was deposited



on S-layer fragments derived from Sulfolobus acidocaldarius and ion-milled, leading to
regularly arranged holes in the metal film. This S-layer shows hexagonal lattice symmetry
with a repeating distance of the morphological units of 22 nm. Under ion-milling, the S-
layer/metal heterostructure exhibited differential metal removal and rearrangement. The re-
maining metal layer showed pores with the same periodicity as the underlying S-layer lat-
tice. Later, in a basically similar approach, a nanostructured titanium oxide layer was
derived from the same S-layer as used before [129]. The S-layer fragments (�1 �m in di-
ameter) had been deposited onto smooth graphite surfaces and coated with a 3.5-nm tita-
nium oxide layer. After oxidation in air, the metal film was ion-milled at normal incidence,
yielding a thin nanoporous metal mask. Recently, a further development of this nanolitho-
graphic approach led to the generation of orderd arrays of nanometric titanium clusters.
Low-energy electron-enhanced etching was used to transfer the structure of the S-layer of
S. acidocaldarius onto a silicon surface [18,130]. After etching, the S-layer mask was re-
moved and the patterned surface intentionally oxidized in an oxygen plasma. After deposi-
tion of a thin layer (~1.2 nm) of titanium on the oxidized surface, an ordered array of nano-
metric metal clusters was formed in the etched holes.

Most recently, extended nanoparticle arrays were fabricated directly, without the use
of nanometric lithographic etching masks, by chemical reduction of metal salts on S-layer
protein monolayers on solid supports or on S-layer self-assembly products [125,126]. In-
organic superlattices of monodisperse CdS nanoparticles with either oblique (on the S-layer
of B. coagulans E38/v1) or square (on the S-layer of B. sphaericus CCM 2177) lattice sym-
metries were fabricated by exposing self-assembled S-layer lattices to Cd ion solutions fol-
lowed by slow reaction with hydrogen sulfide. Precipitation of the inorganic phase was
confined to the S-layer pores, yielding CdS superlattices with prescribed symmetries and
lattice parameters. The nanoparticles were 4–5 nm in size. Electron diffraction patterns
confirmed the zinc-Blende crystal structure of CdS. In a similar procedure, a square super-
lattice of uniform 4- to 5-nm-size gold particles with 13.1 nm repeat distance was fabricated
by exposing the square S-layer lattice of B. sphaericus CCM 2177 with preinduced thiol
groups to a tetrachloroauric(III) acid solution (Fig. 12) [126]. Transmission electron mi-

FIG. 12 Transmission electron micrograph of gold nanoparticles on the square S-layer of Bacillus
sphaericus CCM 2177. Bar, 50 nm. The nanoparticles resemble the morphology of the square S-layer
lattice, as shown in (b) a zoomed view of a subregion in (a). A corresponding computer-image re-
construction of a scanning force micrograph of the native S-layer is shown in (c). Bar for (b) and (c),
10 nm. (Modified from Ref. 59.)



croscopical studies showed that the gold nanoparticles were formed in the pore region dur-
ing electron irradiation of an initially grainy gold coating covering the whole S-layer lat-
tice. The shape of the gold nanoparticles resembled the morphology of the pore region (Fig.
12b and c). By electron diffraction and energy dispersive x-ray analysis, the crystallites
were identified as gold [Au(0)]. Electron diffraction patterns showed typical diffraction
rings at radii of 1.442 Å and 1.230 Å. Thus it was concluded that the gold nanoparticles
were crystalline, but in the long-range order not crystallographically aligned. Later, reduc-
tion of the metal salt by the electron beam was replaced by chemical reduction with hy-
drogen sulfide. This modification allowed one to obtain ordered arrays of nanoparticles
without the need for electron irradiation. These experiments were repeated with a broad
range of different metal salts, including PdCl2, NiSO4, KPtCl6, Pb(NO3)2, and K3Fe(CN)6

[131].
Regular arrays of platinum were achieved by chemical reduction of a platinum salt

that had been deposited onto the S-layer of Sporosarcina ureae [132]. This S-layer exhibits
square lattice symmetry with a lattice constant of 13.2 nm. Transmission electron mi-
croscopy revealed the formation of well-separated metal clusters with an average diameter
of ~1.9 nm. Seven cluster sites per unit cell were observed. UV-VIS spectrometry was used
to study the growth kinetics of the clusters.

These experiments have clearly demonstrated that the S-layer approach features ad-
justable lattice constants and control over template surface properties by chemical modifi-
cations. Current state-of-the-art methods for self-assembly of nanoparticle arrays, which
generally involve bifunctional linkers, molecular recognition, or Langmuir–Blodgett tech-
niques, do not offer the control and flexibility of the S-layer approach. The S-layer tech-
nology provides a unique possibility to self-assemble highly regular arrays of closely
spaced nanoparticles over large substrate areas (at least 10 �m) and thus provide for the
first time a fabrication technology for self-assembly of prototypes for molecular memory
devices.

VII. WRITING WITH MOLECULES

Not only has the scanning force microscope (SFM) proven its capability to image biologi-
cal structures with molecular resolution, it has also been used as a “molecular assembler”
for positioning atoms on a flat surface [133,134]. Since these experiments are usually done
in ultrahigh vaccum and at a temperature of 4 K in order to “freeze” the atoms on the sur-
face in position, it is obvious that such environmental conditions are unsuitable for biolog-
ical applications. Since all biomolecules require natural environments for maintaining their
function, the unavoidable strong thermal fluctuations would not permit assembly of molec-
ular devices on a chemically inert surface by SFM. Furthermore, most practical applica-
tions, such as writing with molecules, require a geometrically and physicochemically pre-
cisely defined binding matrix as patterning structure on the molecular level. The use of
S-layers as immobilization matrix for biomolecules, together with their ability to form ex-
tended monolayers on solid substrates, has shown that these protein layers are perfectly
suited for this application. In parallel to the classic work of Eigler and coworkers at the
atomic level [133,134], it was suggested to transfer molecules with the SFM tip on S-lay-
ers (Fig. 13) [124]. For this purpose, polycationic ferritin (PCF) electrostatically bound to
negatively charged domains on the S-layer could be used as model system. For moving
PCF molecules, an electrically negatively charged (metal-coated) SFM tip could be used,
while release would require reversing the polarity. Due to the crystalline arrangement of the
negatively charged sites on the S-layer lattice, the PCF molecules can be held in a regular



array resembling the periodicity of the underlying lattice. In this way it should be possible
to generate geometric patterns by “writing with molecules.” Removing the molecules from
the molecular matrix would result in a “negative writing,” while depositing them on an
originally blank S-layer surface would be a “positive writing.” Reading the information
would only require scanning the structure with the SFM tip again or imaging it via high-
resolution electron microscopy and automated image analysis. Theoretically, the storage
capacity of such a device would be one terabit of binary information on 1 cm2 for a square
S-layer lattice with a lattice spacing of 10 nm. A major advantage of using molecules in-
stead of atoms for this kind of application would be found in the capability of replicating
the written information by using metal shadowing or decoration techniques, as known from
electron microscopical preparation techniques.

VIII. S-LAYER AS SUPPORTING STRUCTURE FOR
FUNCTIONAL LIPID MEMBRANES

Since it is well known that a great variety of biological processes are membrane mediated,
increasing interest has been focused on the meso- and macroscopic reconstitution of bio-
logical membranes to utilize their specific features, e.g., as sensing components. In particu-
lar, functional transmembrane proteins (e.g., ion channels, carriers, pore-forming proteins,
proton pumps) have a broad potential for bioanalytical, biotechnological, and biomimetic
applications. On the other hand, investigations are impeded primarily by a low stability of
artificial planar and spherical lipid membranes [135,136]. Consequently, there is a strong
demand to develop systems that reinforce such fragile structures without interfering with
their functional aspects, such as the structural and dynamic properties of lipid membranes.

In this context it is interesting to note that archaea, which possess S-layers as exclu-
sive cell wall components outside the cytoplasmic membrane (Fig. 14), exist under extreme
environmental conditions (e.g., high temperatures, hydrostatic pressure, and salt concen-
trations, low pH values). Thus, it is obvious one should study the effect of proteinaceous S-
layer lattices on the fluidity, integrity, structure, and stability of lipid membranes. This sec-
tion focuses on the generation and characterization of composite structures that mimic the
supramolecular assembly of archaeal cell envelope structures composed of a cytoplasmic
membrane and a closely associated S-layer. In this biomimetic structure, either a tetraether

FIG. 13 Schematic drawing of writing with molecules on S-layers. The tip of a scanning force mi-
croscope is used to drag-and-drop positively charged ferritin molecules.



lipid monolayer or a phospholipid mono- or bilayer replaces the cytoplasmic membrane
(Fig. 14). The isolated bacterial S-layer protein subunits are crystallized on one or both
sides of the lipid film [2,101,124]. Finally, functionalization of the S-layer-supported lipid
membranes is obtained by incorporation of membrane-active peptides and by reconstitu-
tion of transmembrane proteins.

A. Crystallization of S-Layers on Lipid Membranes and
Liposomes

In the first step, lipid model membranes have been generated (Fig. 15) on the air/liquid in-
terface, on a glass micropipette (see Section VIII.A.1), and on an aperture that separates
two cells filled with subphase (see Section VIII.A.2). Further, amphiphilic lipid molecules
have been self-assembled in an aqueous medium surrounding unilamellar vesicles (see Sec-
tion VIII.A.3). Subsequently, the S-layer protein of B. coagulans E38/v1, B. stearother-
mophilus PV72/p2, or B. sphaericus CCM 2177 have been injected into the aqueous sub-
phase (Fig. 15). As on solid supports, crystal growth of S-layer lattices on planar or
vesicular lipid films is initiated simultaneously at many randomly distributed nucleation

FIG. 14 Schematic illustration of an archaeal cell envelope structure (a) composed of the cyto-
plasmic membrane with associated and integral membrane proteins and an S-layer lattice, integrated
into the cytoplasmic membrane. (b) Using this supramolecular construction principle, biomimetic
membranes can be generated. The cytoplasmic membrane is replaced by a phospholipid or tetraether
lipid monolayer, and bacterial S-layer proteins are crystallized to form a coherent lattice on the lipid
film. Subsequently, integral model membrane proteins can be reconstituted in the composite S-layer-
supported lipid membrane. (Modified from Ref. 124.)



points and proceeds in-plane until the crystalline domains meet (Table 6). Finally, a closed,
coherent mosaic of crystalline areas with mean diameters of 1 to several tens of microme-
ters has been formed on the lipid/subphase interface [121].

The S-layer lattices of B. coagulans E38/v1 and B. stearothermophilus PV72/p2 are
composed of subunits with a molecular mass of 97,000, show oblique lattice symmetry

FIG. 15 Schematic illustrations of lipid membranes and films generated by different procedures in-
volving crystallization of S-layer protein, which has been injected into the subphase. A coherent S-
layer lattice can be generated on (a) phospholipid monolayers floating on the air/subphase interface;
(b) tetraether lipid monolayers generated in a Langmuir trough clamped by a glass micropipette (tip-
dip technique); (c) phospholipid bilayers spanning a Teflon aperture that separates two compartments
filled with subphase; and (d) spontaneously self-assembled spherical phospholipid bilayer mem-
branes (liposomes). On the right side, biophysical methods applied for characterization of the
supramolecular structures are listed. (Abbreviations: X-ray and neutron: x-ray and neutron reflectiv-
ity; GIXD: grazing incidence x-ray diffraction; FTIR: Fourier transform Infrared spectroscopy; FM:
fluorescence microscopy; BAM: Brewster-angle microscopy; TEM: transmission electron mi-
croscopy; AFM: atomic force microscopy; DLS: dynamic light scattering; DSC: differential scanning
microcalorimetry.)



(base angle 80°) with a center-to-center spacing of the morphological units of 9.4 nm and
7.4 nm, and a thickness of 5 nm. Scanning force microscopical studies revealed ~4-nm-size
pores in the S-layer lattices. The S-layer protein SbsB from B. stearothermophilus PV72/p2
has been sequenced and cloned [45]. According to the sequence data, the pI of the mature
SbsB is 5.0, whereas the S-layer protein of B. coagulans E38/v1 revealed an apparent pI
value of 4.3, as determined by isoelectrical focusing [122]. The S-layer protein of B.
sphaericus CCM 2177, with a molecular mass of 127.000, exhibits square lattice symme-
try with a lattice constant of 13.1 nm and a thickness of ~8 nm. The pI value of this S-layer
protein has been determined to be 4.2 [137]. The largest pores within the protein lattice ex-
hibit a diameter of 4.5 nm, as determined by scanning force microscopy.

In order to obtain more information about the interaction between the S-layer protein
and lipid membranes and to study the influence on the fluidity of the lipid membrane, dif-
ferent biophysical methods have been performed, including dual-label fluorescence mi-
croscopy (FM), Fourier transform Infrared (FTIR) spectroscopy [138], Brewster-angle mi-
croscopy (BAM) [124], x-ray and neutron reflectivity and grazing incidence x-ray
diffraction (GIXD) [139,140], fluorescence recovery after photobleaching (FRAP) studies
[137], transmission electron microscopy (TEM) [120,121,141,142], atomic force mi-
croscopy (AFM) [21], sound velocity and density measurements [143], dynamic light scat-
tering (DLS) [144], differential scanning microcalorimetric studies (DSC) [123], and re-
laxation and electrophysical experiments [141,142,145] (Fig. 15).

1. Langmuir Lipid Films
Langmuir lipid films, the simplest model membranes, are very suitable to study the recrys-
tallization process of S-layer subunits, because the charge and the phase state of the surface
layer can be controlled reproducibly. Moreover, the impact of the S-layer lattice on the
structure of the lipid layer can be investigated in detail (Fig. 15a). In all crystallization ex-
periments on Langmuir films, the first step was to generate a monomolecular film of am-
phiphilic molecules on an air/subphase interface (Fig. 16). Experiments were done with
commercially available phospholipid molecules, since a lot of knowledge on the physical
parameters (e.g., area per lipid molecule, phase transition pressure) has accumulated over
recent decades [146–148]. The physical conditions of these so-called Langmuir films could
be controlled by the temperature, the surface pressure, and the composition of the subphase
(e.g., pH value, ionic strength, valence of ions) [149,150]. A certain amount of lipid was
carefully placed on the air/subphase interface between two barriers (Fig. 16a). The surface

TABLE 6 Specific Features of S-Layer Proteins Governing Interactions with Lipid Membranes

S-layer proteins adsorb preferentially at lipid films in the liquid-expanded phaseM [138]
Crystalization is observed only at the liquid-condensed phaseM [138]
Dynamic crystal growth is initiated at several distant nucleation points, the individual monocrys-

talline areas grow in all directions until the front edges of neighboring crystals meetM [138]
Electrostatic interactions are the dominant binding forcesM,L [118,122]
“Primary-” and “secondary binding sites” with different specificity exist on the S-layer proteinM

[122]
The S-layer protein interacts with the head groups of the lipid moleculesM [139]
Size and charge of the lipid head groups and subphase conditions affect the crystallizationM [122]
The orientation of the S-layer lattice is determined by the subphase conditionsM [122]
Coating positively charged liposomes resulted in inversion of the /-potentialL [119]

S-layer protein was crystallized on: Mlipid monolayers; and Lliposomes.



pressure, measured by a Wilhelmy plate system [151], increased if one barrier was moved
toward the other one as the area per lipid molecule decreased (Fig. 16b). At constant tem-
perature, the surface-pressure-versus-area diagram (isotherm) showed breaks that corre-
spond to phase transitions from gaseous to liquid-expanded to the liquid-condensed phase
upon compression of the Langmuir film. In the S-layer crystallization experiments, pure

FIG. 16 Formation of a Langmuir lipid monolayer at the air/subphase interface and the subsequent
crystallization of S-layer protein. (a) Amphiphilic lipid molecules are placed on the air/subphase in-
terface between two barriers. Upon compression between the barriers, increase in surface pressure
can be determined by a Wilhelmy plate system. (b) Depending on the final area, a liquid-expanded or
liquid-condensed lipid monolayer is formed. (c) S-layer subunits injected in the subphase crystallized
into a coherent S-layer lattice beneath the spread lipid monolayer and the adjacent air/subphase in-
terface.



distilled water adjusted to the desired pH value between 4 and 9, sometimes with low
amounts of sodium ions or divalent calcium ions, was used as subphase. Langmuir films in
the liquid-expanded (isotropic) and liquid-condensed (anisotropic) phase were used as
crystallization matrix for S-layer proteins.

Generally, the recrystallization of S-layer protein into coherent monolayer on phos-
pholipid films was demonstrated to depend on (1) the phase state of the lipid film, (2) the
nature of the lipid head group (size, polarity, and charge), and (3) the ionic content and pH
of the subphase [122,138] (Table 6).

It has been shown by FM that the phase state of the lipid exerted a marked influence
on S-layer protein crystallization [138]. When the 1,2-dimyristoyl-sn-glycero-3-phospho-
ethanolamine (DMPE) surface monolayer was in the phase-separated state between liquid-
expanded and ordered, liquid-condensed phase, the S-layer protein of B. coagulans E38/v1
was preferentially adsorbed at the boundary line between the two coexisting phases. The
adsorption was dominated by hydrophobic and van der Waals interactions. The two-di-
mensional crystallization proceeded predominately underneath the liquid-condensed
phase. Crystal growth was much slower under the liquid-expanded monolayer, and the en-
tire interface was overgrown only after prolonged protein incubation.

Transmission electron microscopy studies revealed that the nature of the lipid head
group also affected the formation of the lattice of the S-layer protein from B. coagulans
E38/v1 at the lipid film [122]. Coherent S-layer monolayers could be obtained on lipid
films composed of lipids with zwitterionic head groups in the presence of calcium ions and
on cationic lipids if the lipid films were in the liquid-condensed phase. In contrast, the S-
layer protein crystallized poorly under most lipids with negatively charged head groups and
under lipids with unsaturated chains. The crystallization process could be facilitated by
adding a small portion of positively charged surfactants such as hexadecylamine (HDA)
[118,145] or lipid analogs [144] to zwitterionic lipid membranes. These results demon-
strated that electrostatic interaction is the primary coupling force between certain domains
on the S-layer protein and certain lipid head groups (Table 6).

To investigate the effect of the attached S-layer lattice from B. coagulans E38/v1 on
the hydrophobic part of the lipid film, FTIR spectroscopy has been performed [138]. As in-
dicated by characteristic frequency shifts of the methylene stretch vibrations on DMPE and
1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine (DPPE), protein crystallization af-
fected the order of the alkane chains and drove the fluid lipid into a state of higher order
(Table 7). This effect was pronounced for Langmuir films adjusted to a low surface pres-
sure (5 mN/m), whereas injection of S-layer protein underneath a condensed monolayer
(~28 mN/m) resulted in only a slight increase in the segmental alkane chain order [138]. A
more detailed study on the coupling of an S-layer lattice from B. coagulans E38/v1 and B.
sphaericus CCM 2177 to lipid monolayers generated from DPPE using x-ray reflectivity
and GIXD demonstrated for the lipid chains before and after protein crystallization only a
small rearrangement in the hydrophobic part [139]. In quantitative terms, the molecular
density of a lipid molecule in the surface monolayer decreased by less than 1%. This small
area reduction was accompanied by a slight decrease of the chain tilt angle from 0 ~9.5° to
~6°. Moreover, these results provided definite evidence that the S-layer protein did not in-
terpenetrate the hydrophobic section of the lipid monolayer, a conjecture that was drawn
from indirect evidence obtained in earlier fluorescence microscopic work [138].

In another set of experiments, the integrated electron densities in the region of the
DPPE lipid monolayer measured by GIXD before and after S-layer crystallization (B. co-
agulans E38/v1 and B. sphaericus CCM 2177) have been compared. The electron densi-



ties were essentially identical in the region of the hydrophobic chains. By contrast, the elec-
tron density after S-layer crystallization was slightly, but significantly, larger in the head
group region of the lipid monolayer [139,149]. This is very likely due to partial insertion
of protein, presumably amino acid side chains, into the lipid head group region, at least to
the phosphate moieties and probably further beyond. Further analysis suggested a replace-
ment of ~1.2 H2O molecules per lipid by peptide material upon S-layer protein crystalliza-
tion. Consequently, the lipid head groups, which were oriented essentially parallel to the
interface in the unperturbed DPPE monolayer [152], had to reorient during protein crystal-
lization. To accommodate the interpenetrating amino side chains, the orientation of the
lipid head groups was tilted toward the surface normal in at least some of the lipids in the
monolayer that are directly associated with the peptide. This was likely to facilitate an en-
hancement of electrostatic interactions between the amine functions on the lipid and the an-
ionic amino acid side chain groups [122], which are presumably buried in pockets on the
surface of the S-layer protein lattice [77,84]. The increase in electron density within the
head groups upon peptide insertion, consistent with an interpretation that almost one amino
acid side chain per three to four lipids inserts into the monolayer, left two possibilities open.
It might well be that amino acid side chains interpenetrated the DPPE monolayer rather ho-
mogeneously, such that each side chain was in contact with a number of lipid head groups
and all head groups were affected. Alternatively, peptides might cluster within the lipid’s
head group region, such that some head groups were strongly affected while some were not
[139]. The effect of the S-layer-induced head group motion on the dynamic surface rough-
ness of lipid membranes is also discussed in Section VIII.A.2.

The anisotropy in the physicochemical surface properties and differences in the sur-
face topography of S-layer lattices allowed the determination of the orientation of the
monolayers with respect to different surfaces and interfaces. Since in S-layers used for
crystallization studies the outer surface is more hydrophobic than the inner one, the protein
lattices were generally oriented with their outer face against the air–water interface
[120,121]. Crystallization studies with the S-layer protein from B. coagulans E38/v1 at dif-
ferent lipid monolayers [122] revealed that the S-layer lattice is attached to lipid monolay-

TABLE 7 Impact of Crystallized S-Layer Lattices on Lipid Membranes

A significant change of the lipid head group interactions is observedL [123]
The lipid head groups are tilted toward the surface normal of the membraneB,M [139,144]
No interpenetrating of S-layer protein in the membrane hydrophobic region occursM,B [138,139,

141,142]
No impact on the hydrophobic thickness of the lipid membrane occursB [141,142]
The fluid lipid film is driven into a state of higher order, especially at low surface pressureM [138]
S-layer coating of liposomes leads to an ordering effect of the lipid moleculesL [123]
The liquid-ordered gel-like state of liposomes is stabilized by S-layer coatingL [123]
The attachment of S-layers results in a decreased membrane tensionB [144]
A significant increase of the previously negligible surface viscosity is observedB [144,145]
Highest mobility of lipid probe molecules occurs in S-layer-supported bilayers (compared to silane-

or dextran-supported bilayers)B [137]
Increase in conformational freedom of the hydrophobic core at temperatures below 29°C occursL

[143]
S-layer cover prevents the formation of inhomogenities in the bilayerB [137]

S-layer protein was crystallized on: Mlipid monolayers; Blipid bilayer membranes; and Lliposome.



ers with its outer face if the pH value of the subphase was close to the isoelectric point of
~4.3 for the S-layer subunits. This orientation was also found at clean water surfaces [120]
and at various hydrophobic solid supports [22]. Thus, the second important force besides
an electrostatic interaction determining the orientation of S-layer subunits with respect to
the interface must be a hydrophobic interaction, as has also been suggested for other sys-
tems [153]. However, because this binding of the S-layer protein toward the lipid interface
occurred more unspecifically, the contact points located on the outer face of the protein
have been called “secondary binding sites.” In contrast, the S-layer was orientated with its
inner surface toward the lipid monolayer whenever the pH value of the buffer was in the
range of 5.7–9 (with or without calcium ions) [54,122]. An exception to this was observed,
with one cationic lipid film at a pH value of 5.7 as the S-layer lattice was oriented with its
outer surface toward the lipid monolayer. Since S-layer lattices at dipolar lipid interfaces
were quite strongly coupled, it was assumed that cationic sites located on the lipid head
groups or associated with them interact with two to three anionic contact points, the so-
called “primary binding sites” at the inner surface of the S-layer protein. This number of
binding sites is thought to be more specific, in that binding is subject to steric constrains
[122].

Langmuir films have been generated not only from phospholipids but also from
tetraether lipids (Fig. 14b). Tetraether glycerophospho- and glycolipids are typical for ar-
chaea, where they may constitute the only polar lipids of the cell envelope [154,155].
Tetraether lipids are membrane-spanning lipids, a single monolayer has almost the same
thickness as a phospholipid bilayer.

Electrophysical parameters like conductance and capacitance of plain and S-layer-
supported glycerol dialkyl nonitol tetraether lipid (GDNT) monolayer have been measured
by voltage clamp methods in order to investigate the S-layer/lipid interaction and to prove
the stability of the composite membrane [141]. In brief, a small patch of the lipid film was
clamped on a glass micropipette in which an electrode was placed. A second electrode was
placed at the opposite side of the lipid film, in the subphase. Voltage functions were applied
across the lipid film and the corresponding transmembrane current was measured (Fig. 17).
Voltage clamp measurements indicated the formation of a tight GDNT monolayer on the
tip of the glass micropipette. Even a decrease in conductance was observed upon the crys-
tallization of the S-layer protein from B. coagulans E38/v1 [141]. Thus, in accordance with
FTIR studies [138], the S-layer apparently did not penetrate or rupture the lipid monolayer.

2. Planar Bilayer Lipid Membranes
The use of lipid bilayers as a relevant model of biological membranes has provided impor-
tant information on the structure and function of cell membranes. To utilize the function of
cell membrane components for practical applications, a stabilization of lipid bilayers is im-
perative, because free-standing bilayer lipid membranes (BLMs) typically survive for min-
utes to hours and are very sensitive to vibration and mechanical shocks [156,157]. The fol-
lowing concept introduces S-layer proteins as supporting structures for BLMs (Fig. 15c)
with largely retained physical features (e.g., thickness of the bilayer, fluidity). Electro-
physical and spectroscopical studies have been performed to assess the application poten-
tial of S-layer-supported lipid membranes. The S-layer protein used in all studies on planar
BLMs was isolated from B. coagulans E38/v1.

Folded membranes were generated out of two phospholipid monolayers at the
air/subphase interface [158]. A thin Teflon septum separated the two half-cells of the setup
which was also made of Teflon. This septum, with an orifice 50–200 �m in diameter, was



pretreated with a small portion of long-chain alkane. Raising the level of the subphase and,
thus, the floating lipid monolayer within the two half-cells to above the orifice led to bi-
layer formation [159]. The BLM, composed of 1,2-diphytanoyl-sn-glycero-3-phospho-
choline (DPhPC) and small amounts of HDA, could be characterized by measuring the con-
ductance, the capacitance (Table 8), and the breakdown voltage and by data obtained with
reconstitution experiments. Comparative voltage clamp studies on plain and S-layer-sup-
ported BLMs revealed no significant difference in the capacitance [142]. As also previ-
ously observed with clamped GDNT films [141], the conductance of the composite mem-
brane decreased slightly upon crystallization of the S-layer proteins (Table 8). Thus, the
attached S-layer lattice did not interpenetrate or rupture the folded BLM.

Painted BLMs were made of a solution of the desired phospholipid in a long-chain
alkane (n-decane or hexadecane) or squalene [160]. Again, a Teflon cuvette was separated
into two compartments by a septum with an orifice 0.8–3 mm in diameter. The orifice was

FIG. 17 Schematic illustration of the setup for a tip-dip experiment. First glycerol dialkyl nonitol
tetraether lipid (GDNT) monolayers are compressed to the desired surface pressure (measured by a
Wilhelmy plate system). Subsequently a small patch of the monolayer is clamped by a glass mi-
cropipette and the S-layer protein is recrystallized. The lower picture shows the S-layer/GDNT mem-
brane on the tip of the glass micropipette in more detail. The basic circuit for measurement of the elec-
tric features of the membrane and the current mediated by a hypothetical ion carrier is shown in the
upper part of the schematic drawing.



pretreated with the phospholipid, and the compartments were filled with subphase to above
the orifice. Subsequently, a small drop of the phospholipid dissolved in n-decane was put
on a Teflon loop or a small brush and was stroked up the orifice [159]. The front side of
one compartment contained a glass window, allowing optical observation of the membrane
and its annulus. The thinning of the membranes could be observed through a microscope.

The effect of an attached S-layer lattice on the boundary potential, the capacitance,
and the conductance of the DPhPC/HDA membrane was found to be negligible (Table 8),
meaning that the BLM was not forced by the attached S-layer lattice to considerable struc-
tural rearrangements. A voltage pulse in the microsecond range was applied across the
BLM and the current relaxation was measured. This voltage pulse acted as an external force
and may cause the formation of a water-filled pore in the lipid membrane. The kinetics of
the pore widening and the subsequent rupture process of the membrane could be recorded.
Plain BLMs showed a fast linear increase of the pore in time, indicating an inertia-limited
defect growth. The attachment of an S-layer caused a slow exponential increase of the in-
duced pore during rupture, indicating a viscosity-determined widening of the pore [145].
This allowed the determination of the two-dimensional viscosity of the composite S-
layer/lipid membrane. S-layer-supported BLMs have been found to be significantly more
viscous compared to BLMs with absorbed proteins like actin [161] or polyelectrolytes like
high-molecular-mass poly-L-lysine [162]. The slow opening velocity and thus the calcu-
lated high viscosity might reflect a high number of contact sites (e.g., repetitive domains of
the associated S-layer lattice) per unit membrane, as has been suggested for polymers with
different density of hydrophobic anchors [163].

To investigate the dynamic surface roughness of the bilayer membranes upon crys-
tallization of the S-layer protein from B. coagulans E38/v1, DLS was applied [144]. Beside
the lipid head group motions, which has also been discussed in Section VIII.A.1, the out-
of-plane vibrational motion of the center of mass of lipid and the collective undulation of
the bilayer define the dynamic surface roughness of the membrane [164]. It turned out, that
for plain BLMs, which were composed of zwitterionic 1,2-dielaidoyl-sn-glycero-3-phos-
phocholine (DEPC) and positively charged amphiphile dioctadecyl-dimethylammonium
bromide (DODAB), the collective motions were dominated by the membrane tension
rather than by the membrane curvature energy. The symmetric crystallization of S-layer
protein from B. coagulans E38/v1 at both sides of the BLM caused a considerable reduc-
tion of the membrane tension (Table 7). The membrane bending energy increased by three

TABLE 8 Electrophysical Parameters of Plain, S-Layer-Supported, and SUM-Supported Bilayer
Lipid Membranes

A � 104 Gm Gs Cm Cs

(cm2) (pS) (�S/cm2) (pF) (�F/cm2)

Plain folded bilayer [142] 1.32 115 � 7.2 0.87 � 0.05 112 � 7.2 0.84 � 0.05
Folded bilayer � S-layer [142] 1.32 72 � 12.0 0.54 � 0.09 110 � 6.0 0.83 � 0.05
Plain painted bilayer [145] 50.3 131 0.03 2010 0.40
Painted bilayer � S-layer [145] 50.3 106 0.02 2075 0.41
Bilayer on SUM [172] 8.6 65 � 8.0 0.08 � 0.01 523 � 85 0.61 � 0.1

A � approximate area of the bilayer lipid membrane; Gm � membrane conductance; Gs � specific membrane
conductance; Cm � membrane capacitance; Cs � specific membrane capacitance.
S-layer is crystalline bacterial cell surface layer of Bacillus coagulans E38-66/v1; SUM is S-layer ultrafiltration
membrane (Bacillus sphaericus CCM 2120).



orders of magnitude over that reported for erythrocyte or vesicular membranes; this is of
the same order as that of a shell composed of a 5-nm-thick polyethylene layer [164]. The
partial penetration of the protein into the head group region caused a dehydration in this re-
gion, which in turn might force the lipid chains into a state of higher molecular order [138].
This higher order might provide a major contribution to the observed lowering of tension,
i.e., a facilitation of the transverse shear motions of the lipids. A striking experimental re-
sult was the observed S-layer protein–induced reduction of the lateral tension, whereas the
opposite behavior was observed for the binding of a streptavidin layer to a zwitterionic
BLM via biotinylated lipids, where an increase by a factor of 3 was observed [165]. This
indicated significant differences in the interaction mechanisms between the lipid molecules
in membrane with the S-layer protein compared with a layer of streptavidin.

A second mechanism that is likely to contribute to the lowering of the surface tension
was a possible protein-induced lateral segregation of the cationic lipid molecules. Cationic
DODAB may become enriched at sites where the inner face of the attached S-layer protein
exhibited an excess of opposite charges. This will result in pillar-like clusters surrounded
by a large excess of fluid, highly mobile zwitterionic DEPCs. The presence of the rigid
cationic pillars might contribute to a synchronization of the transversal shear motions in the
two opposite DODAB-depleted DEPC monolayers and thus give rise to higher amplitudes
(and consequently lower tension) in comparison to the BLM prior to the protein crystal-
lization. In addition, the previous increased dynamic surface roughness induced by the ad-
dition of DODAB became smoother as the cationic amphiphiles separated into phases that
interact with certain domains on the S-layer. Thus, the P-N dipole of the DEPC-molecules
within the phases depleted of DODAB returned to their initial orientation, perpendicular to
the membrane normal [144]. In line with these results on planar lipid bilayers, phase sepa-
rations were also proposed in S-layer-coated liposomes composed of 1,2-dipalmitoyl-sn-
glycero-3-phosphocholine (DPPC), HDA, and cholesterol (see Section VIII.A.3), for lipid
domains with different degrees of mobility have been observed [123].

3. Liposomes
Due to the intrinsic amphiphilic character, lipid molecules can spontaneously self-assem-
ble in an aqueous environment to form spherical structures, the so-called liposomes (Fig.
15d). In the case of a single bilayer encapsulating the aqueous core, one speaks of unil-
amellar vesicles [166]. Due to their structure, chemical composition, and uniform colloidal
size, liposomes exhibit special membrane and surface characteristics. These include bilayer
phase behavior, elastic properties and permeability, charge density, and attachment of spe-
cial ligands [167]. In addition to these physicochemical properties, liposomes exhibit many
biological characteristics, including (specific) interactions with biological membranes and
various cells [168]. These properties have led to several industrial applications with lipo-
somes as drug delivery vehicles in medicine, adjuvants in vaccination, signal
enhancers/carriers in medical diagnostics as well as in analytical biochemistry, and solubi-
lizers for various ingredients [167].

In order to enhance the stability of liposomes and to provide a biocompatible outer-
most surface structure for controlled immobilization (see Section IV), isolated monomeric
and oligomeric S-layer protein from B. coagulans E38/v1 [118,123,143], B. sphaericus
CCM 2177, and the SbsB from B. stearothermophilus PV72/p2 [119] have been crystal-
lized into the respective lattice type on positively charged liposomes composed of DPPC,
HDA, and cholesterol. Such S-layer-coated liposomes are spherical biomimetic structures
(Fig. 18) that resemble archaeal cells (Fig. 14) or virus envelopes. The crystallization of S-



layer subunits from B. coagulans E38/v1 did not affect the morphology of the liposomes
[118,123]. As shown by freeze-drying, the S-layer protein from B. stearothermophilus
PV72/p2 completely covered the liposome surface and bound with its outer surface to such
liposomes, leaving the N-terminal region exposed to the ambient environment. Moreover,
zeta-potential measurements strongly indicated that the SbsB subunits had bound with their
outer charge-neutral surface to the positively charged liposomes [119].

The thermotropic phase behavior of plain DPPC/HDA/cholesterol and S-layer-
coated (B. coagulans E38/v1) liposomes was characterized by DSC [123]. Both prepara-
tions revealed a broad transition around 50°C due to the chain-melting from a liquid-or-
dered gel-like phase to a liquid-ordered fluid phase, as described for DPPC/cholesterol
mixtures [169]. The slightly higher phase transition temperature for the S-layer-coated li-
posomes was explained by an increased intermolecular order (Table 7). This explanation
was also supported by sound-velocity studies on plain and S-layer-coated liposomes [143].
The increase in molecular order is also in accord with studies on Langmuir monolayers
[138–140]. Based on the DSC data, it was proposed that different lipid domains of phos-
pholipids exhibited different degrees of mobility, particularly when the S-layer protein was
cross-linked with positively charged lipid molecules. In addition, the lower enthalpy of the
lipid alkyl chain melting found for S-layer-coated liposomes was consistent with a change
in the head group interaction [123], as has also been suggested from x-ray data on Lang-
muir films [139].

B. SUM-Supported Lipid Membranes

S-layer ultrafiltration membranes (SUMs) are isoporous structures with very sharp molec-
ular exclusion limits (see Section III.B). SUMs were manufactured by depositing S-layer-
carrying cell wall fragments of B. sphaericus CCM 2120 on commercial microfiltration
membranes with a pore size up to 1 �m in a pressure-dependent process [73]. Mechanical
and chemical resistance of these composite structures could be improved by introducing in-
ter- and intramolecular covalent linkages between the individual S-layer subunits. The uni-

FIG. 18 Schematic drawing of a liposome with entrapped functional molecules, coated with an S-
layer lattice, that can be used as immobilization matrix for functional molecules. Alternatively, lipo-
somes can be coated with genetically modified S-layer subunits incorporating functional domains.
(Modified from Ref. 59.) (b) Electron micrograph of a freeze-etched preparation of an S-layer-coated
liposome (bar, 100 nm).



formity of reactive groups on the surface and within the pores of the S-layer provided the
possibility for chemical modifications to obtain differently charged, hydrophilic, or hy-
drophobic SUMs with tailored molecular sieving and antifouling characteristics [76,82].

In general, lipid membranes generated on a porous support combine the advantages
of possessing an essentially unlimited ionic reservoir on each side of the bilayer lipid mem-
brane and of easy manual handling. However, surface properties like roughness or great
differences in pore size significantly impaired the stability of the attached BLM. In this sec-
tion the strategy to use an S-layer as stabilizing and biocompatible layer between the BLM
and the porous support is described. This composite structure has been characterized by
voltage clamp and reconstitution experiments and compared with BLMs generated on mi-
crofiltration membranes.

The SUM was covered by a polymer film with an orifice of approximately 0.3 mm
in diameter on each side, and subsequently a folded BLM was generated from a
DPhPC/1,2-dipalmitoyl-sn-glycero-3-phosphatidic acid (DPPA) monolayer on the side
facing the SUM (Fig. 19). Interestingly, no pretreating of the orifice with any alkane or lipid
was required, as is imperative for all other BLM techniques. Thus, an accumulation of such
compounds could be excluded, and the physicochemical properties of the membrane and

FIG. 19 Schematic illustration of the formation of a folded BLM on an S-layer ultrafiltration mem-
brane (SUM). (a) First, both compartments are filled with subphase. Subsequently, a lipid monolayer
is generated on the air/subphase interface of the compartment facing the S-layer lattice. (b) By low-
ering the level of the subphase, a first lipid monolayer is attached to the S-layer lattice exposed on the
SUM. In the following, a bilayer is formed by raising to the initial level. The basic circuit for mea-
suring the electrical features of the membrane and the current flowing through a hypothetical pore is
shown in (c). The BLM generated on the S-layer-faced side of the SUM is shown in (d). The actual
thickness of the microfiltration membrane is much larger than that of the BLM.



consequently their functioning will not be impaired, as has been reported for other lipid
membranes that contained traces of alkane or alcohol [170,171]. The electrophysical in-
trinsic features are summarized in Table 8. The composite SUM-supported bilayers were
tight structures with breakdown voltages well above 500 mV during their whole lifetime of
about 8 hours [172]. For a comparison, DPhPC/DPPA membranes on a plain nylon micro-
filtration support revealed a lifetime of about 3 hours. If voltage ramps were applied, the
BLM on the microfiltration membrane ruptured at a magnitude of about 210 mV. The spe-
cific capacitance as well as reconstitution experiments revealed that the lipid membrane on
the SUM consisted of two layers, for the pore-forming protein 	-hemolysin could be as-
sembled whereas no pore formation was observed with the BLM an the microfiltration
membrane [172].

C. Solid-Supported Lipid Membranes

Solid-supported membranes were developed in order to overcome the fragility of free-
standing BLMs, but also to enable biofunctionalization of inorganic solids (e.g., semicon-
ductors, gold-covered surfaces) for use at sensing devices [173,174]. There are several
ways to generate solid-supported lipid membranes. Membranes can be covalently coupled
to or separated from solids by ultrathin layers of water or soft polymer cushions (Fig. 20a).
Another approach is to use the strong chemisorption of thiolipids on gold surfaces to gen-
erate the first lipid monolayer [175,176]. Subsequently, a second phospholipid layer could
be generated by the Langmuir–Schaefer technique or by vesicle fusion (Fig. 20)
[153,177–179]. However, the various types of solid-supported lipid membranes often show
considerable drawbacks, because there is a limited ionic reservoir at one side of the mem-
brane, some membranes appear to be leaky (noninsulating), and extramembrane domains
of large-membrane proteins might become denatured by the inorganic support. To over-
come the problem of stability and to maintain the structural and dynamic properties the
lipid membrane, S-layer proteins have been studied to elucidate their potential as separat-
ing ultrathin layer (Fig. 20c).

Composite structures composed of a lipid bilayer or a GDNT monolayer attached to
a solid support and an S-layer cover at the opposite side have been generated as follows
[21]. After compressing the DPPE monolayer on a Langmuir trough into the liquid-con-
densed phase, a thiolipid-coated solid support (gold-coated glass cover slip) was placed
horizontally onto the monolayer. Subsequently the S-layer protein from B. sphaericus
CCM 2177 was injected into the subphase and assembled into a closed crystalline mono-
layer at the DPPE film, as demonstrated by AFM. In a second model system, a GDNT
monolayer was generated on a Langmuir trough, and a glass cover slip was placed hori-
zontally onto the monolayer. Again, the S-layer protein from B. sphaericus CCM 2177 was
injected beneath the GDNT monolayer to form a coherent S-layer lattice. Both assemblies
were removed from the liquid–air interface by the Langmuir–Schaefer technique. These
composite lipid/S-layer structures were stable enough to allow lifting from the air/water in-
terface and rinsing with deionized water without any disintegrating effect [21]. Prolonged
storage of the whole assembly was possible only when an S-layer was used as stabilizing
structure.

Supported lipid bilayers on planar silicon substrates have been formed using S-layer
protein from B. coagulans E38/v1 and from B. sphaericus CCM 2177 as support onto
which 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) (pure or mixtures with 30%
cholesterol) or DPPC bilayers were deposited by the Langmuir–Blodgett-technique (Fig.



FIG. 20 Schematic drawing illustrating the concept of S-layer-stabilized solid-supported lipid
membranes. In (a), a soft polymer cushion (actual thickness is much larger than that of the lipid bi-
layer) is present as a separating, biocompatible layer. In (b), the generation of the lipid bilayer makes
use of the strong chemisorption of thiolipids to gold. The second leaflet and the S-layer that had re-
crystallized at the lipid film before in a Langmuir trough was transferred onto the thiolipid-coated
solid support. (c) As an alternative, an S-layer is located between the solid support and the lipid layer.
Optionally, the external leaflet of the lipid bilayer can be stabilized by the attachment of an S-layer
cover. (Modified from Ref. 3.)



20c) [150,180]. Lateral diffusion of fluorescence lipid probes in these layers have been in-
vestigated by FRAP [137]. In comparison with hybrid lipid bilayers (lipid monolayer on
alkylsilanes; Fig. 20b) and lipid bilayers on dextran (Fig. 20a), the mobility of lipids was
highest in the S-layer-supported bilayers (Table 7). The type of S-layer protein used as sup-
port caused no significant difference in mobility of the probe molecules. In S-layer-sup-
ported DPPE bilayers, clear cracks could be seen below the transition temperature of
DPPE, whereas above this temperature inhomogeneous round structures were formed
[137]. In another set of experiments, the supported bilayers have been covered by S-layer
protein (Fig. 20 b, c). The crystallization of S-layer protein was visualized in large scale by
TEM and AFM. The S-layer cover induced an enhanced mobility of the probe in the lipid
layer, as demonstrated by FRAP. Furthermore it was noticed that the S-layer lattice cover
could prevent the formation of cracks and other inhomogenities in the bilayers (Table 7)
[137].

D. Functionalization of S-Layer-Supported Lipid Membranes

As model system, the function of the ion-carrier valinomycin and the pore-forming protein
	-hemolysin, reconstituted in planar S-layer-supported lipid membranes, has been investi-
gated by voltage clamp methods. Both functional molecules exhibited the same ion selec-
tivity and channel conductance as reconstituted in corresponding free-standing lipid mem-
branes. But most important, functionalized S-layer/lipid structures revealed the advantage
of an enhanced long-term stability [141,142]. Incorporation experiments using valino-
mycin as ion carrier revealed that the increase in conductance was less pronounced for the
S-layer-supported than for the plain GDNT monolayer, indicating differences in the local
accessibility and/or in the fluidity of the lipid membrane [141].

In reconstitution experiments, the self-assembly of the pore-forming protein 	-
hemolysin of Staphylococcus aureus (	HL) [181–183] was examined in plain and S-layer-
supported lipid bilayers. Staphylococcal 	HL formed lytic pores when added to the lipid-
exposed side of the DPhPC bilayer with or without an attached S-layer from B coagulans
E38/v1. The assembly of 	HL pores was slower at S-layer-supported compared to unsup-
ported folded membranes. No assembly could be detected upon adding 	HL monomers to
the S-layer face of the composite membrane. Therefore, the intrinsic molecular sieving
properties of the S-layer lattice did not allow passage of 	HL monomers through the S-
layer pores to the lipid bilayer [142].

Reconstitution experiments revealed that the lipid membrane composed of
DPhPC/DPPA on the SUM consisted of two layers, because 	HL could be assembled into
functional pores [172]. The opening and closing behavior of even single 	HL pores could
be measured, although the traces were noisier compared to folded membranes. The specific
conductance for single reconstituted 	HL pores was found to be slightly higher when in-
corporated in folded BLMs than in a SUM. In accordance with studies on 	HL reconsti-
tuted in folded DPhPC bilayers [184–186], both reconstitution assays revealed a higher
specific conductance of the 	HL pore when a positive potential was applied compared to
the same but negative one. The present results indicated that the S-layers of the SUM rep-
resent a water-containing and biocompatible layer for the closely attached lipid bilayer and
also provide a natural environment for protein domains protruding from the lipid bilayer.

For functionalization of S-layer-coated liposomes, the S-layer lattice was stabilized
by cross-linking the S-layer subunits with either periodate-oxidized raffinose or bis(sulfo-
succinimidyl) suberate (BS3). Both are amine group–specific reagents that were large and



hydrophilic enough to be completely rejected by the liposomal membrane. Moreover, both
reagents could initiate covalent bonds between part of the hexadecylamine molecules and
the S-layer subunits of B. stearothermophilus PV72/p2. For introducing biotin residues
into the S-layer lattice cross-linked with periodate-oxidized raffinose or BS3, p-diazoben-
zoyl biocytin was freshly prepared from p-aminobenzoyl biocytin, which preferably reacts

FIG. 21 Schematic illustration of the supramolecular principle of the semifluid membrane model,
composed of an S-layer-supported phospholipid bilayer or tetraether lipid monolayer (a). The pro-
portion of the lipid molecules that can be linked covalently to the porous S-layer lattice or that inter-
act by noncovalent forces with domains of the S-layer protein subunits significantly modulates the
lateral and transverse diffusion of the free lipid molecules and consequently the fluidity of the mem-
brane. (b) Electron micrograph of a negatively stained preparation. Isolated S-layer subunits from
Bacillus coagulans E38/v1 have been crystallized on a glycerol dialkyl nonitol tetraether lipid
(GDNT) monolayer. The composite structure completely covers the holes of the polymer film on the
electron microscope grid. Bar, 400 nm. (Modified from Ref. 124.)



with the phenolic residues from tyrosine or with the imidazole ring from histidine. By ap-
plying this method, two biotin residues accessible for further streptavidin binding were in-
troduced per S-layer subunit [80]. Both avidin and streptavidin formed a dense monolayer
on the surface of such modified S-layer-coated liposomes, which was also confirmed by la-
beling with an avidin–ferritin conjugate. Immobilized streptavidin was finally exploited for
binding of biotinylated IgG. In general, S-layer-coated liposomes completely covered with
streptavidin as affinity layer represent versatile targeting and delivery systems [80].

E. Stability of S-Layer-Supported Lipid Membranes

It is now evident that S-layer lattices interact via distinct protein domains with some lipid
head groups, leading to major rearrangements within this region (Table 6). In such com-
posite structures the hydrophobic alkyl chains are driven to a state of higher molecular or-
der, although this effect was not pronounced. The higher area per free lipid molecule, i.e.,
the lipids that do not interact with the S-layer, resulted in a higher mobility, as determined
by in-plane lateral diffusion, out-of-plane vibrational motion, and collective undulation
(Table 7). Thus, the term semifluid membrane (Fig. 21) has been introduced for composite
S-layer-supported lipid films [121].

The stability of planar and spherical S-layer-supported membranes has been studied
by the application of electrical, mechanical, and thermal challenges and by the release of
entrapped carboxyfluoresceine (CF) (Table 9). A significantly lower tendency of Langmuir
lipid films to rupture during handling procedures was observed for S-layer-supported than
for plain ones [21,121]. Moreover, in contrast to plain BLMs, applying pressure from the
S-layer face of composite BLMs, a significantly higher pressure was required to induce
bulging of the membrane, as determined by monitoring the change in capacitance [145].
The release of CF entrapped in S-layer-coated liposomes was measured by fluorescence
spectroscopy and compared to their uncovered counterparts. S-layer-coated liposomes
clearly showed enhanced stability properties against thermal and mechanical challenges
and against shear forces, for considerably less release of CF was observed [119]. In recon-
stitution experiments, the S-layer-supported lipid membrane revealed a decreased tendency
to rupture in the presence of a high amount of 	HL [142] and valinomycin [141], as deter-
mined by measuring the conductance of the lipid membrane. In addition, SUM-supported

TABLE 9 Stability of Composite S-Layer/Lipid Membranes

Observed behavior Lipid structure and shape

Composite aperture-spanning membranes resist
electron beam under low-dose conditions

A significant increase in the mechanical stability
of solid—supported lipid membranes is ob-
served

A higher hydrostatic pressure has to be applied to
induce irreversible breakdown of bilayer mem-
branes

Liposomes reveal an enhanced stability against
mechanical and thermal challenges

An enhanced long-term stability is observed in re-
constitution experiments

Phospholipid monolayer [120, 121]

Planar phospholipid bilayer [137], tetraether
lipid monolayer [21]

Planar phospholipid bilayer [145]

Spherical unilamellar liposomes [119]

Planar phospholipid bilayer [141,142]



bilayer showed an enhanced stability, for the tendency to rupture in the presence of a high
concentration of 	HL again was significantly reduced.

These results have demonstrated that the biomimetic approach of copying the
supramolecular principle of archaeal cell envelopes opens new possibilities for exploiting
functional lipid membranes at meso- and macroscopic scales. Moreover, this technology
has the potential to initiate a broad spectrum of developments in such areas as sensor tech-
nology, diagnostics, biotechnology, and electronic or optical devices.

IX. PATTERNING OF S-LAYERS RECRYSTALLIZED ON SOLID
SUPPORTS

Standard optical lithography using deep ultraviolet (DUV) radiation has proven to be a
powerful tool to pattern S-layer protein monolayers on silicon substrates for a broad range
of applications [187,188]. For example, the specific binding of biologically active
molecules on precisely defined target areas (e.g., electrodes) on a substrate is possible when
the binding matrix, namely, the S-layer, is available only there. In fact, this lithographic ap-
proach requires the complete removal of the protein layer at certain areas while maintain-
ing the structural and functional integrity of the remaining S-layer lattice. For patterning an
S-layer that had been recrystallized as a monolayer on a silicon wafer, the lattice is brought
in direct contact with a microlithographic mask and exposed to deep ultraviolet radiation
of a pulsed argon fluoride (ArF) excimer laser (wavelength of emitted light 193 nm; pulse
duration ~8 ns) (Fig. 22a) [187,188]. The mask is preferably made of a thin layer of
chromium on synthetic quartz and may have feature sizes down to 200 nm. Scanning force
microscopy (SFM) was used to demonstrate that the S-layer had been removed specifically
from the silicon surface in the exposed regions but retained its structure in the unexposed
areas (Fig. 22c). And SFM was also used to determine the step height (~8 nm) between ex-
posed and unexposed S-layer areas. It was found that the step height was in perfect agree-
ment with results obtained from the thickness of incomplete S-layer protein monolayers on
silicon substrates. At the beginning of these studies the patterned S-layers showed interfer-
ence fringes at the edges in the unexposed regions. Although the narrow spacing of the in-
terference fringes demonstrated that the S-layers themselves were not the limiting factor in
this surface imaging process, it became clear that the crucial step in this procedure is care-
ful drying of the protein layer. While excess water prevents the direct contact of the mask
with the S-layer and thus leads to interference fringes upon exposure, a certain amount of
residual water is necessary for maintaining the structural integrity of the protein lattice. In
particular, drying the S-layer in a stream of dry nitrogen at room temperature has proven to
eliminate this unwanted effect. The patterning process was performed in several shots of
100–200 mJ/cm2 each (pulse frequency 1 Hz). Subsequently, the remaining unexposed S-
layer areas could be used either to bind enhancing ligands [189] or to enable electroless
metallization [190] in order to form a layer that allows a final patterning process of the sil-
icon by reactive ion etching. Since S-layers are only 5–10 nm thick and consequently much
thinner than conventional resists, a considerable improvement in edge resolution in the fab-
rication of submicron structures can be expected. As an alternative to their application as
resist material for microlithographic patterning, the unexposed S-layer areas may also be
used for selectively binding intact cells (e.g., neurons), lipid layers, or biologically active
molecules, as required for the development of biosensors [191–196].

Finally, it is interesting to note that under exposure to krypton fluoride (KrF) excimer
laser radiation supplied in several shots of ~350 mJ/cm2, the S-layer is not ablated but car-



FIG. 22 Schematic drawing of optical lithography applied to pattern S-layer protein monolayers on
silicon substrates. (a) A microlithographic mask is brought in direct contact with the S-layer. Upon
irradtion with an ArF excimer laser, the S-layer is removed in the exposed regions but remains unaf-
fected in the unexposed areas. Unexposed S-layer areas can be used either to bind enhancing ligands
or to enable electroless metallization. In both cases a layer is formed that allows a patterning process
by reactive ion etching. Alternatively, unexposed S-layers may also be used for selectively binding
biologically active molecules that would be necessary for the fabrication of miniaturized biosensors
or biocompatible surfaces. (b) In the two-layer resist approach, the S-layer is removed by ArF ex-
cimer laser radiation in the open regions of the mask. In a second step, KrF laser radiation is used to
pattern the polymeric resist, with the S-layer as high-resolution lithographic mask. Due to the lower
sensitivity of the S-layer toward KrF radiation, the polymeric resist is patterned before the protecting
S-layer is burnt down. (c) Scanning force micrograph of the patterned S-layer of Bacillus sphaericus
CCM 2177. Bar, 2 �m. (Modified from Ref. 59.)



bonized in the exposed areas [187]. This was demonstrated by SFM, which showed a dense
layer of carbonized material between the unexposed S-layer regions. Since the protein layer
was not ablated but burnt down by KrF radiation, the heat dissipation into the unexposed
material was noticeable, as determined from the smooth edge profile of the pattern. The dif-
ferent sensitivity of S-layer protein toward ArF and KrF radiation was used for high-reso-
lution patterning of polymeric resists (Fig. 22b). S-layers that had been formed on top of a
spin-coated polymeric resist (on a silicon wafer) were first patterned by ArF radiation and
subsequently served as a mask for a blank exposure of the resist by a single shot of KrF ir-
radiation. This two-step process was possible because, in contrast to the polymeric resist,
the S-layer is not sensitive to a single KrF pulse. The thinness of the S-layer causes very
steep side walls in the developed polymeric resist, as demonstrated by high-resolution scan-
ning electron microscopy.

Preliminary experiments with electron-beam writing and ion-beam projection lithog-
raphy have demonstrated that the S-layer may also be patterned by these techniques in the
sub-100-nm range (unpublished results). The combination of ion-beam projection lithog-
raphy and S-layers as resist might become important in the near future, since ion beams al-
low the transfer of smaller features into S-layer lattices compared to optical lithography.

A completely different approach in obtaining S-layer-coated and uncoated areas on
solid supports is the use of microcontact printing (�CP) for modifying the surface prop-
erties prior to S-layer protein recrystallization (Fig. 23). Microcontact printing makes use

FIG. 23 Schematic drawing of using microcontact printing for obtaining hydrophobic areas on a
gold-coated substrate. After pattern transfer (a and b), incubation with an S-layer protein solution (c)
leads to the formation of a protein monolayer on the hydrophobic areas only.



of the strong chemisorption of thiolipids on gold surfaces [197]. The exposed end of the
lipid molecules is usually chemically modified by the introduction of functional groups,
such as carboxyl, hydroxyl, or methyl groups. Terminal methyl groups provide a
hydrophobic and hydroxyl groups a hydrophilic surface characteristic. And �CP is a
stamping technique in which the lipid molecules are used as ink. In this way it is possi-
ble to generate a pattern of well-defined hydrophilic and hydrophobic areas onto a gold-
coated substrate. This approach is particularly interesting for the fabrication of S-layer ar-
rays, since several S-layer protein species have already been shown to recrystallize only
on hydrophobic substrates [22,198,199]. Although the fluidity of the ink usually limits
the feature size of stamped areas to the micrometer range, �CP seems to be a perfect
method in combination with S-layer technology to fabricate micrometer-size bioanalyti-
cal sensors.

X. CONCLUSIONS AND PERSPECTIVES

It is now evident that S-layers represent the most common cell surface component of
prokaryotic organisms. Since their construction principle is based on a single constituent
protein (or glycoprotein) subunit with the intrinsic ability to assemble into closed isoporous
lattices, on cell surfaces S-layers can be considered the simplest protein membranes devel-
oped during biological evolution. Because S-layer lattices possess repetitive physicochem-
ical properties down to the subnanometer scale, they represent structures that exist at the
ultimate resolution limit for the molecular functionalization of surfaces and interfaces. As
studies on the structure, chemistry, genetics, morphogenesis, and function of S-layer lat-
tices have progressed, their broad application potential has been recognized. Today, most
applications developed for using S-layers depend on the in vitro self-assembly capabilities
of isolated S-layer subunits in suspension on the surface of solids (e.g., metals, polymers,
and silicon wafers), Langmuir-lipid films, and liposomes. Since the functional groups on
S-layer lattices are aligned in well-defined positions and orientations, a broad spectrum of
very precise chemical modifications can be applied. These unique features can also be ex-
ploited for a defined binding of different-size functional molecules. In particular, the pos-
sibility of immobilizing or growing other materials on top of recrystallized S-layer lattices
with an accurately spatially controlled architecture opens up many new possibilities in
supramolecular engineering and nanofabrication.

Moreover, an important line of development is presently directed toward the genetic
manipulation of S-layer proteins or glycoproteins. The possibility of modifying and chang-
ing the natural properties of S-layer proteins by genetic engineering techniques, such as di-
rected mutagenesis, opens new horizons for the specific tuning of their structure and func-
tional features. Generating truncated S-layer proteins incorporating specific functional
domains of other proteins while maintaining the self-assembly capability should, among
other things, lead to new ultrafiltration membranes, affinity structures, enzyme membranes,
ion-selective binding matrices, microcarriers, biosensors, diagnostics, biocompatible sur-
faces, and vaccines.

Another important area of future development concerns copying the supramolecular
principle of cell envelopes of archaea, which have evolved in the most extreme and hostile
ecosystems. This biomimetic approach is expected to lead to new technologies for stabi-
lizing functional lipid membranes and their use at the mesoscopic and macroscopic scales
[200]. Along the same line, liposomes coated with S-layer lattices resemble archaeal cell
envelopes or virus envelopes. Since liposomes have a broad application potential, particu-



larly as carrier for drug targeting and drug delivery or as vehicles for gene therapy, this pos-
sibility for modulating the surface properties appears to be very important.

Finally, feasibility studies have clearly demonstrated that S-layer technologies have
a great potential for nanopatterning of surfaces, biological templating, and the formation of
arrays of metal clusters, as required in nonlinear optics and molecular electronics.
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I. INTRODUCTION

The essence of chemical science finds its full expression in the words of that epitome of the
artist-scientist, Leonardo da Vinci: “Where Nature finishes producing its own species, man
begins, using natural things and with the help of this nature, to create an infinity of species.”
Nobel laureate Jean-Marie Lehn uses this quotation to look on the future and perspectives
of supramolecular chemistry [1]. Starting from the pioneering work of J. F. Pedersen, D. J.
Cram, and J.-M. Lehn, the research on supramolecular aggregates, “supermolecules,” held
together by weak, noncovalent interactions such as hydrogen bonding, electrostatic forces,
and van der Waals forces, has been developed over the past 30 years to become today’s
well-established discipline that numerous research groups are devoted to [1–3]. One dis-
tinguishing characteristic of supramolecular chemistry is the interdisciplinary background
of the investigators engaged in this field, ranging from biology to biochemistry, organic,
inorganic, and physical chemistry to physics, mathematics, and engineering sciences. This
enormous expanse of scientific background is necessary for an initial understanding of the
principles of nature, how its fascinating, complex, and functional supramolecular devices
are formed from small molecular building blocks by means of self-assembly processes.
Clearly, the ultimate goal of synthetic supramolecular chemistry goes beyond the pure de-
sire to learn from nature to utilize natural principles in order to generate entirely novel de-
vices and materials of enhanced performance. Such biomimetics are potentially useful for
sensory applications, catalysis, membrane transport, medicinal or engineering sciences, to
name a few.

The investigation of supramolecular systems and self-organization suggests that to
utilize natural processes, we must first explore and understand nanometer-scale systems,
and in a second step use the concepts and principles applied in such systems to fabricate
novel synthetic assemblages. For this purpose, the development of a “nanochemistry” is
crucial [4]. Another strong motivation to elaborate nanometer-scale systems is based on
commercial requirements to produce microelectronics and micromechanical devices of in-
creasingly minimized dimensions. Current technologies hardly allow the generation of mi-
crocircuits smaller than 100 nanometers, but, in the words of Nobel physicist Richard Feyn-
man [5], “There is [still] plenty of room at the bottom.”

With the advent of today’s “nanotechnology” research, devoted to the generation of
nanometer-scale structural and functional elements, it is apparent that a further reduction
of the available microsystems by “engineering-down,” using, for instance, photolitho-
graphic methods, is becoming increasingly uneconomical. Thus, new “engineering-up”
strategies are currently being explored for the assembly of small molecular building blocks



for creating larger devices, preferably via self-organization [6]. The individual modular
components employed need to be supplied with programmed recognition capabilities re-
sulting from their specific constitution, configuration, conformation, and dynamic proper-
ties. Cells, as nature’s ultimate molecular machines, use ensembles of proteins, nucleic
acids, and other macromolecules that have been tailored by billions of years of evolution to
perform highly complicated tasks. Thus, early researchers have suggested the use of bio-
logical macromolecules as components in nanostructured systems [7–9]. For a number of
reasons, DNA is particularly suitable as a construction material in nanotechnology [10–13].
This chapter is dedicated to the utilization of nucleic acids, in particular DNA, as a mate-
rial to fabricate nanostructured as well as mesoscopic micrometer-scale supramolecular ar-
chitecture. Applications of the synthetic DNA-based systems will be described. This novel
area of research is considered a segment of the broad field of “molecular biotechnology.”
Obviously, it is closely associated with the various, more conventional technical aspects,
such as molecular cloning, synthetic and recombinant DNA, and protein expression, which
are, however, already extensively covered in numerous prominent review articles and text-
books [14]. This chapter will instead focus on the use of DNA as a construction material
for the fabrication of synthetic supramolecular assemblies, and thus it shall contribute to the
establishment of a novel discipline that might be descriptively termed biomolecular nano-
technology or, perhaps, nanobiotechnology.

II. PROPERTIES OF DNA AND NATIVE NUCLEIC ACID–BASED
NANOSTRUCTURES

To understand the extraordinary potential for DNA to be utilized as a material in construc-
tion processes, the general properties of this biomolecule will first be discussed. In addi-
tion, examples of naturally occurring nucleic acid–based nanostructures will be described
that are of great importance both for cellular processes and conventional applications in
molecular biotechnology.

The DNA molecule is a linear oligomer (polymer) of nucleotides, each containing a
phosporylated sugar moiety attached to a base, adenine (A), guanine (G), cytosine (C), or
thymine (T). Two antiparallel sugar–phosphate backbones wrap around each other to form
a linear double helix held together by specific Watson–Crick hydrogen bonds, A–T and
G–C. Despite its simplicity, this interaction leads to the greatest specificity known, and the
stringent hybridization of two complementary DNA molecules allows any unique DNA se-
quence of about 20 nucleotides to be specifically detected in a target with the complexity
of a mammalian genome containing approximately 3 � 109 base pairs. Thus, the simple
A–T and G–C interaction allows the convenient programming of DNA receptor moieties,
highly specific for the complementary nucleic acid. The power of DNA as a molecular tool
is enhanced by our ability to synthesize virtually any DNA sequence by automated meth-
ods [15] and to amplify any DNA sequence from microscopic to macroscopic quantities by
the polymerase chain reaction (PCR) [16]. Another very attractive feature of DNA is the
great mechanical rigidity of short double helices [17] so that they behave effectively like a
rigid rod spacer between two tethered functional molecular components on both ends.
Moreover, DNA displays a comparably high physicochemical stability. This is impres-
sively illustrated by the recent sequencing analysis of DNA samples extracted from bones
of a Neanderthal skeleton [18], indicating intactness of the biomolecules even after a “stor-
age period” of more than 50,000 years. Finally, nature provides a complete toolbox of
highly specific biomolecular reagents, ligases, nucleases, and other DNA-modifying en-



zymes that allow for processing of the DNA material with atomic precision and accuracy
on the angstrom level (Fig. 1). No other (polymeric) material currently known offers these
advantages for constructions in the range from about 5 nm up to several micrometers.

The constitution of nucleic acid–based complexes is of fundamental importance for
living systems. To elucidate some basic principles and purposes, in the following the na-
tive supramolecular ensembles of proteins and nucleic acids involved in biological pro-
cessing of information will be briefly described. One should be aware that these systems
also play an essential role in molecular biotechnology, in particular, for the genetic engi-
neering of recombinant proteins and transgenic organisms.

To use DNA for the storage of genetic information, evolution was forced to develop
an efficient condensation strategy for achieving the dense packing of the long polymeric
molecule. Therefore, the genomic DNA within the cellular nuclei in eukaryotes is orga-
nized in three levels to form the chromatin structure. The nucleosome is the first level of
supramolecular organization. The nucleosome particle consists of a protein core of eight hi-

FIG. 1 Two single-stranded DNA oligomers with complementary nucleotide sequences hybridize
to form a double helix. The double-stranded DNA (dsDNA) can be restricted using sequence-specific
endonucleases, for instance, Eco R1, cleaving the phosphate backbone at a distinct recognition site
(highlighted). The resulting two dsDNA fragments, each containing a 5-cohesive (sticky) end, dis-
sociate and reanneal via specific Watson–Crick base pairing. The nicked double helix can be cova-
lently closed using DNA ligase. For simplification, linear double helical DNA stretches are repre-
sented by lines. The arrowheads indicate the 3-ends of the DNA strands.



stone molecules forming a discoid structure of 7-nm thickness and 11 nm in diameter. The
large number of basic amino acids within the histone proteins provide attractive interaction
sites for the negatively charged phosphate backbone of the DNA. Thus, the histone octamer
serves as a carrier to bind 165 base pairs (bp) of DNA, wrapped around the protein core in
1.8 turns of a left-handed DNA superhelix (Fig. 2a). Due to this arrangement, the contour
length of the DNA is condensed about tenfold; i.e., the regular length of 56 nm is com-
pacted to 5.6 nm. One additional histone molecule locks the nucleosome, leading to a par-
ticle of about 11-nm diameter. These particles are lined up like pearls on a DNA chain with
linking DNA fragments of about 19-nm length (Fig. 2b). In a second level of organization,
the chained nucleosome beads form 30-nm-thick filamentous structures; and in a third
level, the filaments are organized to form radial loops. As a consequence of this
supramolecular packing, the overall length of the DNA can be condensed as much as 8000-
fold in the chromosome.

The amplification of genetic information, i.e., the replication of parent DNA
molecules, is achieved by means of an entire set of enzymes. The major players are a DNA-
gyrase for unwinding of the double helix, proteins to separate the two antiparallel DNA
strands at the replicational junction, single-stranded binding proteins (SSB) that prevent the

FIG. 2 Native supramolecular DNA nanostructures. (a) Schematic drawing of the nucleosome core
particle. (b) An AFM image of native chromatin fibers, illustrating that nucleosome particles and
linker DNA are organized like pearls on a chain. (The image is reprinted with kind permission from
Ref. 205; copyright 1993 American Chemical Society.) (c) Schematic representation of the 30S sub-
unit of the E. coli ribosome, indicating the location of the 21 proteins (dark spheres) and the double-
helical portions of the RNA backbone (white cylinders). The model was generated from
protein–RNA crosslinking studies. Reprinted with kind permission from Ref. 206; copyright 1988
Oxford University Press.

(a)

(b)

(c)



single strands from reannealing, RNA- and DNA-polymerases to incorporate the
monomeric nucleotide building blocks, RNA-nuclease for the removal of primer
molecules, and DNA-ligase for covalently linking Okazaki fragments. As an example of
the high cooperativity of this process, DNA-polymerase III (Pol-III) may be considered,
which is itself a supramolecular multienzyme complex consisting of at least seven proteins
[19]. Since Pol-III is not capable of unwinding the DNA double helices, other proteins need
to cooperate. The rep-protein unwinds and separates the DNA strands while moving along
the leading strand. It is followed by several molecules of SSB, preventing the reformation
of base pairs.

During other phases of the cell cycle, the processing of genetic information is
achieved by various supramolecular protein aggregates. For the first step, the sense-
strand of the DNA is transcribed to the corresponding messenger RNA (mRNA) by
means of the RNA-polymerase enzyme. As an example, the E. coli RNA-polymerase
holoenzyme, consisting of five protein subunits, is one of the largest soluble enzymes
known. It has a molecular weight of 480 kDa. Due to its size of about 15 � 25 nm, it
can be directly observed by electron or scanning force microscopy [20–22]. During
mRNA synthesis, the cleavage of the double-stranded DNA template is necessary for
transcribing the sense-strand. As a consequence, the transcription process leads to a su-
pertwisting of the DNA template, and thus the enzyme needs to summon up enormous
forces, which can range up to 25 piconewtons, as determined recently using an optical
tweezer technique [23]. These measurements indicated that RNA-polymerase is stronger
than the mechanoenzymes myosin or kinesin.

Finally, to produce the structural and functional devices of the cell, polypeptides are
synthesized by ribosomal translation of the mRNA. The supramolecular complex of the E.
coli ribosome consists of 52 protein and three RNA molecules. The power of programmed
molecular recognition is impressively demonstrated by the fact that all of the individual 55
ribosomal building blocks spontaneously assemble to form the functional supramolecular
complex by means of noncovalent interactions. The ribosome contains two subunits, the
30S subunit, with a molecular weight of about 930 kDa, and the 1590-kDa 50S subunit,
forming particles of about 25-nm diameter. The resolution of the well-defined three-di-
mensional structure of the ribosome and the exact topographical constitution of its compo-
nents are still under active investigation. Nevertheless, the localization of the multiple en-
zymatic domains, e.g., the peptidyl transferase, are well known, and thus the fundamental
functions of the entire supramolecular machine is understood [24].

The examples of native DNA–protein supramolecules just described demonstrate
that nature uses self-organized assemblages of functional macromolecules to accomplish
the process of self-replication. The exploitation of the natural principles is crucial, both
for the fundamental understanding of the cellular processes and for the utilization of dis-
tinct complexes in molecular biotechnology, for instance, the use of cellular equipment
for the in vitro translation of mRNA or the synthesis of recombinant proteins with an ex-
tended genetic code [25]. Various components of the cellular DNA processing machin-
ery are at least in part characterized down to the molecular level by the aid of x-ray crys-
tallography [26]. These studies are particularly meticulous, since they allow for detailed
insight into how the macromolecular components interrogate each other. It is fascinating
to discover how the enormous specificity of binding results from the collection of low-
specific, noncovalent contacts between distinct amino acids of the protein and the nu-
cleotide bases and the phosphate backbone of the DNA by hydrogen bonding, electro-
static, and hydrophobic interactions.



III. SYNTHETIC DNA NANOSTRUCTURES

Now being aware of the unique properties of DNA and some central principles and mean-
ings of nucleic acid–based nanostructures, approaches toward the utilization of DNA as
a material for synthetic nanoconstructions will be discussed. This section begins by de-
scribing semisynthetic conjugates of DNA and proteins and their use as tools in the fab-
rication of oligofunctional supramolecular bioconjugates. Following that, applications of
DNA hybridization with respect to material sciences will be discussed. Finally, the state
of the art in the construction of synthetic 1D-, 2D-, and 3D DNA nanostructures will be
summarized.

A. Semisynthetic DNA–Protein Conjugates

The concept of using DNA as a framework for the precise spatial arrangement of molecu-
lar components was initially suggested by Seeman [8]. For example, three-dimensional
(3D) DNA networks (Fig. 3) might be useful as matrices for the immobilization of DNA-
recognition proteins. This strategy should improve the crystallization properties of both
cognate proteins and DNA scaffolds, and thus it should significantly simplify experimen-
tal crystallization protocols, which currently limit x-ray crystal structure determination of
biological compounds. As suggested by Seeman and Robinson [27], 3D DNA networks
might also be useful for the construction of electronic memory devices by selective posi-
tioning of molecular wires and switches, i.e., conducting organic polymers and redox-ac-
tive cations. Due to the molecular dimensions of such biochips, largely improved memory
densities of about 4 million Gbytes/cm3 might be attained.

FIG. 3 Three-dimensional (3D) DNA networks as crystallization matrices for the selective binding
of DNA-recognition proteins [8]. The latter, represented by shaded spheres, bind specifically to
recognition sites of the six-connected, cubic DNA lattice. For simplification, linear double-helical
DNA stretches are represented by lines.



1. Oligonucleotide-Directed Assembly Using DNA–Streptavidin
Conjugates

The initial experimental demonstration that molecular compounds can be selectively posi-
tioned along a nucleic acid scaffold was reported by Niemeyer et al. [28]. In this publica-
tion an approach was described allowing the arrangement of enzymes and antibodies along
nucleic acids to generate novel supramolecular bioconjugates and nanometer-scale protein
arrays. For this purpose, conjugates 2 of single-stranded DNA oligonucleotides and the
protein streptavidin (STV) have been synthesized (Fig. 4). The tetrameric protein STV
binds the small water-soluble molecule biotin (vitamin H) rapidly and with extraordinary
specificity [29]. Since biotinylated materials are often commercially available or can be
prepared with a variety of mild biotinylation procedures, biotin–STV conjugates form the
basis of many diagnostic and analytical tests [30,31]. Another great advantage of STV is
the extreme chemical and thermal stability of the protein. The covalent attachment of an
oligonucleotide moiety to STV provides a specific recognition domain for a complemen-
tary nucleic acid sequence in addition to the four native biotin-binding sites. These bispe-
cific binding capabilities allow the DNA–STV conjugates 2 to serve as versatile molecular
adaptors in a variety of applications, such as the fabrication of nanostructured protein ar-
rays. Such supramolecular aggregates are accessible by positioning several adapter
molecules along a single-stranded RNA or DNA carrier molecule containing a set of com-
plementary sequences (Figs. 4, 5).

FIG. 4 Schematic drawing of the synthesis of DNA–streptavidin conjugates and “oligonucleotide-
directed assembly of macromolecules” [28]. Stoichiometrically controlled, nanostructured
supramolecular aggregates are generated from DNA–STV conjugates 2, obtained by covalent cou-
pling of 5-thiol-modified oligonucleotides 1 and STV. The 3 end of the oligonucleotide is indicated
by an arrowhead, the spacer chains between DNA and protein are represented by wavy lines. Conju-
gates 2 with distinct nucleotide sequences, e.g., a through f, self-assemble in the presence of a single-
stranded nucleic acid carrier molecule, containing complementary sequence stretches, to form
supramolecular aggregates 3. This strategy was used for the spatially controlled positioning of pro-
teins [28,34] and later applied to the fabrication of “nanocrystal molecules” [60,74] from gold clus-
ters, as indicated in Fig. 11.



Almost any type of biotinylated compound can be arranged by means of the DNA-
STV adapter molecules 2. Examples so far range from proteins such as antibodies and en-
zymes [28,32], low-molecular-weight compounds such as ionic groups, fluorophores and
peptides [33], to inorganic metal nanoclusters [34]. As a particularly attractive feature, the
tetravalency of the protein allows the DNA–STV conjugates to be functionalized with two
different types of molecules [33]. This strategy is schematically drawn in Fig. 6. The mod-
ification of the DNA–STV hybrids with two different biotinylated components is achieved
by initial coupling with a macromolecular functional compound, such as an enzyme, and
then the remaining biotin-binding sites are saturated with low-molecular-weight modula-
tors. The coupling of suitable modulators, such as positively charged biotinylated peptides,
allows fine-tuning of the bioconjugate’s nucleic acid hybridization properties [33]. More-

FIG. 5 Supramolecular self-assembly of DNA-STV hybrids 2 studied by fluorometric gel-shift
analysis. The image shows a nondenaturing gel-electrophoretic separation of supramolecular aggre-
gates 3 obtained from the successive addition of DNA–STV conjugates 2a–f to an RNA carrier
molecule. The aggregates are detected by means of a fluorescently labeled oligonucleotide probe. The
weak band of uncomplexed RNA in lane 1 is indicated by an arrow. An increasing number of protein
components bound to the carrier leads to an increasing signal strength (grayscale presentation of the
originally blue fluorescein bands). Pentameric and hexameric DNA-protein aggregates display en-
hanced dissociation, likely due to the absence of double-helix-stabilizing cations during the course of
electrophoresis. Lane M depicts the electrophoretic mobility of a DNA molecular weight marker
(GeneScan-2500 Rox, length in base pairs). (From Ref. 34, with kind permission.)



over, extra versatility is obtainable via the employment of modulators containing additional
functional moieties, such as fluorophors or cofactor groups, chemically linked with the bi-
otin. This supplements the functionality of the streptavidin bioconjugates, for instance, to
exhibit high sensitivity as a detection tool in biosensor applications or to enhance the cat-
alytic turnover of enzymatic transformations [33].

Chemical and structural features of the nucleic acid constituents employed in DNA-
directed self-assembly play an essential role, since they determine the aggregation effi-
ciency of the individual components [28,32,34,35]. For example, solid-phase hybridization
studies have shown that the attachment of the voluminous STV to an oligonucleotide leads
to up to a five fold decrease in hybridization kinetics. However, the same study revealed
that the individual oligonucleotides attached to the streptavidin molecules are responsible
for the large, nearly 100fold variations in hybridization efficiency, depending on the spe-
cific nucleotide sequences [35]. This is remarkable, since the sequences of the oligomers
had been chosen for their similar melting temperature (Tm) and, thus, a comparable ther-
modynamic stability of the corresponding duplexes (�G). This indicated that the sequence-
specific hybridization efficiency is highly dependent on the presence of secondary struc-
tures, such as the formation of intramolecular hairpin loops or intermolecular homodimers
[35]. Structural influences are particularly important for nucleic acid hybridization reac-
tions proceeding with kinetic control, for instance, in the assembly of temperature-sensitive
biotinylated enzymes or antibodies during the reversible and site-selective immobilization
using DNA microarrays [32].

The influences of nucleic acid secondary structure are even more complex in the
supramolecular assembly of several components using a suitable single-stranded nucleic
acid carrier backbone (Fig. 4). At moderate temperatures, the carrier strand forms an in-
tramolecular secondary structure, displaying a thermodynamic stability comparable with
the double helices formed by intermolecular hybridization. Typically, the hybridization of
DNA–STV conjugates with an RNA carrier reaches thermodynamic equilibrium in one
hour at 37°C [34], leading to the formation of a mixture containing the uncomplexed car-
rier and also the protein conjugate-bound carrier. This equilibrium can be shifted by means
of helper oligonucleotides, which bind to uncomplexed sequence stretches of the carrier,
thus disrupting its secondary structure. This leads to a completion of the previously in-
complete supramolecular aggregation of several compounds [34,36]. Moreover, the chem-

FIG. 6 Successive coupling of two different biotinylated compounds with the DNA–STV conju-
gates 2 [33]. In a first step, a macromolecular functional component (FC, represented by the shaded
ellipse), such as a biotinylated enzyme or oligonucleotide, is coupled. In a second step, a biotinylated
low-molecular-weight modulator (M, represented by the shaded sphere) is coupled to the remaining
free biotin-binding sites. The modulator is used to modify the conjugate’s hybridization properties or
to supplement its functionality.



ical nature of the carrier strand significantly affects the assembly yields. The comparison
of RNA and DNA carriers revealed that DNA molecules are superior templates for the
supramolecular assembly, due to the lower stability of the intramolecular folding [36]. To
overcome the problem of secondary structure influences, synthetic DNA analogs should be
very useful in supramolecular synthesis. For instance, peptide nucleic acids [37] will, de-
spite their currently high costs, soon be considered as carrier molecules of choice due to
their high specificity of binding, great (bio)chemical and physical robustness, and low ten-
dency to form secondary structures.

2. Oligofunctional DNA–Protein Nanostructures
A major initial motivation for the development of oligonucleotide-directed assembly of
macromolecules was the fabrication of stoichiometrically and spatially defined aggregates
of various enzymes [28]. The synthesis of an oligofunctional bioconjugate 4 of several en-
zymes, schematically depicted in Figure 7a, is of great interest as a target for studying mul-
tienzyme complexes (MECs). In biological systems, MECs appear both as supramolecular
assemblies and as covalent conjugates of several catalytic proteins. As an example, the pyru-
vat-dehydrogenase MEC is comprised of 48 polypeptide chains. Such MECs offer mecha-

FIG. 7 Schematic drawing of oligofunctional bioconjugates. (a) Synthetic multienzyme aggregate
4, generated from oligonucleotide-tagged enzymes A–D by means of nucleic acid hybridization. The
enzymes catalyze a sequential four-step transformation of substrate 1 to the product 5. (b) Bispecific
antibody aggregate 5, consisting of two complementary DNA–STV conjugates 2, each previously
coupled with an individual biotinylated immunoglobulin. The functionality of this aggregate was
shown by specific immunosorption [28]. (c) Bispecific antibody aggregate 6 consisting of two sin-
gle-chain antibody fragments (ScFv) and a DNA spacer. The antibody aggregates have potential ap-
plications as specific reagents in immunoaffinity-based diagnostic assays or as molecular tools for the
study of surface topologies.



nistic advantages during the multistep catalytic transformation of a substrate. Reactions lim-
ited by the rate of diffusional transport are accelerated by the immediate proximity of the
catalytic centers. Furthermore, the “substrate channeling” of intermediate products avoids
the occurrence of side reactions. Earlier model systems for fundamental research on sub-
strate channeling processes within MECs had been restricted to heterobifunctional conju-
gates, accessible by means of chemical cross-linking or genetic engineering [38–40].

Another highly attractive application of nucleic acid–directed assembly of proteins is
the fabrication of oligovalent antibodies (Fig. 7b, c). Due to the presence of multiple bind-
ing domains, bispecific antibodies are known to have a remarkably higher affinity for the
target structure than regular monospecific antibodies [41–43]. However, to ensure sterically
undisturbed binding of the two domains, the use of conventional bispecific antibodies re-
quires that both target epitopes be in close proximity. In contrast, the supramolecular anti-
body aggregates, schematically drawn in Fig. 7b,c, contain a DNA molecule that is both the
structural backbone and a variable rigid spacer. Thus, it is possible to control the spatial ar-
rangement of the binding sites within a wide range from about 10 to several hundred
nanometers. This should allow novel applications, because DNA-based antibodies might be
used for specific recognition, even when the target epitopes are not nearby and/or reveal only
weak antibody–antigen interactions. Moreover, one can construct specific supramolecules
containing several binding sites spatially arranged in a fashion complementary to the tar-
get’s topography. This further enhances the specificity of binding and thus causes improved
signal-to-noise ratios in analytical applications.

Early experimental realizations of oligospecific DNA antibodies 5 based on
DNA–STV conjugates (Fig. 7b) have shown the feasibility of the concept [28]. However,
further refinements and, in particular, detailed investigations of the binding characteristics
require that the aggregates be constructed with stringent regioselective control over the po-
sitioning of the protein binding sites on the nucleic acid backbone. Since both the biotiny-
lation of immunoglobulins and the oligonucleotide coupling with the STV is nonregiose-
lective, this system is probably not suitable for model studies. As a promising alternative,
the incorporation of single-chain antibody fragments (ScFv) [44–46] in supramolecular ag-
gregates 6 may be considered (Fig. 7c). These proteins can be generated from antibody-
coding gene fragments derived from hybridoma cell lines or mRNA libraries [47] by means
of recombinant methods. Moreover, the use of suitable cloning vectors allows site-specific
incorporation of reactive groups, such as cysteine or histidine residues, which can subse-
quently be utilized for selective chemical coupling. An additional advantage of ScFv anti-
body fragments results from their small dimensions of only about 4 nm. This ensures that
the distance between the binding sites within the supramolecular complex 6 is predomi-
nantly determined by the structure of the DNA backbone.

One great virtue of using DNA as a linker between two protein molecules is that a
wide variety of enzymes can be subsequently used to probe or change the nature of the
linker. As an example, enzymatic restriction and ligation may serve as ways of determin-
ing the mode of attachment and the mobility or stability of attached targets. Thus, DNA–an-
tibody complexes might be applied as “molecular rulers,” for instance, useful for exploring
the lateral mobility of membrane proteins or the topology of biological and artificial ob-
jects. Because DNA has a vast amplification potential using PCR techniques, these ex-
periments should be feasible even at the level of single cells and even in rather complex 
biological preparations. This allows the detection of nucleic acids at sensitivity levels far
below those available for the detection of proteins by conventional immunological meth-
ods, such as the antibody-based enzyme-linked immunosorbent assay (ELISA).



The detection of a few hundred protein molecules can be attained by a combination
of the ELISA with the amplification power of PCR. This method, termed immuno-PCR
[48] (IPCR), is based on the coupling of specific antibodies with a DNA reporter fragment
to be amplified by PCR. Recently, novel oligovalent DNA–STV conjugates 7 have been
developed as reagents for IPCR (Fig. 8) [49]. The self-assembly of bis-biotinylated dsDNA
and STV reproducibly generates populations of individual oligomeric complexes, as stud-
ied by nondenaturing gel electrophoresis and atomic force microscopy (AFM). Most strik-
ingly, the oligomers dominantly contain bivalent STV molecules bridging two adjacent
DNA fragments to form linear nanostructures. Trivalent STV branch points occur with a
lower frequency and the presence of tetravalent STV is scarce in the supramolecular net-
works (Fig. 9a). Therefore, the oligomeric conjugates have a large residual biotin-binding
capacity, and they can be further functionalized, for instance, by the coupling of biotiny-
lated immunoglobulins. Both the pure and the antibody-modified DNA–STV oligomers re-
veal a superior performance as reagents in IPCR [49]. The employment of oligovalent
reagents leads to about a 100-fold sensitivity enhancement compared with the conventional
IPCR procedure [50].

The self-assembled oligomeric DNA–STV networks are suitable reagents for IPCR,
since a high amount of DNA fragments are intrinsically linked with a similar amount of tar-
get-binding sites, thus allowing for affinity enhancements by increased avidity [51]. To
generate supramolecular complexes of even higher versatility, an efficient attachment of
large numbers of molecular devices can be attained from the incorporation of covalent
DNA–STV conjugates [28] as distinct building blocks in self-assembled oligomeric net-
works [52]. This extends the capabilities of the DNA–STV aggregates to serve as a molec-
ular framework for the attachment and selective positioning of biotinylated functional moi-
eties, such as proteins [32], inorganic metal nanoclusters [34], and low-molecular-weight
peptides and fluorophores [33]. Moreover, the dsDNA-STV oligomers 7 are suitable model
systems for basic studies on self-assembled nanoparticle networks and might even be used
for the fabrication of ion-switchable nanoarchitecture [53]. Since the oligomers are formed
by statistical self-assembly, distinct supramolecular species might be isolated on a prepar-

FIG. 8 Synthesis of oligomeric DNA–STV conjugates 7 from 5,5-bis-biotinylated DNA and STV
[49]. Note that the schematic structure of 7 is simplified, since a portion of the STV molecules func-
tion as tri- and tetravalent linker molecules between adjacent DNA fragments.



ative scale and further functionalized. The greatest challenge, however, is to gain control
over the self-assembly process. The first progress in this regard has recently been attained.
The oligomeric networks 7 can effectively be transformed into supramolecular DNA-STV
nanocircles 8 by simple thermal treatment (Fig. 9) [54]. The synthesis of cyclic DNA struc-
tures has previously been reported with respect to their utilization as constituents for nanos-
tructured systems [55–58]. These perspectives, however, are considerably expanded, since
the endogeneous protein molecule within the supramolecular DNA-STV nanocircles can
be conveniently used for the attachment of functional molecular devices.

B. DNA-Based Nanocluster Assembly

Two key publications describing the assembly of DNA-derivatized gold colloids [59,60]
have largely extended the common interest in the concept of DNA hybridization-based
self-assembly of molecular compounds. The work of Mirkin et al. [59] and Alivisatos et al.
[60] was motivated by the requirements of a material science research involving the gen-
eration of well-defined arrangements of nanocrystal metal clusters (quantum dots). Such
systems are being investigated for new material properties, and potential applications are
anticipated, for instance, in the field of laser technology [61–64]. Current research in this
field is devoted to generating superlattices or quantum dot molecules in which crystallites
from different materials are spatially assembled at will. The conventional strategies applied
are often based on crystallization, monolayer-based self-assembly, or synthetic chemical
methods (see Chapter 8).

1. Macroscopic, Repetitive DNA–Nanocluster Composites
The group of C. A. Mirkin collaborating with R. L. Letsinger uses DNA hybridization to
generate repetitive nanocluster materials (Fig. 10). In the initial publication, two noncom-
plementary oligonucleotides were coupled in separate reactions with 13-nm gold particles
via thiol adsorption [59]. A DNA duplex molecule containing a double-stranded region and
two cohesive single-stranded ends, which are complementary to the particle-bound DNA,
was used as a linker. The addition of the linker duplex to a mixture of the two oligonu-
cleotide-modified clusters led to the aggregation and slow precipitation of a macroscopic
DNA-colloid material. The reversibility of this process was demonstrated by the tempera-
ture-dependent changes of the UV/VIS spectrophotometric properties [59]. Since the clus-

FIG. 9 AFM images of oligomeric DNA–STV conjugates 7 (left). The supramolecular network of
7 can be disrupted by thermal treatment, leading to the formation of DNA-STV nanocycles 8 (right).
(From Ref. 54 with kind permission.)



ters contain multiple DNA molecules, the supramolecular aggregates developing were well
ordered and three-dimensionally linked, as judged from transmission electron microscopy
(TEM) studies. Images of two-dimensional, single-layer aggregates reveal close-packed
assemblies of the colloids with uniform particle separations of about 6 nm, corresponding
to the length of the DNA linker duplex [59].

One approach to applying the nanocluster assembly concerns the generation of a sen-
sor made from a web of DNA and gold particles [65,66]. This macroscopic-scale device
changes color upon detection of particular DNA target strands: Two sets of DNA-coated
cluster probes are combined with single-stranded target molecules containing oligonu-
cleotide sequences that are either fully, partially, or not complementary to the nanoparticle-
bound DNA. In the presence of the complementary target to be detected, the two probes are
connected and consequently form a three-dimensionally linked, oligomeric DNA-gold par-

FIG. 10 Assembly of gold nanocrystals by means of DNA hybridization [65]. Two batches of gold
clusters are derivatized with noncomplementary oligonucleotides, either via 5- (9a) or 3- (9b) thiol
groups. The nanoparticles are mixed with single-stranded nucleic acid targets. In the presence of com-
plementary target strands, the DNA-modified nanoclusters form three-dimensionally linked networks
by which a change of the optical property of the nanocluster network occurs. Note that within the net-
work only a heterodimeric “A–B” linkage is present. This allows the generation of binary compos-
ites, in which two types of particles, e.g., of different size [69] or different materials [70], are inter-
connected. Applications of similar systems may include sensors for nucleic acid diagnostics [65,66].
The 3 ends of the oligonucleotide compounds are indicated by an arrowhead. The wavy lines repre-
sent the spacer chains between DNA and the gold particle, represented by shaded spheres.



ticle hybrid web (Fig. 10). The formation of this network changes the particle distance and,
thus, the electronic and optical properties of the metal clusters. As a result, a color change
occurs. In principle, this strategy might be used for simple and cheap sensors in biomedi-
cal diagnostics, e.g., for the detection of nucleic acids from pathogenic organisms. Al-
though detailed studies of the optical phenomena are still in progress [67], several analyti-
cal applications have already been reported [68].

More recent work from this group concerns the generation of binary networks. For
example, gold clusters of either 40-nm or 5-nm diameter were initially modified with indi-
vidual 12-mer oligonucleotides containing a thiol group at either the 5 or 3 end. Subse-
quently, the two cluster preparations were assembled using a complementary 24-mer
oligonucleotide [69]. Due to the specificity of Watson–Crick base pairing, only het-
erodimeric “A–B” composites with alternating particle sizes are formed (Fig. 10). In the
case of an excess of one particle, satellite-like aggregate structures can be generated, as de-
termined by TEM. Using a similar approach, oligonucleotide functionalized CdSe/ZnS
quantum dots have recently been incorporated into a binary nanoparticle network also con-
taining gold nanoclusters [70]. As investigated by TEM, these hybrid metal/semiconductor
assemblies exhibit an A–B structure. Moreover, fluorescence or electronic absorption spec-
troscopy studies reveal initial indications of cooperative optical and electronic phenomena
within the network materials [67,71].

2. Individual Supramolecular Assemblies of Nanoclusters

The approach of Mirkin and coworkers is leading to novel hybrid materials with promising
electronic and optical properties, potentially useful for sensor and also for technical appli-
cations with respect to material sciences [72,73]. Nevertheless, possible limitations may re-
sult from the lack of stoichiometric control during the assembly process. To control the ar-
chitecture of materials, spatially defined arrangements of molecular devices are required.
For example, to organize metal and semiconductor nanocrystals into ultrasmall electronic
devices, one may consider a linear aggregate of several individual components, a structural
analog to the supramolecular protein aggregate 3 in Fig. 4. As initially demonstrated for
proteins [28] and more recently for gold nanoclusters [60,74], the rational construction of
stoichiometrically defined nanoscale assemblies can be achieved from building blocks,
each containing a single nucleic acid moiety.

Following this strategy, Alivisatos et al. [60] synthesized well-defined monoadducts
from commercially available 1.4-nm gold clusters containing a single reactive maleimido
group. By coupling with thiolated 18-mer oligonucleotides, the nanocrystals were supplied
with an individual “codon” sequence. Upon addition of a single-stranded DNA template
molecule containing complementary codons in any order whatsoever, a self-assembly of
nanocrystal molecules occurred (Fig. 11). Purified DNA–nanocluster conjugates were as-
sembled to generate the head-to-head and head-to-tail homodimeric target molecules 10a
and 10b. The TEM characterization of the aggregates revealed that approximately 70% of
the complexes show the dimeric structure expected. The center-to-center distances ob-
served in the two isomers are about 3–10 nm and 2–6 nm in 10a and 10b, respectively, and
are consistent with model calculations. Also, the trimeric molecules (10c) show the struc-
tures expected, as judged from TEM images. In recent work of this group, a variety of
supramolecular nanocrystal molecules has been synthesized by means of DNA-directed as-
sembly [74]. The preparations, containing up to three nanoclusters of different size orga-
nized in multiple fashions, were purified by electrophoresis subsequent to the self-assem-
bly and were characterized by TEM. These studies indicated that the nanocrystal molecules



reveal a high flexibility when the DNA backbone is nicked (e.g., 10c). In the case of 10d,
however, the unnicked double helix significantly lowers the flexibility. UV/VIS ab-
sorbance measurements indicated changes in the spectral properties of the nanoparticles as
a consequence of the supramolecular organization.

Using two independent biomolecular recognition systems, the hybridization of com-
plementary DNA and RNA, and strong binding of biotin by STV, the DNA–STV conju-
gates 2 (Fig. 4) have been used to organize gold nanoclusters (Fig. 12) [34]. In this work,
1.4-nm gold clusters were derivatized with a biotin substituent and subsequently coupled
with the conjugates 2. The metal–protein hybrids self-assemble in the presence of a com-
plementary single-stranded nucleic acid carrier molecule, thereby generating novel
biometallic nanostructures, such as 11. Since the DNA–STV conjugates can be used like a
molecular construction kit, functional protein components can easily be incorporated into
the biometallic nanostructures. The proof of feasibility was achieved by the synthesis of
construct 12 containing an immunoglobulin molecule (Fig. 12). The functionality of this
supramolecule was demonstrated by specific immunosorption to a surface-immobilized
complementary antigen and subsequent TEM analysis. Such experiments impressively
demonstrate the applicability of DNA hybridization for the nanoconstruction of novel hy-
brid systems that may eventually serve as interface structures between electronic and bio-
logical systems.

C. Nanostructured Molecular Scaffolds from DNA

The use of DNA hybridization just described opens up a novel, uncomplicated, yet power-
ful strategy for supramolecular synthesis: Many different devices are connected to a dis-
tinct sequence codon and are subsequently organized on a suitable template strand. The uti-
lization of appropriate nucleic acid scaffolds should even allow the fabrication of highly
complex supramolecular structures by means of a modular construction kit. For approxi-
mately 20 years, the work of Seeman and coworkers [8,27] have been engaged in the ra-
tional construction of 1D, 2D, and 3D DNA frameworks. They use branched DNA

FIG. 11 Assembly of nanocrystal molecules using DNA hybridization [60]. Conjugates from gold
particles (represented as shaded spheres) and oligonucleotide codons are organized to supramolecu-
lar assemblies by the addition of a template strand. The use of 3- or 5-derivatized oligonucleotides
allows the fabrication of head-to-head (10a) or head-to-tail (10b) homodimers. A template contain-
ing the complementary sequence in triplicate affects the formation of the trimer 10c. Aggregate 10d
reveals a limited flexibility, due to the unnicked double-helical backbone [74].



molecules containing three, four, and more double-helical arms (termed “DNA junctions”;
see 13, 14 in Figs. 13, 14). These modules are similar to the structure of the replicational
junction or the Holliday junctions of genetic recombination. They are easily accessible on
a preparative scale by briefly heating stoichiometric mixtures of the oligonucleotide com-
ponents and subsequent stepwise cooling. In the following, the use of DNA junctions and
related building blocks for the fabrication of pure DNA nanostructures will be discussed.

1. Synthesis of Periodic DNA Materials
The synthesis of repetitive structures from DNA [75–79] was initially attempted using
three-arm junctions [75]. Enzymatic connection of the cohesive ends of 13 (Fig. 13) using
DNA ligase yielded a mixture of linear and cyclic oligomers, starting with the trimer. Since
double-helical arms with a length of 5–7 nm in 13 behave like rigid rods, the fraction of cy-
clized products allows conclusions about the variations in the valence angle between the
ligation arms of the junction molecule. The following experiments using four- [76], five-,
and six-arm junctions [77] confirmed the high flexibility of the modules. Thus, these “sim-
ple” motifs are not suitable for the assembly of large repetitive constructs. Therefore, See-
man et al. started to explore a different class of DNA modules, termed “double-crossover”
(DX) molecules. This class of motifs contains two junctions connected by two double-

FIG. 12 Fabrication of biometallic aggregates by means of DNA–STV adapters 2. Monoamino-
modified 1.4-nm gold clusters are derivatized with a biotin moiety, and the biotinylated clusters (bio-
Au) are coupled with DNA–STV adducts 2. The resulting hybrids, gold-labeled 2a, 2c, and 2f, are
assembled with the RNA carrier to form the supramolecular aggregate 11[acf]. In this synthesis,
helper oligonucleotides 1b, 1d, and 1e had been employed to obtain higher aggregation yields
[34,36]. An antibody-containing, functional biometallic construct 12 was fabricated from gold-la-
beled 2a–2e and a conjugate of 2f and a biotinylated immunoglobulin, previously coupled in separate
reactions [34].



helical DNA arms, and is differentiated by the relative orientation of their helix axes as well
as by the number of double-helical half-turns between the two crossovers (see, for instance,
15 in Fig. 13). The ligation of DX model compound 15 (termed “DAE molecule”), whose
second domain is closed with dT4 loops, led almost exclusively to the production of linear
oligomers [79]. This fact was attributed to the reduced flexibility of the ligation arms and
was not observed for control compound 16, in which the nicked backbone of the second he-
lical domain permits higher flexibility. Due to the rigidity of the DAE molecules, compa-
rably long oligomers containing up to 17 monomers are formed during ligation. In contrast,
the more flexible junctions (such as 13) hardly formed oligomers larger than heptamers.

As proposed earlier, the utilization of structurally related DX motifs, e.g., triangle-
shaped modules containing an additional ligation arm, should allow the construction of pe-
riodic lattices from DNA [78]. Recently, a set of publications demonstrated the feasibility
of using DX motifs for DNA nanoconstructions [80–82]. DX-based triangle modules were

FIG. 13 Synthetic DNA motifs for the construction of DNA framework: Three- [75] (13) and four-
arm (14) DNA junction [8]; DNA double-crossover (DX) molecules 15, 16 were used for initial stud-
ies of enzymatic oligomerization [79]. The DX motif 17, containing four cohesive ends of individual
nucleotide sequence, was used for the construction of two-dimensional DNA crystals [80].



enzymatically oligomerized to yield extended 1D structures, as determined by AFM [81].
Also, a 2D periodic lattice structure was generated using tetravalent DX modules (see 17
in Fig. 13). The reversible annealing yielded “two-dimensional DNA crystals” of up to 2 �
8 �m and a uniform thickness of about 1-2 nm [80]. These structures were also character-
ized by means of AFM (Fig. 15b). This technique even allowed proof that the surface fea-
tures of the two-dimensional DNA crystals can be modified by enzymatic treatments [82].

2. Synthesis of Individual Objects from DNA
Individual supramolecules of DNA with a topology of geometric objects [83–86] and
molecular knots [87,88] can be constructed from modules whose valence arms are supplied
with individual cohesive ends. For example, the synthesis of a DNA molecule containing
four vertices proceeds readily from three-arm junctions (13a in Fig. 14) with approximately
15% yields [83]. However, the construction of a more complex object with the connectiv-
ity of a cube containing eight vertices [84] was only 1% efficient. The DNA cube (Fig. 15c)
contains edges of about 7-nm length. Each of the six “faces” is formed by a cyclized
oligonucleotide, connected by two turns of a double helix with the four neighboring
strands. To increase product yields and to allow for automated synthesis of DNA objects,
a solid-support methodology was developed [85], permitting the synthesis of entire seg-
ments of DNA constructs on Teflon surfaces. The power of this method was demonstrated
by the synthesis of a polyhedron containing 24 vertices, proceeding in 1% yield [86]. The
“truncated octahedron” is a complex 14-catenan with a molecular weight of about 790 kDa,
containing six square and eight hexagonal faces. Due to the lack of suitable physical char-
acterization methods, all DNA constructs described so far have been analyzed by bio-
chemical methods. For this purpose, the oligonucleotides used for construction were de-

FIG. 14 Construction of periodic framework and geometric objects from DNA. (a) Construction of
two-dimensional DNA lattices from tetravalent four-arm DNA junctions (14) [8]. (b) Synthesis of a
macrocyclic molecule from bivalent three-arm DNA junctions (13a) containing two cohesive ends
[83]. For simplification, linear double-helical stretches are represented by parallel lines.



signed with an individual restriction site. Therefore, each double-helical edge can be iden-
tified by specific endonuclease cleavage. Digestion of breakdown products by 3-exonu-
clease and electrophoretic analysis allows verification of the integrity and connectivity of
intermediate and final products. The actual three-dimensional shape of the molecules is
currently unknown.

Recent advances of the Seeman group led to the construction of a nanomechanical
device from DNA [89]. In this molecular apparatus, the ion-dependent transition of B-DNA
into the Z-conformation is used to alter the distance between two DNA DX domains at-
tached to the switchable double helix. Atomic displacements of about 2–6 nm were at-
tained. Ionic switching of nanoparticles by means of DNA supercoiling has also been re-
ported [53]. Additional advances regarding the use of DNA is nanomechanical devices
have been reported by Fritz et al., who showed that an array of cantilevers can be used to

(a)

(b) (c)

FIG. 15 Advances in the construction of molecular architecture from DNA. (a) Schematic repre-
sentation of a set of DX molecules designed to form a 2D lattice. Compound D contains a DNA hair-
pin that acts as a topographic marker detectable by AFM. (b) AFM image of the 2D DNA crystal ob-
tained from the four DX molecules shown in (a). The stripes indicate that the D compounds have a
regular distance of about 65 nm, corresponding to the 4 � 16 nm dimensions of the four DX
molecules within the lattice [80]. (c) Representation of a DNA cube, formed from six different cyclic
strands. Each edge of the cube is formed by two turns of a double-helical DNA molecule [84]. (Im-
ages courtesy of N. C. Seeman. For further images and details, see: http://seemanlab4.chem.nyu.edu.)



translate DNA hybridization into a nanomechanical response [90]. Moreover, Yurke et al.
reported on a molecular machine both made up of DNA and fueled with DNA. In this de-
vice, a DNA molecule functions as a tweezer that can be opened and closed by the addition
of single-stranded DNA [91].

The preceding examples demonstrate the significant progress achieved in the fabri-
cation of 2D and 3D artificial DNA structures. However, the use of such framework to re-
alize dense protein and biochip assemblies, suggested earlier by Seeman, has not yet been
accomplished. In this context, it should be noted that Smith and coworkers have recently
reported on the organization of several proteins along a 1D double-stranded DNA fragment
[92]. Their approach is based on the specific binding of DNA (cytosin-5)-methyltrans-
ferases to distinct recognition sequences within double-helical DNA (see Fig. 20). Cova-
lent adducts of the enzyme and dsDNA are formed if the synthetic DNA base analog 5-flu-
orocytosine (FC) is present in the recognition site. Using two representative
methyltransferases, M.HhaI and M.MspI, the sequence-specific covalent attachment of the
enzymes at their target sites, GFCGC and FCCGG, respectively, was demonstrated. By
means of recombinant techniques, the methyltransferases can be modified with additional
binding domains, such as peptide antigens. Thus, the authors note that their concept should
be useful for generating DNA–protein conjugates applicable as chromatin models or other
macromolecular devices.

IV. MESOSCOPIC DNA STRUCTURES AND
MICROTECHNOLOGY

Although the theory of producing synthetic DNA nanostructures is well ahead of experi-
mental confirmation [93], the work of the Seeman group described earlier impressively
demonstrates the great potential of this approach. In the following, the use of DNA in the
fabrication of somewhat larger, mesoscopic structures and aggregates will be described.
Moreover, recent developments concerning the integration of DNA-based methods and
materials in microtechnology will be discussed.

A. DNA-Templated Synthesis

The electrostatic and topographic properties of the DNA molecule can be utilized to syn-
thesize nano-, meso-, and microscopic aggregates. Pioneering work in this area was carried
out by Coffer and coworkers [94–97]. They used the negatively charged phosphate back-
bone of the DNA double helix to accumulate Cd2� ions, which were subsequently treated
with Na2S to form CdS nanoparticles. In the initial study, solutions of calf thymus DNA
and Cd2� ions were mixed, and after that molar amounts of Na2S were used to initiate the
CdS nanoparticle formation. High-resolution TEM (HRTEM) analysis revealed that the
particles generated had an average diameter of about 5.6 nm [94]. Since the actual role of
the DNA was vague from these studies, later experiments were carried out to elucidate po-
tential influences of the base sequences of the DNA template employed [95]. In fact, it was
found that in particular the adenine content of the DNA affects the size of the nanoparticles
formed. These findings provide indirect evidence for the template mechanism suggested.
In further studies, attempts were made to synthesize surface-bound mesoscopic nanoparti-
cle aggregates [96,97]. For this purpose, the circular plasmid DNA pUCLeu4, forming a
circle of about 375-nm diameter containing 3455 base pairs, was used as a template. The
DNA was mixed with Cd2� ions in solution; subsequently, the Cd2�-loaded DNA was ad-



sorbed to an amino-modified glass surface. The formation of the CdS nanostructures was
then carried out by H2S treatment [96]. HRTEM analysis revealed that CdS particles of an
about 5-nm diameter had developed that were assembled close to the circular DNA back-
bone. Measurements of its circumference indicated the intactness of some of the DNA
molecules; however, other aggregates with various shapes were also observed.

The use of DNA as a template to fabricate mesoscale structures was also demon-
strated in a recent work of Torimoto and coworkers. They used preformed, positively
charged 3-nm CdS nanoparticles with a thiocholine-modified surface to be assembled into
chains by using the electrostatic interaction between positively charged nanoparticle sur-
faces and the phosphate groups of DNA. As determined by TEM analysis, the CdS
nanoparticles were arranged in a quasi-one-dimensional dense packing. This revealed in-
terparticle distances of about 3.5 nm, which is almost equal to the height of one helical turn
of the DNA double strand [98].

Similar to the concept of Coffer et al., Tour and coworkers have used DNA to con-
gregate macromolecular ammonium ions [99]. In this approach, C60 fullerene molecules
were modified with an N,N-dimethylpyrrolidinium iodide substituent to yield 18 (Fig. 16).
The fullerene derivative was chosen as a complexing agent for the electrostatic binding to
the phosphate backbone of DNA, since fullerenes can be directly imaged by TEM without
the need for heavy-metal shadowing or other staining techniques. 18 was mixed with plas-
mid DNA, and TEM analysis of the resulting DNA–fullerene hybrid materials revealed that
the complexation had significantly altered the structure of the DNA. In the case of circular
plasmid DNA templates, it was found that the diameter of the hybrid complexes were con-
densed by about five-fold, while the thickness of the double helix ranged between 15 and
30 nm, instead of 2 nm for native DNA. This condensation is likely a consequence of ex-
tensive hydrophobic interactions between the fullerene moieties attached to the DNA.
However, it is very well known that pure polyamines, such as spermin and spermidin, al-
ready induce a significant packing of DNA structures, and the dynamics of DNA conden-
sates at the solid–liquid interface has recently been studied by AFM [100].

Blessing et al. have applied the spermin-induced packing of DNA to generate cali-
brated nanometric particles [101]. They synthesized the polymerizable cation 19 (Fig. 16)
from natural cysteine and spermine precursor molecules. Since spermine binds to the mi-
nor groove of B-DNA, the latter serves as a matrix during air-induced thiol/disulfide
oligomerization of 19. Determination of the oxidation rates indicated that disulfide forma-
tion is completed within 2 hours in the presence of DNA, while the sulfides in pure 19 are
stable for days. As a consequence of DNA-templated oligomerization, a physical collapse
accompanied by a chemical stabilization of the 19/DNA adduct, occurs. This leads to the
formation of 50 � 15 nm particles, as determined by laser light scattering. The nanometric
monomolecular DNA particles are potentially useful for gene delivery.

An early example of using DNA as a template for the aggregation of organic
molecules was reported by Gibbs and colleagues [102]. They demonstrated that porphyrins
containing cationic side chains form long-range structures on a DNA template, revealing
the helical sense of the nucleic acid, as determined by circular dichroism measurements.
Later studies used various spectroscopic methods to gain insights into the kinetics and ther-
modynamics of the supramolecular DNA–porphyrin assemblies [103,104]. The use of
DNA as a nanotemplate for the spontaneous assembly of dye aggregates was recently re-
ported by Seifert and coworkers [105]. The symmetric cationic cyanine dye 20 (Fig. 16),
consisting of two benzothiazole groups linked via a pentamethine bridge, dimerizes in the
presence of dsDNA containing alternating A/T residues. The dimerization induces a shift



of the absorption maximum from 647 to 590 nm and a quenching of the fluorescence. As
indicated from variation of the template sequences and viscometric analysis, the dimers
bind to the minor groove of the double helix. Strikingly, the dimer binding is highly coop-
erative. This means that the binding of one dimer greatly facilitates the binding of a second
dimer, leading to the formation of extended helical cyanine dye aggregates in the case of
longer DNA templates. Thus, the DNA structure precisely controls the spatial dimensions
of the supramolecular aggregate.

The examples just presented give initial impressions of how DNA can be utilized as
a template in the synthesis of nanometric and mesoscopic aggregates. However, the stud-
ies emphasize the importance of fundamental research on the interaction between DNA and
the various binders, such as metal and organic cations. Of particular importance are the con-
sequences of binding events on the structure and topology of the nucleic acid components
involved.

B. DNA as a Material in Microelectronics

In addition to its use as a nanotemplate, DNA might also be used to fabricate micrometer-
scale elements, potentially useful in microelectronics. A descriptive example of this ap-
proach was published by Braun and coworkers [106]. They used a dsDNA molecule, �-
DNA 16 �m in length, containing two cohesive ends to bridge the distance between two
microelectrodes. For this, gold electrodes separated by a gap of about 12–16 �m were pre-
pared on a glass support by means of standard photolithography. Subsequently, the two
electrodes were modified with an individual capture oligonucleotide, each complementary
to one of the cohesive ends of the �-DNA, and the 16-�m dsDNA fragment was allowed
to hybridize. To confirm successful interconnection of the electrodes, the �-DNA was flu-
oresently labeled, and the hybridization process was monitored by fluorescence mi-
croscopy. Next, the sodium ions bound to the phosphate backbone of the �-DNA were ex-

FIG. 16 Organic ligands used in DNA-templated assembly reactions. C60-N,N-Dimethylpyrroli-
dinium iodide 18 was assembled on a dsDNA template to yield DNA-fullerene hybrid materials [99].
The polymerizable cation 19, synthesized from cysteine and spermine precursors, binds to the minor
groove of plasmid DNA. The resulting adducts physically collapse during air-induced thiol/disulfide
oligomerization of 19, leading to the formation of 50-nm particles [101]. Cyanine dye 20 dimerizes
in the presence of dsDNA and the dimers bind cooperatively to the minor groove of the double helix,
leading to the formation of extended helical cyanine dye aggregates [105].



changed with Ag� ions, and the latter were chemically reduced by hydroquinone. The
small silver aggregates formed along the �-DNA backbone were then used as catalysts for
further reductive deposition of silver, eventually leading to the formation of a silver
nanowire. This micrometer-size element with a typical width of 100 nm had a granular
morphology, as judged from AFM images. Two-terminal electrical measurements of the
Ag nanowire revealed nonlinear, history-dependent I–V curves, possibly a result of polar-
ization or corrosion of the individual 30- to 50-nm Ag grains comprising the wire.

FIG. 17 Utilization of two-dimensional DNA networks as scaffolds for the production of electrical
circuits [107]. Two-dimensional DNA networks are generated on suitable solid supports. Subse-
quently, the network is used as a scaffold for the production of replicas made of inorganic materials.
For this purpose, the DNA is shadowed with substance A under a low angle of incidence, leading to
an uncovered track along the DNA double helix. A layer of a conducting material B, such as gallium
arsenide or indium phosphite, can be deposited by metallo-organic CVD. After selective removal of
substance A, the remaining wires of B can be embedded in a second conductor C. Following this
strategy, e.g., field effect transistor elements, should be attainable. (Adapted from Ref. 107.)



Artificial DNA structures might be used in chip construction in order to realize cir-
cuit sizes below 100 nm. A concept of Di Mauro and Hollenberg [107] is based on the con-
struction of DNA networks on suitable solid supports using, for instance, oligonucleotides
as initiation points for enzymatic DNA synthesis or hybridization. These networks are then
used as scaffolds for the deposition of conducting materials such as gallium arsenide and
indium phosphite via CVD procedures (chemical vapor deposition). Shadowing tech-
niques, well established for the preparation of biological samples for electron microscopy
studies, should allow the preparation of basic microelectronic elements (Fig. 17). As noted
by the authors, the calculable advantage of “DNA technology” would be due to the enor-
mous precision of DNA biosynthesis and hybridization in the process of matrix generation.
Thus, the accuracy of photolithographic techniques should be improved by about two or-
ders of magnitude. Furthermore, since the size of the DNA double helix is only 2 nm in di-
ameter, the lower size limit of the circuit structures should also be substantially reduced.

A DNA-based fabrication technique, currently under development at UC San Diego
and the U.S. company Nanogen/Nanotronics, should allow the carrying out of the con-
trolled organization of complex molecular structures within defined perimeters of silicon
or semiconductor structures produced by classical microfabrication techniques [108]. Es-
ener and coworkers use microelectronic template arrays with microlocations, spots of about
50 �m to 80 �m functionalized with capture oligonucleotides, to organize DNA-tagged de-
vices within selected microlocations on the array (Fig. 18). Both, the site-selective attach-
ment of the capture oligonucleotides to the solid support as well as the hybridization of the
DNA-tagged devices, such as DNA derivatized 20–200 nm microspheres, can be achieved
or assisted by directed electrophoretic transport. This technique, electric field directed nu-
cleic acid hybridization, was developed by Nanogen [109]. Based on the negative charges

FIG. 18 Schematic representation of DNA-directed immobilization (DDI) [28,32]. In this exam-
ple, covalent DNA–STV conjugates are coupled with a biotinylated enzyme or antibody by mixing
of the two compounds. Note that basically any oligonucleotide-tagged compound, such as
biomolecules, metal nanoclusters, or latex microspheres, can be used instead of the protein–
DNA–STV preconjugate shown. Complementary capture oligonucleotides, immobilized on solid
supports, are used as positioning elements on the surface, which can comprise a single capture species
or multiple spots, each containing an individual capture sequence (DNA microarray). The preconju-
gate is then allowed to bind to its complement by formation of specific Watson–Crick base pairs.
Note that due to the enormous specificity of DNA base pairing, many compounds can be site-specif-
ically immobilized simultaneously in a single step. In a related approach, the capture DNA-modified
surface was patterned using photolithography [110].



of the DNA backbone, it allows a rapid DNA transport, site-selective concentration, and ac-
celerated hybridization reactions to be carried out on active microelectronic arrays. More-
over, capture oligonucleotide-functionalized surfaces can be patterned with a high-energy
UV write (� � 255 nm) using a conventional photolithography masking procedure prior to
the DNA-directed immobilization. DNA molecules exposed to the UV light loose their
ability to hybridize with the complementary DNA and thus are no longer capable of bind-
ing the devices to be immobilized [110].

C. Nucleic Acid–Functionalized Microstructured Surfaces

The foregoing examples give initial impressions of how DNA can be used to functionalize
solid supports with respect to applications, for instance, in the field of microelectronics. In
the following, the use of laterally structured substrates is addressed. In particular, the gen-
eration and applications of microstructured supports functionalized with nucleic acid
molecules will be discussed.

1. DNA Microarrays
Microstructured arrays of capture oligonucleotides are currently of tremendous interest
with respect to bioanalytical applications [111–113]. The fabrication of the arrays can be
achieved by two different approaches (Fig. 19). Up to 10,000 DNA fragments, prepared by
enzymatic or chemical syntheses, can be covalently immobilized on an activated glass sup-
port by means of automated dispensing or plotting devices [114]. Moreover, highly struc-
tured lateral oligonucleotide libraries on glass supports are accessible by initially modify-
ing the surface with photolabile protection groups [115]. Illumination through a
microstructured photomask leads to the deprotection of selected areas, to which the first
phosphoramidite building block is covalently attached. Since the coupled nucleotides also
contain photolabile protection groups, the iterative repetition of the process generates new
patterns, leading to two-dimensionally structured oligonucleotide arrays. As an example,
an array made up of 256 octanucleotides on a surface area of 1.3 � 1.3 cm was synthesized
by 16 reaction cycles in 4 hours [116]. Currently available fabrication routines allow the
production of arrays containing more than 300,000 DNA oligomers of length of up to 25
nucleotides, and the next array generations already envisioned will accommodate several
millions of oligomer probes.

Much effort in microarray technology is devoted to technical improvements of reli-
able and highly sensitive detection methods, for instance, to enable the analysis of even
trace amounts of target nucleic acids, possibly without the necessity of a previous amplifi-
cation step. In microarray analyses, fluorophor labels have practically replaced radiolabels,
commonly used for highly sensitive detection and quantification purposes. Fluorescence
scanners currently available allow the quantitation of sub-attomol amounts of fluorophors
with a dynamic range of more than three decades. However, the use of labels in the detec-
tion of nucleic acid hybridization generally has drawbacks. Homogeneously labeled sam-
ple materials are required, and stringent washing steps are necessary to remove unbound
materials subsequent to hybridization. Instead of this endpoint determination, a real-time
hybridization analysis would be advantegous. Optical [117] or mass-sensitive methods
[118], often based on layers of metallic transducers, are currently beeing investigated for
their suitability as label-free detection principles. Although not yet sufficiently sensitive,
the use of impedance spectroscopy [119] is very attractive, since it would open a way to re-
alize visions of DNA chips with integrated electronics for signal analysis. Matrix-assisted
laser desorption ionization time of flight mass spectrometry (MALDI-TOF MS) is also a



FIG. 19 The making and reading of DNA microarrays. High-density oligonucleotide arrays (d) are
attainable using Affymetrix photolithographic on-chip synthesis (a, b). The deposition of DNA frag-
ments, previously synthesized by chemical or enzymatic methods, using automated plotting or dis-
pensing devices, allows the production of microarrays with a lower density of hybridization spots (c,
e). However, this technique allows the immobilization of long pieces of DNA, for instance, obtained
from clone libraries or by PCR. Following the hybridization of fluorophor-labeled cRNA or cDNA
samples (f, g), the resulting hybridization patterns (h) are analyzed using a fluorescence scanner.
(From Ref. 112 with kind permission.)



powerful method for the “readout” of microarrays [120]. Moreover, further sensitivity en-
hancement in microarray analyses might result from current progress in the area of single-
molecule detection and also from chip-based amplification methods [121].

Despite the impressive technical advances in microarray development, there are still
many basic questions within this new field of research, for instance, concerning the topol-
ogy of DNA-functionalized surfaces or the details of the molecular interactions proceeding
at the interphase. For instance, Southern and coworkers have investigated how the shape,
length, and base composition of the double helices during the process of formation affect
the efficiency of hybridization. They have also studied the effects of surface density and of
oligonucleotide and spacer lengths on the hybridization yields [113]. Recently, DNA
monolayers formed through self-assembly of thiol-modified oligonucleotides on gold sub-
strates have been characterized. For this purpose, conventional hybridization assays using
radiolabeled oligonucleotides as well as XPS (x-ray photoelectron spectroscopy) [122],
neutron reflectivity [123], electrochemical methods such as cyclovoltammetry [124–127],
and AFM [126,128] have been used. These studies reveal insights into the density of sur-
face coverages and the orientation of the DNA fragments attached. For example, the sin-
gle-stranded oligonucleotides within the monolayers are oriented horizontally, suggesting
multiple contacts with the surface [122,123]. In contrast, terminally attached double-heli-
cal fragments are oriented almost perpendicular to the surface [123,126]. Interestingly, sin-
gle-stranded oligomers can also be “put upright” by treating the DNA-functionalized sur-
face with C6-thioalkanoles [122,123].

2. Applications of Microstructured Biofunctionalized Surfaces

The initial motivation for the development of DNA microarrays resulted from efforts dur-
ing early states of the Human Genome Project to develop powerful alternative methodolo-
gies for the sequencing of nucleic acids. For this, “sequencing by hybridization” (SBH) was
considered a promising approach [129]. The SBH technique allows the de-novo determi-
nation of an unknown nucleic acid sequence by means of hybridization analysis using a
comprehensive DNA array containing all possible 65,536 (� 48) octanucleotides. How-
ever, during the experimental exploration, SBH turned out to be associated with severe un-
expected practical problems. Nevertheless, the microarrays were found to be suitable for
immediate applications in the fields of gene expression analysis and the determination of
nucleic acid sequences actually known with respect to mutational screenings. In these ap-
plications, the particular strength of microarray analysis results from the highly redundant
measurement of many parallel hybridization events, thus leading to an extraordinary level
of assay validation. The probe redundancy does not mean the attachment of identical probe
molecules on several sites of the chip, but rather the presence of multiple probes of differ-
ent sequence with specificity for the same nucleic acid target.

The ultimate goal of microarray-based expression analysis is to acquire a compre-
hension of the entire cellular process, in order to exploit and to standardize the multidi-
menisional relations between genotype and phenotype. However, an increasingly impor-
tant parameter, which has not yet been substantially taken into account, is the role of
cellular translation. This means that mRNA expression data need to be correlated with the
assortment of proteins actually present in the cell. One approach is based on the use of mi-
croarrays containing double-stranded DNA probes for the analysis of DNA–protein inter-
action and, thus, the detection and identification of DNA-binding proteins by means of flu-
orescence [130] or mass spectrometry analysis [131]. Moreover, substantial efforts are
currently under way to develop protein, antibody, or even cell arrays, applicable to the cor-



relation of genome and proteome research [132]. As an example, solid-phase-bound pep-
tide arrays fabricated by combinatorial techniques, such as “spot synthesis” [133], are used
for the screening of antibodies or other binding proteins [134]. The immobilization of im-
munoglobulins to glass surfaces has been achieved by photolithographical techniques
[135]; more recently, in a number of publications, robotic deposition of the multiple pro-
teins was used to manufacture protein microarrays [136–140]. One application of the pro-
tein biochips is in proteome research, for instance, to directly and specifically assay G pro-
tein activation by receptors [141]. Another application is for high-throughput gene
expression and antibody screening [137]. The application of microarrays containing multi-
ple spots of specific proteins, in particular antibodies, as miniaturized multianalyte im-
munosensors is also highly attractive [142]. Miniaturization of ligand-binding assays not
only reduces costs by decreasing reagent consumption, but can simultaneously exceed the
sensitivity of macroscopic techniques [143]. Thus, it is not surprising that an increasing
number of research groups are currently exploiting the novel platform of microchip sys-
tems with respect to clinical diagnostics [138–140,144].

The immobilization of proteins on surfaces in a spatially defined way is obstructed
by the general instability of most biomolecules, which often prevents a stepwise, succes-
sive immobilization of multiple delicate proteins. Thus, a single regioselective process un-
der chemically mild conditions for the attachment of multiple compounds is required to cir-
cumvent this problem. The concept of DNA-directed immobilization (DDI) provides an
optimal solution to the process of highly parallel immobilization (Fig. 18) [28,32]. Using
DDI, the process of lateral surface patterning is carried out on the level of nucleic acids. Be-
cause of the exceptionally high chemical and physical stability of DNA, microarrays of dif-
ferent oligonucleotides can be prepared by successive attachment strategies and by spa-
tially separated photolithographic processes (Fig. 19). Moreover, DNA-functionalized
solid supports, once fabricated, can be stored almost indefinitely and can also be recovered
by alkaline or heat treatment subsequent to hybridization. Thus, DNA microarrays can ide-
ally be utilized as an immobilization matrix for the parallel, site-selective immobilization
of many different DNA-tagged proteins and other functional compounds.

As an early demonstration of the feasibility of DNA-directed immobilization, several
immunoglobulins were coupled with an oligonucleotide using the DNA–STV conjugates
2, and a mixture of the DNA-tagged immunoglobulins was allowed to site-selectively hy-
bridize to an array of complementary capture oligonucleotides [28]. The successive self-
sorting during the immobilization was established by means of specific immunosorption of
target molecules. Similar experiments, carried out later with oligonucleotide-tagged en-
zymes, indicated that the DDI not only proceeds with extraordinary site selectivity due to
the unique specificity of Watson–Crick base pairing, but also has additional advantages
[32]. Quantitative measurements indicated that DDI proceeds with a higher immobilization
efficiency than conventional immobilization techniques, such as the binding of the bi-
otinylated proteins to streptavidin-coated surfaces or direct physisorption. These findings
can be attributed to the reversible formation of the rigid, double-stranded DNA spacer be-
tween the surface and the proteins. Moreover, as indicated from surface-plasmon resonance
(SPR) measurements [145], DDI allows a reversible functionalization of sensor surfaces
with reproducible amounts of proteins [32]. Series of more than 150 cycles of hybridiza-
tion/regeneration have been carried out with various DNA-tagged proteins, demonstrating
that the immobilized protein can be completely removed by alkaline denaturation of the
DNA double helix. These results show that DDI should be advantageous not only for re-
covery and reconfiguration of expensive sensor chips, but also for the generation of minia-



turized multiplex sensor elements. In addition, since DDI is not limited in terms of the num-
ber and nature of compounds to be arrayed, its use to fabricate highly functionalized micro-
and nanostructured surface architecture can be anticipated.

The latter conclusion is currently being realized: Mirkin and coworkers have reported
on the DNA-directed immobilization of gold nanoparticles to form supramolecular surface
architecture [146]. Similarly, Möller et al. [147], as well as our group [148], have used spe-
cific nucleic acid hybridization to immobilize gold nanoparticles on solid supports. A re-
cent publication of the Mirkin group clearly indicates that this approach can be utilized for
the highly sensitive scanometric detection of nucleic acids in DNA-microarray analyses.
The scanometric detection is based on the gold-particle-promoted reduction of silver ions
and allows for an about 100-fold increased sensitivity compared to fluorescence detection
[149]. The use of colloidal gold nanoparticles also allows for the signal enhancement in the
DNA hybridization detection using quartz crystal microbalance [150] and surface plasmon
resonance [151]. The latter report suggests that due to about a 1000-fold improvement in
sensitivity, the detection limit of surface plasmon resonance [152] now begins to approach
that of traditional fluorescence-based DNA hybridization detection.

A highly interesting route to the generation of covalent nucleic acid–protein conju-
gates, which has great potential for impact on the fabrication of protein biochips, was re-
ported in 1997 by Nemoto et al. [153] and also the group of Szostak [154]. They demon-
strated a principle that is based on the in vitro translation of mRNA, covalently modified
with a puromycin group at its 3 end. The peptidyl-acceptor antibiotic puromycin cova-
lently couples the mRNA with the polypeptide chain grown at the ribosome particle. This
in situ conjugation of the informative (mRNA) with the functional (polypeptide) moiety
can be applied not only to the selective isolation of mRNAs from large combinational li-
braries using in vitro selection. Moreover, as pursued by the U.S. company Phylos [155],
the puromycin conjugation strategy might provide a powerful method for the production of
protein microarrays.

Besides the lateral functionalization of microstructured solid supports, a nanostruc-
turing of the surfaces can also be achieved using the DNA-directed immobilization ap-
proach. For this, surface-bound nucleic acids of the appropriate length are used to generate
nanostructured complexes from various molecular building blocks, for instance, enzymes
or other functional proteins (Fig. 4). These supramolecules should prove particularly use-
ful as synthetic multienzyme complexes for enzyme process technology. Further prospects
result from the direct integration of functional nucleic acid components into micro- and
nanostructured surface architecture, for instance, by using catalytic DNA enzymes [156],
switchable and allosteric ribozymes [157,158], or nucleic acids capable of specifically
binding to target molecules, termed aptamers [159]. As an example, surface-bound ap-
tamers with specificity for the binding of L-adenosine have been used as highly selective
recognition elements in biosensors [160].

3. Electron Transfer and DNA Computing

The utilization of DNA surpasses the options of fabricating structural, mechanical, optical,
or catalytic elements, discussed earlier. As a simple yet creative example, the use of DNA
to conceal messages was recently reported [161]. In “genomic steganography,” the secret-
message DNA strand contains an encoded message flanked by PCR primer sequences. The
secret-message molecule was hidden in a microspot of nonsense messages, i.e., denatured
human DNA. Microdots containing 100 copies of the secret message had been attached to
full stops in a printed letter and posted through regular mail. Subsequent PCR amplifica-
tion and sequencing led to successful decoding of the message. In addition, applications in



molecular biotechnology are currently under investigation in which nucleic acids are used
to generate devices capable of performing electrical and numerical operations.

The initial observation that a charge transport can occur along the DNA double helix
[162] propagated tremendous research activities [163]. Various groups are engaged to learn
how the transport of charges, electrons or holes, operates over long and short distances
within the DNA. The development of model systems is currently a crucial point to allow
for deeper insights into the electron transfer kinetics. The transfer rates currently deter-
mined are varying from micro- to picoseconds, depending on the model system investi-
gated. The goals that motivate such studies are intriguing. First of all, the electron migra-
tion through the �-stacked DNA base pairs is of fundamental relevance, since this
mechanism might be involved in long-range oxidative damage of GG sequences and thus,
in turn, might also contribute to cellular events, such as DNA repair processes. Further-
more, the DNA-mediated charge transport might also be utilized as a diagnostic tool. Since
the electron transfer capability is strongly dependent on an intact DNA double helix, the
hybridization of complementary single-stranded molecules should be detectable by means
of direct electrochemical measurement [164–167].

Barton and coworkers have shown that proteins can in fact modulate the DNA elec-
tron transfer [168]. Methyltransferases are enzymes that recognize distinct DNA se-
quences, e.g., 5-G*CGC-3, and effect methylation by extruding the target base cytosine
(*C) completely out of the DNA duplex while the remainder of the double helix is left in-
tact. The methyltransferase Hha I-DNA complex is a well-characterized example, reveal-
ing that the structure of the DNA is significantly but locally distorted [169,170]. In a recent
study, Rajski et al. used DNA duplex 20 containing the M.Hha I binding site between two
oxidizable 5-GG-3 sites [168] (Fig. 20). The duplex contains a complementary strand, se-
lectively 5-modified with a Rh3� intercalator that can function as a photooxidant. Upon

FIG. 20 DNA duplex 20 used for studies regarding the protein-modulated DNA electron transfer.
Methyltransferase M.HhaI is capable of binding to the shadowed recognition site between two oxi-
dizable 5-GG-3 sites (outlined letters). The complementary strand of the duplex contains the Rh3�

intercalator, [Rh(phi)2bpy]3�, at its 5 end, which can function as a photooxidant. (Adapted from
Ref. 168.)



irradiation at 365 nm, photooxidation and subsequent cleavage occurs at preferential sites.
As determined by electrophoretic analysis of the cleavage products, a significant decrease
in distal 5-GG-3 damage occurred in an enzyme-dependent fashion. In contrast, the effi-
ciency of photo-oxidative damage at the proximal 5-GG-3 site was unchanged, even at
high M.Hha I concentrations, indicating that long-range oxidative damage to DNA is
highly sensitive to protein-induced DNA distortions [168].

The preceding results give rise to the development of electrochemical sensors for
the study of protein–DNA interactions. A recent work of Corn and colleagues might sup-
plement this elaboration [171]. They presented a procedure for creating DNA arrays on
metal transducer surfaces, using a multistep chemical modification procedure. On gold
surfaces, photolithography is used to generate an array of spots that are first surrounded
by a hydrophobic background that allows mechanical deposition of aqueous DNA solu-
tions. Subsequently, the hydrophobic background is replaced by one that resists the non-
specific adsorption of proteins during in situ SPR imaging. The utility of such surface ar-
rays was demonstrated by surface plasmon resonance imaging of the specific adsorption
of single-stranded binding protein (SSB) to an oligonucleotide array created by this pro-
cedure [171].

The gold surface-bound DNA arrays might also be used in DNA computing. This
field was initiated by Adleman [172], who proposed that nucleic acid hybridization could
be used to solve instances of difficult mathematical problems, known as NP-complete
problems. Corn and coworkers have adapted these ideas to combinatorial mixtures of
DNA molecules attached to surfaces, and they proposed to perform logical manipulations
of large sets of data by the hybridization and enzymatic manipulation of the attached
oligonucleotides [173–176]. For instance, they demonstrated a word design strategy for
DNA computing on surfaces that is based on 16-mer oligonucleotide “DNA words”
attached to chemically modified gold substrates. By linking these words together into
word strands, the longer DNA molecules required to make large combinatorial sets
of oligonucleotides can be created [173]. To solve computational problems, they devel-
oped a set of “operations” to manipulate the surface-bound DNA words [175]: “Mark”
taggs subsets of the DNA words by the hybridization of complementary words; “Un-
mark” untaggs the marked molecules by enzymatic digestion of the DNA double helices.
More complex operations can be performed using DNA ligase enzymatic action [176],
previously applied in the heterogeneous ligation of surface-bound oligonucleotides re-
lated to SBH applications [177]. In the context of DNA computing, the “Surface Word
Append” operation selectively appends additional DNA words onto immobilized word
strands. The “Two-Word Mark and Destroy” operation selectively removes singly
marked two-word DNA strands from the surface in the presence of doubly marked two-
word strands. These ligation-based operations, which may also be used in conjunction
with PCR amplification for multiword “readout” [175], are essential for manipulation of
large combinatorial sets of linked DNA word strands required for DNA computing [176].
The feasibility of DNA computing on surfaces has recently been demonstrated by solv-
ing an NP-complete problem [178]. In a commentary, DNA computing is envisaged as a
step toward the development of organic computing devices implanted within a living
body that can integrate signals from several sources and compute a response in terms of
an molecular delivery device for a drug or signal [179]. In a recent publication, Seeman
and coworkers showed that a one-dimensional algorithmic self-assembly of DNA triple-
crossover molecules [180] can be used to execute a logical operation on a string of bi-
nary bits [181].



V. CONCLUSIONS

This chapter describes the use of DNA as a material in nanosciences. Due to its unique
recognition capabilities, physicochemical stability, mechanical rigidity, and high-precision
processibility, DNA is a highly promising construction material for the fabrication of
nanostructured DNA scaffolds as well as for the selective positioning of conducting pro-
teins, metal and semiconductor nanoclusters, and other molecular devices. Additional ad-
vantages of the material DNA result from its processibility in aqueous solutions, possibili-
ties of convenient biological decomposition, and the reversibility of the Watson–Crick base
pairing with an optional fixation of the structures using selective cross-linking methods
[182]. The prospect of high economic profits in nanotechnology [62] justifies the recently
required financial expenditure accompanied with the use of synthetic oligonucleotides. Al-
though current examples are typically carried out with nano- to femtomole amounts of
DNA, advances in the (bio)synthesis of DNA, for instance, using isothermal “rolling circle
amplification” [183,184], may soon allow for preparative work on a larger scale. In addi-
tion, other rapid developments are currently in progress: synthetic DNA derivatives
[185,186] and specific DNA ligands, such as polyamides [187,188], polysaccharides [189],
and synthetic DNA-binding peptides [190], are being developed.

X-ray crystallography, the ultimate tool in characterization of biological macro-
molecules, is often not applicable due to limited quantities and purity or, worse, due to in-
appropriate crystallization properties of the particular components under investigation.
Thus, the choice and optimization of appropriate analytical methods is of particular impor-
tance for the further development of DNA nanotechnology. Fortunately, the various mi-
croscopy methods, high-resolution electron microscopy [191], and, in particular, scanning
probe microscopy methods, such as AFM, are constantly being improved. The last, for in-
stance, has already been extensively applied in the characterization of biomolecules [192].
Using AFM, nucleic acid components have been studied with respect to their enzymatic
processing [21], mobility on solid supports [193], crystallization at interphases [194], and
mechanical manipulations [195,196]. In addition, the use of AFM has recently proven ad-
vantageous in the characterization of synthetic supramolecular DNA–protein conjugates
[49,53,54] and DNA nanostructures [80–82]. Better resolution of the AFM might be at-
tained by using carbon nanotubes as nanoprobes in scanning force microscopy [197]. Once
attached to the AFM cantilever, nanotubes not only reveal ideal structural and mechanical
properties to serve as a molecular tool for imaging nanostructures, but also can be func-
tionalized by covalent methods [198] or by the adsorption of biomolecular components,
such as oligonucleotides [199] or proteins [200].

The refinement of other analytical methods, such as electrophoresis [34,36], the var-
ious techniques of optical spectroscopy [103–105], and nuclear magnetic resonance [201],
is supplemented by the recent advances in real-time affinity measurements [152,202], con-
tributing to the understanding of biomolecular reactivity. Taken together, the improvement
of analytical methods will eventually allow a comprehensive characterization of the struc-
ture, topology, and properties of the nucleic acid–based supramolecular components under
consideration for distinctive applications in nanobiotechnology.

The nanostructured molecular arrangements from DNA developed by Seeman may
find applications as biological encapsulation and drug-delivery systems, as artificial mul-
tienzymes, or as scaffolds for the self-assembling nanoscale fabrication of technical ele-
ments. Moreover, DNA–protein conjugates may be anticipated as versatile building blocks
in the fabrication of multifunctional supramolecular devices and also as highly functional-



ized, micro- and nanostructured surface architecture. It is safe to predict that these devel-
opments will profit from the current progress of surface nanostructuring, for instance, by
means of the “dip-pen” nanolithography using the AFM tip to write alkanethiols with less
than 30-nanometer linewidth resolution on gold substrates [203,204]. As a particular
strength of using nucleic acid technology for construction purposes, this approach is not
limited to biomolecular components, and thus nucleic acid–based hybrid composites will
allow entirely novel applications in material sciences, enzyme process technology, biomed-
ical analysis, and other fields of supramolecular chemistry and molecular biotechnology.
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I. INTRODUCTION

Studies of DNA-based nanoassemblies are a rapidly growing area of materials science. The
reason behind this rapid growth is mostly a purely practical one: creating new materials that
exploit unique polymeric properties of the polyanion. DNA is a polymer that serves as a
carrier of genetic information in all living organisms. Since the molecular machinery be-
hind transcription, translation, and replication of DNA has been clarified in great detail, the
emphasis has shifted to the exploitation of DNA’s unique properties as an information car-
rier and a polymeric molecule in engineered artificial structures. Several areas of materials
science would benefit from the development of the corresponding DNA-based technology.
For example, DNA strands immobilized on a chip were proposed for design of nanocircuits
[1]. A similar approach was proposed for construction of electronic memory devices [2].
Finally, DNA-based materials play important role in the design of gene delivery vehicles
for gene therapy [3], an application for which the size and the surface properties of a DNA
assembly are of crucial importance.

As we invent new technologies manipulating genetic information, these technologies
require new materials with extended properties. Evolving technologies such as genomics
and gene therapy require the expansion of the repertoire for the familiar DNA molecule.
For example, DNA dendrimers demonstrated increased melting stability at elevated tem-
peratures, which suggests their use in DNA chip technology [4]. Similarly, the preparation
of negatively charged nanosize particles of condensed DNA might find unexpected appli-
cations as nonviral carriers in gene therapy [5]. Morphology and preparation methodology
impose properties on these supramolecular assemblies.

Progress in biology requires corresponding progress in materials science with
respect to older biological molecules. Properties of these molecules or supramolecular
structures based on these molecules should be stretched to meet the demands of new
technologies. One route in this direction involves pursuing new developments in
supramolecular assemblies. Molecular assembly can be defined as the spontaneous asso-
ciation of molecules into thermodynamically or kinetically stable, structurally well-de-
fined aggregates joined by noncovalent bonds. In fact, native double-stranded DNA can
be classified as a supramolecular assembly, since its two strands are connected via hy-
drogen bonding. DNA helices can interact with other molecules via different types of
noncovalent bonds, such as hydrogen and electrostatic. All of these cases will be covered
in this review.



II. STRUCTURE OF DNA IN SOLUTION

The DNA structure involves two polyanionic phosphodiester strands linked together by hy-
drogen bonding of base pairs. The strands can be separated by a denaturation process (melt-
ing). The melting temperature increases with an increase in guanine (G)–cytosine (C) con-
tent, since this base pair possess three hydrogen bonds as compared to just two for the
adenine (A)–thymine (T) pair.

Polymorphism of double helices was studied mainly by x-ray difraction of its hu-
midified crystals (fibers). Several characteristic structures were observed, depending on so-
lution conditions. Native DNA can be found in A, B, and C conformations with 11, 10, and
9.33 nucleotides per turn, respectively [6]. Synthetic sequences can form more exotic struc-
tures, such as left-handed Z-DNA. The A and B types are most common with interphos-
phate distances of 5.9 Å and 7 Å, respectively. Structural differences between these two
types are determined by the conformational isomerization of the deoxyribose ring. The di-
ameter of the double helix for the A type is wider, with a 3.5-Å hollow well situated along
the helix axis. This hollow cylinder does not exist in B DNA, and its helix axis goes through
the base pairs for B DNA. The diameter for B DNA is smaller as compared to the A form
(approximately 2 nm). Interphosphate distance (charge density) along the phosphodiester
chain is approximately 0.7 nm. However, DNA contains two negative charges per
monomer unit (base pair). Transition from B to A form usually takes place with an increase
of solution ionic strength and dehydration. In solution, the B form adopts a slightly relaxed
conformation, yielding 10.3–10.6 nucleotides per turn (as opposed to precisely 10 nu-
cleotides in DNA crystals), with bases located perpendicular to the helix axis. The bases are
tilted slightly toward the axis in the A form. It is believed that the B form is predominant
in vivo. However, this might not be true when DNA is complexed with certain ligands (for
example, cationic lipids and surfactants).

Topologically, DNA in solutions can be linear, closed circular, or supercoiled. The
polymer is semiflexible, which can be described by its persistence length (vaguely defined
as the minimal length of a macromolecule that can be bent half a turn at the expense of a
kT of elastic energy [7]). The persistence length of double stranded DNA is 50–60 nm in
dilute aqueous solutions of low ionic strength [8]. This parameter decreases to approxi-
mately 35 nm in high salt concentrations. For comparison, the persistence length of single-
stranded DNA is only 1.4 nm [9]. Native DNA in solution can demonstrate both random
coil and rigid rodlike conformational properties in aqueous solutions, depending on condi-
tions [10]. Despite this apparent stiffness, DNA can be bent upon electrostatic complexa-
tion with cations. As demonstrated recently, simple monovalent cations located in the mi-
nor groove mainly along AT-enriched sequences may play a significant role in this process.
These places of increased cation density contribute to DNA bending and, eventually, to
DNA condensation by counterions [11].

The length of natural DNA may be extremely large. The size of the largest chromo-
some DNA of Drosofila fruitfly is 6.2 � 107 base pairs, representing a single DNA
molecule about 2 centimeters long [12]. The size of a human genome is 3 � 109 base pairs,
which yields a total DNA length of about 1 meter. However, when solving practical prob-
lems of DNA nanochemistry, building blocks can be significantly smaller. For example,
constructing complexes for nonviral gene delivery, plasmid DNA of 1–20 kilobases is used
as a starting material, which yields 340–7800 nm of fully extended polymer (contour
length). Unusual solution conditions, nucleotide sequences, or chemical modifications
might result in DNA conformations and structures that differ significantly from the usual
A and B forms as well from canonical Watson–Crick base pairing.



III. INTERACTIONS OF DNA MOLECULES

Due to its unique chemical composition and structure, DNA can interact with a plethora of
chemical structures via numerous types of bonds. This property ultimately defines the abil-
ity of DNA fragments to serve as the building blocks in the complex three-dimensional
self-assembled structures. Following we list four major types of polymer/DNA interactions
that can lead to formation of supramolecular structures:

1. Hydrogen bonding between DNA bases and a polymer
2. Polymer binding via minor group binding
3. Interactions with neutral and anionic polymers (osmotic stress)
4. Electrostatic interactions

We will briefly discuss the properties of the structures obtained as a result of
DNA/polymer interactions, with emphasis on electrostatic ones. The reason for this pref-
erence is purely practical, since it has been a major route for the preparation of various
DNA structures involved in gene transfer in vitro and, more recently, in vivo.

A. DNA/Polymer Complexes Based on Hydrogen Bonding

This type of DNA/polymer complex includes DNA alone, since both DNA strands are
linked via hydrogen bonding. Also included are DNA assemblies containing sequence
blocks that do not participate in double-helix formation.

1. Formation of DNA Periodic Arrays Based on Branched Motifs
Held Together by Sticky Ends

Branching of DNA molecules occurs naturally during the process of recombination, for ex-
ample, Holliday junctions [13]. Four-way junctions occurring at double crossover recom-
bination points can serve as starting points for more complex DNA branching structures.
The invention of immobile Holliday junctions [14] with the addition of DNA sticky-end
technology has allowed the synthesis of DNA cubic networks and other three-dimensional
structures of branched DNA [15]. It has been suggested that such types of three-dimen-
sional DNA structures can be used as scaffolds in the design of molecular electronic com-
ponents [16]. This area of DNA nanotechnology was extensively covered in a recent review
by Seeman [17].

2. Triplex and Quadruplex DNA Helices
Interest in the synthesis of poly- and oligonucleotides that can bind double-stranded DNA
has been stimulated by the idea of expression control of specific genes at the transcription
level [19,20]. Among structural types of sequence-specific duplex-bound agents, the most
interesting are linear triplex-forming oligonucleotides that bind in the major groove [18]
and peptide nucleic acids that can locally denature the double helix and form complexes
with only one strand [21]. AT and CG base pairs involved in a regular Watson–Crick pair-
ing can form triplets T/A/T and C�/G/C, with the corresponding nucleotide on the third
strand based on hydrogen bonding (Hoogsteen bonding). Cytosines in the third strand
should be protonated (in C�/G/C complex), so the whole complex is stable at lower pH.
Some nucleotide chemical modifications are required to keep the triplex stable at neutral
pH. The third strand occupies its position in DNA’s major groove, and the original two
strands stay in B form [22]. Nonnucleotide linkers (such as hexakis ethylene glycol) are fre-
quently used to connect the third strand of complementary oligonucleotides to the initial
double helix.



Some very unusual nucleotide bonding has been discovered in so-called triplet repeat
sequences [23]. Two neighboring bases in one strand complex with a single base of the op-
posite strand in a complex, which is called triad DNA. This type of bonding requires three
bases, but unlike triplexes the three bases are within only two DNA strands.

DNA quadruplexes represent the next level in the hierarchy of polynucleotide
nanoassemblies. This area is derived from experiments with guanine-rich sequences, which
are found in telomeres. It has been demonstrated that such sequences can form quadru-
plexes [24]. The core of such structures is a G quartet, a structure with four guanine bases
locked in a four-ring cycle in which each base maintains hydrogen bonding with two adja-
cent bases. Cytosine-rich sequences were also shown to form four-stranded structures that
are structurally different from guanine quadruplexes. In a model oligonucleotide d(TCC-
CCC), two double strands of C�/C intercalate each other (I motif) [25]. Continuous repeats
of guanine quartets were recently shown to bring together two intact DNA duplexes side
by side (forming a “synapsis”) in physiological conditions [26]. In recent developments,
such systems have been refined to allow such “synapsable” duplexes to discriminate be-
tween self- and nonself-duplexes [27].

B. Assemblies Based on the Insertion into Sequences of Some
Building Blocks that Do Not Participate in Double-Helix
Formation

The approach to studying the sequence-specific aggregation of gold nanospheres with
small oligonucleotides is aimed at designing DNA-based materials that can be used as se-
quence-specific sensors. The procedure was developed to attach single-stranded oligonu-
cleotides to the nanosphere surface via mercaptoalkyl linker [28]. The suspension of
nanoparticles can then be specifically aggregated, with formation of a macroprecipitate.
The formation of the precipitate was observed if nucleotides possessed complementary
“sticky” ends. Four bases mismatching in a 12 base-pair overlap was found to be enough
to prevent such aggregation. Later this principle was further developed into a method of
probing of single-stranded oligonucleotides in solution. The addition of complementary
nucleotides precipitated gold particles with immobilized complementary oligonucleotides
and changed the solution color from pink to purple [29].

The spatial position of gold nanocrystals linked to the single-stranded oligonu-
cleotides can be controlled entirely by Watson–Crick base-pairing interactions [30].
Smaller (5 nm) and larger (10 nm) gold nanospheres linked to thiolated complementary
oligonucleotides were allowed to hybridize in different combinations on the complemen-
tary sequences in solution. The synthetic strategies can easily be verified using electron mi-
croscopy. Up to 90% of resulted assemblies were found in the correct combinations.

Streptavidin–single-stranded DNA covalent conjugates were described as the build-
ing blocks for assembling nanostructured scaffolds [31]. The amount and type of biotiny-
lated ligands were used to modulate the affinity of duplex formation between solid-phase-
bound nucleic acid templates and DNA–streptavidin conjugates. This system has been
proposed for the design of “fine-tuned” sequence detection systems.

Shchepinov et al. have recently provided another interesting example of DNA
nanoassemblies based on noncomplementary inserts within oligonucleotide dendrimers [4].
DNA dendrimers with 2, 3, 6, 9, and 27 arms were synthesized, thus achieving DNA non-
linearity. Doubling and trebling inserts based on pentaethyleneglycol phosphoramidites
were used as branching points. These structures demonstrated unusually high melting sta-
bilities and were suggested for use in oligonucleotide array/DNA chip technology.



In another example of DNA-aided design of nanostructures, closed circular plasmid
DNA was used as a template to form a string of cadmium sulfide (CdS) nanocrystals, which
are used in the fabrication of semiconductors [32]. High-resolution electron microscopy
and electron diffraction demonstrated formation of cadmium sulfide nanocrystals nucle-
ated along the DNA backbone. In this case DNA served only as a physical template for the
nucleation of crystallization. Possible applications involve fabrication of quantum wires,
rings, and other semiconductor elements. A further modification of this method entails the
surface of CdS nanoparticles being cationized with thiocholine to ensure electrostatic in-
teraction with DNA [33]. The semiconductor nanocrystals were found to form quasi-one-
dimensional tight packing along the DNA backbone, with an average distance of 3.5 nm
between crystal centers, which corresponds to the length of 10 base pairs.

A somewhat similar approach has been used for the formation of nanosize wires
stretching between gold electrodes [34]. Lambda-DNA was positioned between two elec-
trodes, with immobilized oligonucleotides complementary to lambda-DNA’ sticky ends.
Silver (Ag�) ions were deposited on the stretched DNA “bridges,” followed by reduction
of absorbed ions to metallic silver with hydroquinone. The resulting silver clusters formed
on DNA strands were found to be 100 nm in diameter and were capable of conducting the
electric current.

C. DNA Assemblies Based on Minor Group Binding

Certain compounds can specifically interact with DNA by fitting into its minor groove via
a combination of van der Waals, hydrogen, and electrostatic forces. Such compounds usu-
ally possess antitumor and antimicrobial activity [35]. This is still a realm of small
molecules; however, some initial attempts to include polymeric conjugates into such inter-
actions have been reported. For example, a covalent conjugate between minor groove
binder and 3 terminus of single-stranded oligonucleotide was described [36]. The minor
groove binding motif included three repeating 1,2-dihydro-3H-pyrrolo(2,3-e)indole-7-car-
boxylate units that were linked to octatymidylate, (dT)8. The conjugate upon recombina-
tion with complementary chain yielded a duplex with increased melting stability as com-
pared with nonconjugated duplex, apparently due to the “clamping” of complementary
oligos in the minor groove binding part of the conjugate.

D. Assemblies Based on the DNA Condensation Phenomenon

DNA can undergo coil–globule transition when treated with a variety of agents. In terms of
polymer science, this process can be formalized as an extension of classic Flory–Huggins
theory of polymer precipitation in poor solvents [37]. In terms of biological significance,
this phenomenon offers a unique opportunity to compact the voluminous polymer in order
to fit it into space-limited compartments of cell nuclei and viral particles. Reduction of
DNA volume upon condensation in vivo usually can reach three to six orders of magnitude
[7]. Cationic polypeptides and low-molecular-weight polyamines serve as condensing
reagents in vivo. However, cations are not the only agents that cause DNA collapse. Any
agent capable of modification of DNA segment/segment or segment/solvent interactions
can potentially serve as a condensing agent [38]. Major classes of DNA condensing agents
are: (1) agents that lower solvent dielectric constant, (2) osmotic stress (crowding) agents,
(3) multivalent cations (both low molecular weight and polymeric). Most condensing
agents that lower the dielectric permeability of water are small molecule solvents (for ex-
ample, alcohols). Consequently, this type of condensation is not the subject of the present



review. Alternatively, many agents of the second and the third cases are polymers, and the
products of their interactions with DNA form structured nanoassemblies.

E. Structures Based on DNA Condensation Under Osmotic
Stress

This type of DNA condensation can be classified only formally as a product of DNA/poly-
mer interactions, since no binding between these two components has been observed. Poly-
mers that cause DNA condensation serve in this case as phase separation agents and con-
centrate DNA in the aqueous phase in high concentration. The presence of a certain amount
of salt is required to overcome phosphate repulsion.

Interaction of DNA with neutral or negatively charged polymers in aqueous solutions
results in phase separation and the formation of condensed DNA phases. Structures based
on these interactions might be interesting from the point of view of DNA nanoassemblies.
Since osmotic stress is experimentally caused by adding a neutral polymer to a DNA solu-
tion, the resulting structures can be formally classified as products of the DNA/polymer in-
teraction. A typical example of such interactions is DNA precipitation from salt-containing
solutions upon addition of polyethyleneglycol (PEG). This process historically was termed
psi-condensation (from polymer and salt) [39]. In this case neutral polymers exert osmotic
stress on DNA helices, effectively “squeezing” them into a separate and highly ordered
phase. X-ray scattering of condensed DNA fibers showed a long-range positional order of
helices at higher osmotic pressures (hexagonal columnar liquid crystals) that gradually dis-
appears when the osmotic pressure drops [10]. It is interesting that at high osmotic pres-
sures (above 160 atm), DNA is forced to adopt an A conformation. The A–B transition was
observed when the pressure is decreased [40]. The use of negatively charged polymers as
crowding agents also has been reported [for example, with poly(glutamic acid)] [7].

F. DNA Assemblies Based on Counterion Condensation

Neutralization of DNA phosphates with certain cations leads to polymer collapse and
consequent condensation (coil–globule transition in terms of polymer physicochemistry).
It has been shown that in aqueous media any cation with a valence greater than 3� (for
example, such low-molecular-weight molecules as spermidine and spermine) can cause
condensation [38]. In water/alcohol mixtures, due to decreased dielectric constant,
cations with charge as low as 2� can effectively condense DNA [41]. Electrostatic con-
densation is responsible for DNA condensation in vivo via its complexation with posi-
tively charged proteins and polyamines. This type of condensation is responsible for
DNA packing inside cell nuclei and virions and yields remarkable polymer density. For
example, DNA density in the head of T7 bacteriophage is increased by a factor of 104 as
compared with free polyanion in solution, which results in a DNA concentration of 450
mg/mL for encapsulated polymer (Fig. 1) [42]. Upon condensation, DNA adopts a set of
characteristic morphologies, some of which can be observed in nature [43]. More impor-
tant for materials science, such structures can be reproducibly formed in dilute DNA so-
lutions in vitro.

1. Mechanisms of Counterion Condensation
It has been proposed that a combination of various molecular forces is responsible for the
phenomenon of condensation [38]. Probably, electrostatic forces play the most important
role in the screening of phosphate repulsion by counterions, thus helping in the collapse of



the helices. During titration of T7 bacteriophage DNA with spermidine it was found that
condensation occurs when 90% of the phosphate charges were neutralized by the counte-
rion [41]. This value ideally coincides with the theoretical prediction derived from Man-
ning’s theory of counterion interactions [44]. Later this value was directly measured using
electrophoresis of DNA plasmids in the presence of various cations [45]. It is important to
stress that DNA collapse is a consequence of charge neutralization and not of counterion
binding to DNA. Another important factor to keep in mind is that the DNA/cation complex
completely condenses at the �/� charge ratio of 0.9, and there is excess of net negative
charge in such complexes. This charge excess, as will be demonstrated later, can be utilized
for the self-assembly of multilayered polyion structures based on DNA.

Multivalent cations not only screen negatively charged phosphates but also induce
short-range attraction between DNA strands via correlated fluctuations of the ion atmo-
sphere, thus collapsing the whole polymer [46–47]. The concept of ionic cross-bridging of
multivalent cations between neighboring phosphates as the cause of DNA condensation
represents an approach that is very close to the theory of correlated fluctuations [48–50].
Another widely accepted point of view in this area is that mostly long-range hydration
forces are responsible for DNA collapse [51]. It has been noted that DNA condensation can
be explained by a combination of the preceding mechanisms [38].

An attempt to quantify DNA condensation has been undertaken by Manning [44].
The theory formally describes the interactions of a polyelectrolyte with counterions in so-
lution as approximation of point charges beaded on a semiflexible string. This approach en-
abled the calculation of the counterion concentration necessary to cause the coil/globule
transition. In general, such a transition was found to be dependent on the counterion va-
lence, the dielectric susceptibility of the medium, and the polyelectrolyte linear charge den-
sity in the absence of counterions. Spontaneous collapse of the polyion chain occurs upon
reaching a certain threshold charge density upon titration with counterions. However, when
applied to DNA, the theory predicts that monovalent cations (such as Na�) can reduce
DNA linear charge density in water by 76%, divalent cations by 88%, and trivalent (e.g.,
spermidine, see earlier) by 90%. Interestingly, divalent cations condense DNA in

FIG. 1 Monolayer of T7 phage heads. Cryoelectron micrograph of tailless mutant of T7 bacterio-
phage. Bar: 50 nm. (From Ref. 42. Copyright © 1997 Cell Press.)



water/methanol (50%/50%) mixtures, where they neutralize up to 91% of the phosphate
charge [41]. A refinement of the existing theory was recently published by Manning and
Ray [52].

2. A New Method for Assessing DNA Condensation
There was a need to develope a fast, simple, and reliable method to monitor DNA conden-
sation. Previously used methods for detection of DNA condensation, which included elec-
tron microscopy [53], static and dynamic light scattering [41], circular dichroism [54], flu-
orescent microscopy [55], and intercalation of fluorescent probes [56–57] were laborious
and qualitatively imprecise. The method of measuring the changes in ethidium bromide flu-
orescence upon interaction with condensing agents has been especially popular. However,
its quantitative results are known to be dependent on the type of condensing agent [58].
Moreover, the degree of fluorescence of the ethidium bromide/DNA complex is strongly
dependent on the structures of condensing cations, thus impeding the titration of the DNA
with multivalent cations.

We have developed a quantitative method for assessing condensation based on the
concentration-dependent self-quenching of fluorescent moieties covalently attached to
DNA [59]. For this purpose, the plasmid DNA was labeled with fluorescein and rhodamine
LabelIT reagents developed by Mirus Corporation, which allow direct covalent binding of
fluorophores to the DNA backbone. As discussed earlier, DNA upon condensation under-
goes a coil–globule transition accompanied by a dramatic decrease in DNA dimensions that
leads to a significant increase in the concentration of fluorescent groups attached to the
DNA. Such crowding of fluorophores is known to lead to a substantial decrease in fluores-
cent intensity (quenching). Extremely precise determinations of 100% DNA condensation
point were performed using fluorescein- and rhodamine-labeled DNA and a variety of mul-
tivalent cations [59]. This technique also allowed us some deeper insights into the mecha-
nism of DNA condensation caused by different cationic agents. Using mixtures of labeled
and unlabeled DNA molecules, it was possible to determine the relative number of DNA
molecules that are intimately condensed together in one particle. It was found that the ex-
tent of quenching for spermine-induced condensation was related to the percentage of la-
beled DNA, whereas the quenching for polylysine-induced quenching was not affected by
the percentage of labeled DNA. This finding suggests that several DNA molecules are con-
densed together by spermine, while only one or two DNA molecules are condensed to-
gether by polylysine.

3. Structure of Cation-Condensed DNA

When dilute aqueous solutions of DNA and counterion are mixed together, DNA forms
particles with remarkable toroid and/or rod morphology. This most interesting aspect of the
DNA condensation phenomenon relates to nanotechnology, since the dimensions of such
structures are generally below the 100-nm range. DNA toroids were first observed upon
condensation with poly-L-lysine (PLL) [60] and spermidine [61]. Spermidine-condensed
DNA formed perfect toroid particles with an 80-nm diameter. It was noted by many re-
searchers that treating DNA with different condensing agents results in the formation of
particles of nearly the same morphology and dimensions. The same structures were found
upon gentle rupture of T7 bacteriophage heads [42], implying that the same mechanism of
DNA condensation exists in biological systems. Rods also can be found among morpholo-
gies of counterion-condensed DNA with dimensions similar to toroids. Bloomfield
believes that the deviation from toroidal morphology rests in the nonpolarity of the solvent



or condensing agent [62]. However, recent the demonstration of toroidal particles formed
in nonpolar solvents may argue against this hypothesis [63]. Other authors claim that the
difference in DNA length is responsible for the prevalence of either toroids or rods.
Marquet et al. have found that spermine-condensed linear DNA longer than 630 base pairs
(bp) condensed mainly into toroid particles, whereas shorter DNA preferentially formed
rods. A minimum DNA length of 630 bp was found to be sufficient to nucleate the growth
of toroidal particles [64]. Similar conclusions were made from the study of (Co
(NH3))�3–condensed DNA [65]. Recent new work detailing mechanisms of toroid forma-
tion sheds additional light on the formation of toroids and rods. Attempts to “freeze” struc-
tures intermediate between toroids and rods were undertaken in recent work on the struc-
ture of condensed DNA using atomic force microscopy [66]. The authors claim that rod
morphology is primary and toroids are formed by the opening up of the rods. Others, how-
ever, claim that toroids are formed by blunt-end circularization of rods [67,68]. This claim
is substantiated by the fact that rod length and toroid circumference are usually close. Com-
puter-aided simulation of the folding of stiff polymers demonstrated that toroid configura-
tion is the most stable one [68]. Rods and toroid–rod intermediate structures were also
found among metastable states in this work.

It has been found experimentally that not only DNA but any other polyelectrolyte
collapses into compact structures upon charge neutralization. However, the stiffness of
polymer chain in solution seems to dictate the morphology of the resulting particles.
Spheroids were found to be the major type of structure upon charge neutralization of the
polyelectrolytes other than DNA. Electron microscopic images of nanosize spheroids with
an average diameter of 20 nm were reported [69] as a result of neutralization of polyanion
poly(styrenesulfate) with polycation poly(diallyldimethylammonium chloride). Unlike
DNA toroids, these particles exhibited a large degree of size heterogeneity.

Similar to the situation with DNA structures formed under osmotic stress, DNA
strands in cation-condensed bundles were found to be hexagonally packed and to possess
liquid crystalline order. For example, spermine and spermidine-condensed samples were
found to contain a cholesteric phase [70]. Surprisingly, DNA condensed with (Co(NH3)6)�3

failed to exhibit a liquid crystalline ordering [47].

4. Nanoparticles Containing Condensed DNA: Morphology and
Formation

Toroids and rods are the most frequently observed shapes in specimens of condensed DNA.
The observations were performed using electron microscopy [53,71] and, more recently,
atomic force microscopy [72]. On most images, toroidal structures with a diameter of
40–60 nm are clearly visible. The diameter and the length of the rods usually coincide with
the thickness and the circumference of the toroids [68]. It was shown that DNA is circum-
ferentially wrapped in torus particles [62,73]. One particle can contain up to 60 kbp of DNA
[74]. If DNA used for particle preparation is short enough, the single toroid may contain
multiple DNA molecules. The kinetics of DNA condensation by spermine and spermidine
was studied in detail using stopped-flow light-scattering methods [75]. It has been shown
that upon mixing, at least two phases of DNA condensation are exhibited: the fast stage
takes place in the millisecond range, which can be attributed to intramolecular condensa-
tion, and the slow stage (tens of seconds) is recognized as intermolecular DNA association.
Apparently these processes are concentration dependent. It was concluded that pure
monomolecular condensation with low-molecular-weight polyamine can be registered only
at DNA concentrations less than 0.2 �g/mL [76].



Morphologies other than toroids and rods (mostly fibrous structures) can be observed
using electron microscopy in alcohol/water mixtures. Under these conditions, DNA fre-
quently loses its B-form conformation (secondary structure) and adopts the A form [77].
The formation of toroidal particles was demonstrated directly using very large DNA
molecules fluorescently labeled with intercalating dyes. Melnikov et al. used T4 bacterio-
phage DNA labeled with 4,6-diamidino-2-phenylindole intercalator dye with a contour
length of several tens of microns. This enabled the visualization of the coil–globule transi-
tion upon the addition of cations by fluorescent microscopy [55]. Brewer et al. used
lambda-phage DNA attached to a 1-�m latex bead held steady by an optical trap in the
stream of a solution containing different polycations. When complexed with hexa-arginine,
an oligocation, the whole complex decondensed in a reasonable time by merely immersing
the bead into the solution without the cation [78].

Though in general DNA/cationic lipid particles have a tendency to form structures
significantly different from the usual DNA/cation complex (see later), under some condi-
tions condensed DNA particles of toroidal morphology can also be found upon interaction
with cationic lipids. Such particles, with a diameter of approximately 70 nm, were found
recently by Xu et al. These particles were prepared with cationic lipid DOTAP at a high
lipid/DNA ratio and separated from excess lipid by ultracentrifugation in sucrose gradient
[79]. DNA inside these particles was completely condensed, as judged from ethidium bro-
mide exclusion and nuclease protection studies.

The structures of PLL/DNA complexes were studied in detail in [80] using atomic
force microscopy (AFM). The structural difference between particles obtained with an ex-
cess and a deficiency of polycation was clearly demonstrated. Completely condensed
spheroids with a diameter of less than 100 nm were obtained upon condensation of DNA
with PLL (molecular weight 10 kDa) at a lysine/nucleotide ratio of 2 (Fig. 2c). When PLL
was added to DNA at a lysine/nucleotide ratio of 0.5, the particles demonstrated typical
“daisy-shaped” structures (Fig. 2b), with condensed core and uncondensed DNA strands
forming stabilizing corona. The existence of such structures was also confirmed in Ref. 72.
It is interesting to note that condensed structures appeared in AFM images as spheroids and
not as toroids, with some residues of uncondensed DNA (Fig. 2c, arrows). The presence of
uncondensed material may be explained by interactions with negatively charged mica (used
in AFM studies as a substrate), which can cause partial decondensation. In this work toroids
were seen only when a conjugate of PLL with protein asialo-orosomucoid (designed for tar-
geted gene delivery) was used for DNA condensation (Fig. 2d). Possibly, additional inter-
actions of protein component of the polycation with mica substrate help to stabilize toroidal
structures.

As has been reiterated in many studies, the morphology of condensed DNA structures
is dependent only slightly, if at all, on the type of multivalent cation used for condensation.
This includes the situation with several natural cationic proteins. For example, histones
from different species and protamine were used to condense a number of different DNA
molecules (linear, supercoiled plasmid, closed circular relaxed, size range 500–5243 bp)
[81]. Results indicated that, regardless of polycation or DNA type, all complexes exhibited
toroid and rod morphology of similar dimensions. The only parameter to have a major in-
fluence on the size of resulting structures was ionic strength: the thickness of the average
rods and toroids was observed to increase from 16.5 nm to 29 nm when ionic strength was
increased from 1.5 mM to 100 mM NaCl. The authors concluded that the morphology and
dimensions of condensed DNA particles is determined mainly by the balance of electro-
static and van der Waals forces, with a minimal contribution of specific interactions.



Interestingly, the morphology of DNA/cation particles was found not to be depen-
dent on the charge density of DNA. Benbasat [82] studied the condensation of bacterio-
phage phi W14 DNA, which contains the positively charged base 	-putrescinylthymine in
its sequence and hence possesses decreased charge density. Average interphosphate spac-
ing were increased to 2.2 Å, as compared with 1.7 Å for regular B DNA. The modified
DNA required significantly higher spermidine concentrations to achieve complete conden-
sation, in agreement with predictions from Manning’s theory [44]. However, toroid di-
mensions differed only slightly from the ones prepared with regular B DNA. The chirality
of the condensing agent also seems to be important. Reich et al. [83] reported that poly(L-
lysine) binds and condenses DNA preferably as compared with poly(D-lysine) and poly(L-
ornithine), a PLL homolog.

5. Stability of DNA-Based Nanoassemblies
The stability of the complexes based on DNA condensation is a legitimate issue for
nanoassemblies based on DNA. Under in vivo conditions, DNA as a constituent of a gene

FIG. 2 Atomic force microscopy of plasmid DNA at different stages of condensation with polyca-
tions. (a) Circular plasmid DNA; (b) DNA condensed with poly-L-lysine (PLL, mol. wt. 4 kDa) at a
DNA phosphate/lysine ratio of 2:1; (c) DNA condensed with PLL (mol. wt. 10 kDa) at a phos-
phate/lysine ratio of 1:2; (d) toroid of DNA condensed with PLL-asialo-orosomucoid conjugate at a
phosphate/lysine ratio of 1:6. [(a) and (d) from Ref. 80, copyright © 1998 Oxford University Press;
(b) and (c) reprinted with permission from Ref. 66, copyright © 1999 American Chemical Society.]



delivery vector would encounter a number of conditions adverse to its structural stability,
such as an extreme pH or the presence of nucleases. Under natural conditions, it has been
demonstrated that complexation with polyamines stabilizes DNA against a variety of de-
naturing conditions, including temperature denaturation [84], shear stress [85], and nucle-
ase degradation [86]. Evidently, specific mechanisms may play a role in each of these sta-
bilization mechanisms. Generally, however, entropic changes derived from the release of
small ions upon polyamine/DNA interaction are responsible for stabilization of the whole
complex [87].

Since DNA assemblies based on condensation form mostly nanosize particles
(lyophilic colloids), it is colloid stability that is important for maintaining their integrity in
an aqueous environment. Researchers usually did not discriminate between DNA conden-
sation and DNA precipitation. It was a common point of view that all condensed DNA
species precipitate from aqueous solutions at reasonable DNA concentrations [38]. Ultra-
sensitive static light-scattering methods were able to detect monomolecular DNA conden-
sation at concentrations less than 0.2 �g/mL. However, at DNA concentrations greater than
0.5 �g/mL, this stage was indistinguishable from total aggregation [76].

Two major types of stabilization mechanisms are described for submicron particles:
(1) charge stabilization, where surface charge forms a repulsive screen that prevents the
particles from flocculation, and (2) steric stabilization, where a surface repulsive screen is
formed by solvent-compatible flexible polymeric chains attached to the particle’s surface.

For charged systems the solution stability of dispersed colloid suspensions is de-
scribed by Derjaguin–Landau–Verwey–Overbeek (DLVO) theory [88]. This theory quan-
titatively characterizes the balance between repulsive electrostatic and attractive van der
Waals forces in maintaining colloid particles in the dispersed state. As predicted by DLVO
theory, low-molecular-weight salt decreases the stability of charged colloids, which floc-
culate upon the addition of the aforementioned threshold concentrations of salt (critical co-
agulation concentration). Simple mixing of DNA and cation aqueous solutions leads to
DNA condensation and particle formation. However, the stability of such particles is
strictly dependent on the input charge ratio, the solution conditions, and the properties of
polycation (its charge density in particular). The behavior of DNA/cation aqueous mixtures
can be described by the phase diagrams similar to the ones demonstrated by Lasic for
DNA/cationic lipid mixtures [7]. DNA/cation complexes usually flocculate (precipitate) in
the area of electroneutrality (�/� ratio � 1). However, the extent of such flocculation is
dependent on the DNA and salt concentrations in the system. When the DNA is present in
excess (�/� ratio � 1), DNA is partially condensed and the particles are usually stable.
The same is true in some specific conditions when cation is in excess (�/� ratio � 1).
However, the flocculation area (range of charge ratios) around electroneutrality strictly de-
pends on the nature of the cation and on solution conditions. For example, it requires 1 mM
spermidine to completely precipitate DNA at 1 mg/mL (in 25 mM NaCl solution), but 100
mM spermidine takes it back into solution [47]. In the case of polycations, the flocculation
range can be substantially more narrow, especially at lower DNA and salt concentrations
[89]. Surface-charge reversal and consequent peptization is a likely mechanism for the res-
olubilization of flocculated condensed DNA material. However, there is no consensus
among authors on this point. Pelta et al., for example, believe that cation-driven resolubi-
lization is due to the screening of short-range electrostatic attraction [47].

The charge on the surface of colloid particles is an important parameter, and
DNA/cation self-assembled complexes are no exception. It can be measured experimen-
tally as the /-potential or electrokinetic potential (the potential at the surface of shear be-



tween charged surface and electrolyte solution). The zeta-potential is considered to be an
experimental approximation of Stern layer potential, especially for lyophobic colloids and
at low and moderate ionic strengths [88]. Upon titration of DNA with an increasing amount
of polycation and consequent DNA condensation, the /-potential of the particles formed re-
verses its charge from negative to positive [90] reflecting the fact that a certain excess of
polycation is present on the surface of condensed DNA particles. This excess and, hence,
the numerical value of the /-potential is of prime importance for the colloid stability of the
DNA complexes.

6. Stoichiometry of Polyelectrolyte Complexes

Stoichiometry of polyelectrolyte complexes has been studied in great detail for a number
of years, employing different systems of synthetic polyelectrolytes. In the vast majority of
polyacid/polybase pairs, a 1:1 charge ratio was found in complex formation. However, sig-
nificant deviations from 1:1 stoichiometry have been detected under several circumstances:
(1) extreme differences in component charge density; (2) inaccessibility of countercharges
to interact, due to chain branching; (3) pH sensitivity of either polyion [91]. Polymer
chemists studying polyelectrolyte complexes usually believe that 1:1 stoichiometric com-
plexes are insoluble, admitting thought that at low concentrations macroscopic phase sep-
aration might not occur and stable quasi-soluble colloidal particles can be formed [69].

We have studied stoichiometry of complex formation between DNA and PLL and
found that the complexes formed in low-salt-buffer solutions are of a 1:1 charge ratio [92].
The same 1:1 stoichiometry was found experimentally for DNA complexed with other
synthetic polycations of different nature in low-salt aqueous solutions [such as poly
(diallyldimethylammonium chloride), poly(dimethylimino)ethylene(dimethylimino)ethy-
lene-1,4-dimethylphenylmethyl ene dichloride, and poly(4-vinyl-N-methylpyridinium bro-
mide)] [93].

Nonhomogenous distribution of charge inside fully condensed DNA/polycation par-
ticles has been discussed earlier, in Section III.F.1. Since it takes only 0.9 equivalents of
positive charges to condense DNA in aqueous environment, there should be an excess of
positive charge on the surface of completely condensed DNA/polycation particles. This
fact opens the opportunity to form multilayered structures based on alternations of poly-
electrolytes of opposite charge. Details of this approach of DNA/polyion self-assembly are
discussed in Section III.F.9.

7. Methods of DNA Particle Assembly

It has been acknowledged in the literature that the composition of DNA/polycation self-as-
sembled complexes does not coincide with the composition of the initial mixture [89].
Specifically, when polycation is present in excess, DNA usually binds polycation in a 1:1
charge ratio, leaving the rest of the polycation free in solution. As we have shown, this 1:1
DNA/PLL (Mw � 34 kDa) complex can be isolated from the initial input mixture by ul-
tracentrifugation in a density gradient [92]. Interestingly, using the fluorescence quenching
method, the excess of polycation has been shown to be in dynamic equilibrium with the
polycation in complex with DNA [92]. This dynamic equilibrium is required for maintain-
ing the complexes in a dispersed state: The separation from an excess of the polycation led
to flocculation of the 1:1 DNA/PLL complex. Apparently, the whole process is dependent
on PLL molecular weight and low-molecular-weight salt concentration. Generally, PLL of
higher molecular weight can keep condensed DNA in solution at higher salt concentrations.
It is necessary to note that there is some inconsistency in understanding the term insoluble



polyelecrolyte complex. Most polymer chemists consider stable colloid 1:1 (stoichiometri-
cal) complexes insoluble and distinguish them from truly soluble nonstoichiometric “solu-
ble symplexes,” which can maintain their solubility at high polymer concentrations (see,
for example, Ref. 92). Here we would consider stoichiometric DNA complexes soluble as
long as they are not macroscopically flocculated.

As has been mentioned earlier, DNA/polycation particles formed with an excess of
polycation are positively charged and possess positive electrokinetic (/) potential. How-
ever, low-molecular-weight polycations (for example, spermine) upon complexation with
DNa fail to stabilize condensed DNA globules, thus causing its precipitation [89]. As
judged from /-potential measurements, these short cations fail to render DNA particles pos-
itively charged [90]. These experiments, however, were carried out in a concentration range
below DNA resolubilization described in Ref. 47 and hence in DNA precipitation condi-
tions (�/� charge ratio � 70). Our measurements of the /-potential of DNA/spermine
complexes in resolubilization conditions (�/� charge ratio � 2500) demonstrated slightly
positive (�8 mV) value. Upon addition of cations, the surface charge approached zero,
causing flocculation. Thus, the addition of relatively long cationic molecules or small
molecules in conditions of great charge excess can make condensed DNA particles posi-
tively charged, thus stabilizing them in low-salt aqueous solutions. Tang and Szoka have
found that pentalysine (charge �5) can achieve positive /-potentials of DNA/cation com-
plexes at reasonable �/� charge ratio (around 50) [90]. Increasing the molecular weight of
PLL can decrease the polycation concentration required for positive surface charge neces-
sary for the particle stabilization. Surface positive charge necessary to stabilize DNA/poly-
cation particles of fully condensed DNA can conceivably be generated by constant ex-
change of free and DNA-complexed polycations and looping of polycations on the surface.
The presence of increased salt concentrations apparently increases the probability of dis-
sociation of significant segments of polycations from condensed DNA particles, generation
of uncompensated negative charges, and cross-bridging of polycations to neighboring par-
ticles, resulting in complete flocculation. Thus, the addition of an excess of polycation to
DNA aqueous solution in the absence of flocculating salt concentrations leads to the for-
mation of a colloidally stable suspension of condensed DNA particles.

8. Condensed DNA Particle Assembly Using Template
Polymerization of Counterions

As mentioned earlier, low-molecular-weight cations with a valence under �3 fail to con-
dense DNA in aqueous solutions under normal conditions. Among “special” conditions it
is worth mentioning that divalent cations can condense DNA in water/alcohol mixtures
where the dielectric constant is lower [94]. Supercoiled (but not relaxed or linearized) plas-
mid DNA can be condensed by Mn�2 cation in water [95]. However, in normal solvent con-
ditions, cationic molecules with a charge under �3 can be polymerized in the presence of
DNA and the resulting polymers can cause DNA condensation into compact structures.
Such approach is known in synthetic polymer chemistry as a template polymerization [96].
During this process, monomers (which are initially weakly associated with the template)
are positioned along template’s backbone, thus promoting their polymerization. Weak ele-
crostatic association of the nascent polymer and the template becomes stronger with the
polymer’s chain growth. Trubetskoy et al. used two types of polymerization reactions to
achieve DNA condensation: step polymerization and chain polymerization [97] (Fig. 3).
Bis(2-aminoethyl)-1,3-propanediamine (AEPD), a tetramine with approximately 2.5 posi-
tive charges per molecule at pH 8, was polymerized in the presence of plasmid DNA using



disulfide-cleavable amino-reactive cross-linkers dithiobis(succinimidyl propionate) and
dimethyl-3,3-dithiobispropionimidate. Both reactions yielded DNA/polymer complexes
with significant retardation in agarose electrophoresis gels, demonstrating significant bind-
ing and DNA condensation. Treatment of the polymerized complexes with 100 mM dithio-
threitol (DTT) resulted in the pDNA returning to its normal supercoiled position following
electrophoresis, thus proving cleavage of the backbone of the condensing polymer.

The template-dependent polymerization process was also tested using a 14-mer
peptide encoding the nuclear localizing signal (NLS) of SV40 T antigen (CGYGP-
KKKRKVGGC) as a cationic “macromonomer.” Cysteine residues on the termini were
cross-linked with the sulfhydryl-reactive homobifunctional cross-linker 1,4-di(3,2-
pyridyldithio-(propionamido)butane) (DPDPB). Analysis of this reaction mixture using
protein gel electrophoresis in nonreducing conditions revealed a ladder of bands starting
from peptide dimers and ranging up to multimers of 10–20 peptides in length. Substantially

FIG. 3 Condensed DNA particle assembly using template polymerization of cations. (a) Principle
of DNA condensation by counterion polymerization on DNA template; (b) chemistry of polycation
formation; (c) e  microscopy of condensed DNA particles, bar � 100 nm. [(c) was reprinted from Ref.
97, copyright © 1998 Oxford University Press.]
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longer polymers were obtained using chain polymerization of cationic acrylates in the pres-
ence of DNA.

Our experiments indicated that template DNA remained intact and functionally ac-
tive after template polymerization. The luciferase-encoded plasmid pCI Luc recovered 
from the reduced complexes after dialysis was able to express luciferase at levels compa-
rable to pCILuc that had not undergone template polymerization but was also reduced and
dialyzed.

DNA condensation was monitored using dimeric cyanine dye (TOTO), which is able
to fluoresce only upon intercalation between stacked nucleotide bases. Upon DNA con-
densation the dye usually dissociates from DNA and is no longer fluorescent. When the
AEPD was polymerized with DTBP in the presence of DNA, complete inhibition of TOTO
intercalation was achieved when using molar ratios of AEPD to DNA base of greater than
20:1. When the DNA was added one hour after mixing of AEPD and DTBP, TOTO pro-
tection was substantially reduced, providing additional evidence for the template depen-
dence of polymerization.

Usually the decrease in TOTO signal during template step polymerization was ac-
companied by increases in scattered-light intensity, indicating DNA particle flocculation.
As expected, rates of DNA condensation and particle flocculation were found to be depen-
dent on the DNA concentration and DNA/monomer ratio. The addition of 20 mM glycine
(a monofunctional amine) at early times arrested polymerization and substantially attenu-
ated the decrease in TOTO signal and turbidity. Formation of small individual particles of
condensed DNA was detected using dynamic light scattering during the course of template
polymerization prior to the formation of large aggregates. It was concluded that cationic
chain growth on template DNA results in condensed DNA particle formation that can be
modeled as occurring in three phases.

During the initial phase of polymerization, less than 90% of the DNA’s negative
charge was neutralized. Short segments of growing polycations forms particles with a cen-
tralized globular core and a halo of uncondensed DNA strands (“daisy”-shaped particles
[72]). In the second phase, the DNA was almost completely condensed and the /-potential
was lower than -10 mV. Electron microscopy indicated that the particles formed during this
phase were regular toroids and rods, which are similar to the condensed DNA particles ob-
tained by the addition of a charge excess of preformed polycations to DNA. Dynamic light
scattering analysis indicated that the majority of the particles were relatively small (less than
150 nm) and nonaggregated. In the third phase, particle sizing indicated that the particles
started to form aggregates. The /-potential of the particles remained near neutral, which ex-
plains the aggregation according to colloid stabilization theory. A positive /-potential from
an excess of cations would have charge-stabilized the particles and prevented the aggrega-
tion, as occurs when a charge excess of polycation is mixed in low-salt aqueous solutions
with DNA. However, template-assisted chain growth is limited by the availability of the free
template. Thus when, at later stages of the template process, all of the DNA is covered with
cationic polymer and condensed, extensive aggregation of DNA particles occurs as stabi-
lizing excess of free DNA is consumed by growing chains of polymeric counterion.

Interestingly, this behavior of the reaction mixture can be prevented by employing
another principle of particle stabilization: steric protection. Inclusion of pegylated
comonomer (PEG-AEPD) into the reaction mixture did enable the formation of nonaggre-
gating DNA particles. It also caused the particles to form “worm”-like structures (as judged
by transmission electron microscopy) that have previously been observed with DNA com-
plexes formed from block copolymers of PLL and PEG [98].



Blessing et al. used a bisthiol derivative of spermine and the reaction of thiol–disul-
fide exchange to promote chain growth. The presence of DNA accelerated the polymeriza-
tion reaction, as measured by the rate of disappearance of free thiols in the reaction mixture
[99]. Template polymer serving as a catalyst for polymerization is known to be one of the
characteristic features of classical template polymerization reaction [100]. Polymorphic
toroids with a diameter of 50 nm occasionally flattened out into 100-nm rods were detected
by electron microscopy as primary morphological motifs in this case. However, these par-
ticles were also found to aggregate in physiological salt solution. In a more recent publica-
tion a similar method has been used for template-assisted dimerization of cationic deter-
gents [101]. In this particular case, a DNA-dependent template process converted
thiol-containing detergent possessing a high critical micelle concentration into a dimeric
lipid-like molecule with apparently low water solubility.

9. “Caging” of Polycation-Condensed DNA Particles
Stability is the issue of prime concern for DNA nanoassemblies based on DNA condensa-
tion phenomena designed for practical applications. Unfortunately, the stability of such
systems in aqueous solutions is generally low, because they can easily engage in polyion
exchange reactions [102]. The process of exchange consists of two stages: (1) rapid for-
mation of a triple complex, (2) slow substitution of one same-charge polyion with another.
At equilibrium conditions, the whole process eventually results in the formation of a new
binary complex and an excess of a third polyion. The presence of a low-molecular-weight
salt can greatly accelerate such exchange reactions, which often result in the complete dis-
assembly of condensed DNA particles [103]. Hence, it is desirable to obtain more col-
loidally stable structures, where DNA would stay in its condensed form in complex with
corresponding polycation independent of environmental conditions. Here we describe
some approaches aimed to stabilize condensed DNA structures in terms of colloid chem-
istry [92].

As we mentioned earlier, complete DNA condensation upon neutralization of only
90% of the polymer’s phosphates results in the presence of uncompensated positive
charges on the surface of DNA particles. If the polycation contains such reactive groups as
primary amines (PLL, for example), this means that these reactive groups on the surface
can be modified as a result of a chemical reaction. This situation opens practically limitless
possibilities of modulating colloidal properties of DNA particles via regular chemical mod-
ifications of the complex. It is important to stress the differences of this approach with DNA
particle formation via template polymerization. In the latter case, DNA/polycation com-
plexes obtained on DNA templates never reach �/� charge ratio over 1, which can be
judged by the flocculation of the reaction mixture upon reaching the neutrality point and by
the measurement of the /-potential of the resulting complexes (which remains negative),
demonstrating the fact that the excess of reactive groups on the particle’s surface is never
formed.

In contrast, reactive positively charged groups are available for chemical modifica-
tion when preformed polycations are used for condensed DNA particle formation. We have
demonstrated the utility of such reactions using a traditional DNA/PLL system reacted
with a cleavable cross-linking reagent, dimethyl-3,3-dithiobispropionimidate (DTBP),
which reacts with primary amino groups with the formation of amidines [92]. The salt-in-
duced flocculation of DNA/PLL complexes described earlier was used as a test for such
surface chemical modifications. Amidine formation resulting from DTBP reaction with
PLL primary amines preserves positive charge on the surface of condensed DNA particles.



It has been found that DTBP cross-linking substantially increased the salt stability of the
complexes. The salt stabilization is reversed upon the addition of DTT, which cleaves the
bifunctional reagent, indicating that it is not due to the conversion of the amines to amidines
and is dependent upon the cross-linking. Similar results were achieved with other polyca-
tions, including poly(allylamine), and histone H1.

One possible explanation of the phenomenon by which cross-linking increases salt
stability is that additional polycation is recruited to the particle’s surface, thus ensuring so-
called electrosteric stabilization [88]. However, upon cross-linking, neither /-potential nor
particle size was significantly altered as compared to non-cross-linked DNA/PLL com-
plexes. For example, particle size and /-potential for PLL/DNA (6:1 charge ratio) complex
were found to be 61.6 nm and �59 mV for non-cross-linked vs. 62.1 nm and �53 mV for
cross-linked complex, respectively. Likewise, electron microscopic analysis indicated that
the cross-linked particles were toroids and rods similar in size and shape to non-cross-
linked particles. Moreover, direct composition measurements of cross-linked and initial
DNA/PLL complexes purified by ultracentrifugation in sucrose gradient yielded the same
1:1 �/� charge ratio, indicating no recruiting of additional polycation to the particle’s
surface.

Another possible explanation of the increased colloidal stability of cross-linked par-
ticles is the prevention of salt-induced interparticle cross-bridging by cationic polymers.
Such cation bridging between DNA strands has been considered a general mechanism for
DNA condensation [48,49]. Interpolymer covalent links forming a “cage” around con-
densed DNA particles evidently can prevent the salt-induced linkages between neighbor-
ing particles (Fig. 4). Other experiments confirmed this mechanism. Cross-linking
markedly decreases the exchange of unlabeled PLL in solution with fluorescein-labeled
PLL in 3:1 PLL/DNA complex, as detected by fluorescence quenching. It is known that
high sodium chloride concentrations and the addition of strong polyanions with high charge
density (for example, dextran sulfate) can displace DNA from its complexes with polyca-
tions [57]. Subsequently, we have found that cross-linking with DTBP prevents these
agents from displacing the DNA in PLL complexes. Thus one may conclude that the cross-
linked particles are more resistant to salt-induced aggregation because a polyamine
molecule on one particle is less able to cross-bridge to another particle. In essence, cross-
linking “freezes” the polycations on the particle, “caging” the whole complex.

Recently the use of another bifunctional reagent, glutaraldehyde, has been described
for the stabilization of DNA complexes with cationic peptide CWK18 [104]. The authors
of this paper, however, limited the study to the protective effects toward nuclease degrada-
tion.

10. Surface-Charge Reversal of Condensed DNA Particles

The caging approach just described could lead to more colloidally stable DNA assemblies.
However, this approach does not change the particle surface charge. Caging with bifunc-
tional reagents preserves the positive charge of the amino group, although for many prac-
tical applications negative surface charge would be more desirable. The phenomenon of
surface recharging is well-known in colloid chemistry and is described in great detail for
lyophobic/lyophilic systems (for example, silver halide hydrosols) [88]. The addition of
polyion to a suspension of latex particles with an oppositely charged surface leads to the
permanent absorption of this polyion on the surface and, upon reaching appropriate stoi-
chiometry, changing the surface charge to the opposite one. This whole process is salt de-
pendent, with flocculation occuring upon reaching the neutralization point.



FIG. 4 “Caging” of the DNA particle condensed with PLL. (Reprinted from Ref. 92, copyright © 1999 American Chemical Society.)



It is known that synthetic polyelectrolytes of opposite charge form “fuzzy” layers on
macrosurfaces [105] and surfaces of latex particles [106]. Due to the flexibility of poly-
electrolyte chains, charges are not quenched completely during polyanion/polycation reac-
tion, especially when the reaction is carried out in a low-salt environment. Hence, it is pos-
sible to achieve the layering of one polyion on top of underlaying counterion by taking
advantage of some uncompensated surface charges. With appropriate washing steps it is
possible to achieve multiple layering. Strict 1:1 stoichiometry of anionic and cationic
groups was observed for strong polyelectrolytes, such as poly(styrene sulfonate) and
poly(allylamine) [106]. Recently, macrosurfaces were repetitively coated with alternating
layers of DNA and poly(allylamine) [107]. However, for weak (pH-sensitive) polymers de-
viation from this stoichiometry can be expected. Interlayer distance is dependent on the
conditions of layer formation, such as the salt concentration and the molecular weight of
the polymers.

DNA/polycation complexes in aqueous solutions behave similarly to colloidal sus-
pensions; hence, similar surface-charge manipulations also seem possible for them. Re-
cently, we have demonstrated that similar layering of polyelectrolytes can be achieved on
the surface of DNA/polycation particles [5]. The principal DNA/polycation complex used
in this study was DNA/PLL (1:3 charge ratio) formed in low-salt 25 mM HEPES buffer
and recharged with increasing amounts of various polyanions. The DNA particles were
characterized after the addition of a third polyion component to the DNA/polycation com-
plex using a new DNA condensation assay [59] and static light scattering. It has been found
that certain polyanions, such as poly(methacrylic acid) and poly(aspartic acid), decon-
densed DNA in DNA/PLL complexes. Suprisingly, polyanions of lower charge density,
such as succinylated PLL (SPLL) and poly(glutamic acid), even when added in 20-fold
charge excess to condensing polycation (PLL), did not decondense DNA in DNA/PLL
(1:3) complexes. Further studies have found that displacement effects are salt dependent
and that polyglutamate but not SPLL displaces DNA at higher sodium chloride concentra-
tions. Measuring the /-potential of DNA/PLL particles during titration with SPLL revealed
the change of particle surface charge at approximately the charge equivalency point. Thus,
it can be concluded that the addition of low-charge-density polyanion to the cationic
DNA/PLL particles results in particle surface-charge reversal while maintaining the con-
densed DNA core intact.

The effect of the additional layers of polyion on the particle size was determined us-
ing dynamic light scattering. In this experiment, the next polyion of opposite charge was
added at charge excess to underlying complexes in water. For example, an excess of SPLL
(ranging from 1.25 to 3.5 �/� ratio) was added to DNA/PLL (1:1.5) complex in water.
Consecutively, the same excess of PLL was added to DNA/PLL/SPLL (1:1.5:2) complex.
For DNA/PLL/SPLL/PLL particles, each layer increased the particle diameter approxi-
mately 10 nm on average (Fig. 5). After addition of the third layer, polyion (PLL) DNA was
still found condensed inside this quaternary complex. Atomic force microscopy was used
to visualize the size and shape of the DNA/PLL/SPLL complexes (Fig. 6). It revealed the
DNA/PLL/SPLL complexes to be nonaggregated spheroids 50 nm in diameter on average.
In complete agreement with dynamic light scattering, the sizes of recharged particles did
not differ significantly from those of the starting DNA/PLL complexes.

The stoichiometry of the recharged DNA/PLL/SPLL particles was studied using su-
crose-gradient ultracentrifugation of fluorescently labeled polyion complexes in 25 mM
HEPES buffer. Rhodamine-labeled DNA (Rh-DNA) and either fluorescein-labeled PLL
(Fl-PLL) or SPLL (Fl-SPLL) were used to determine their relative amounts within DNA



complexes. Optical densities at 495 nm and 595 nm indicated the amount of rhodamine and
fluorescein label, respectively. After ultracentrifugation of the Rh-DNA/Fl-PLL/SPLL
(charge ratio 1:3:10) or Rh-DNA/PLL/Fl-SPLL (input charge ratio 1:3:10) mixtures, all of
the Rh-DNA appeared at a centrifugation tube’s bottom as precipitated complex. Recov-
ered complexes were solubilized in 2.5 M NaCl, and their visible spectra were compared

FIG. 5 Sizing of DNA/PLL (layer no. 1), DNA/PLL/SPLL (layer no. 2), and DNA/PLL/
SPLL/PLL (layer no. 3) complexes in water (dynamic light scattering, unimodal mode). Core
DNA/PLL particles were prepared in 1:1.2 charge ratio at a DNA concentration of 20 �g/mL in wa-
ter. Each additional polyion was added in 1.5–4 charge excess. PLL and SPLL with Mw of 210 kDa
were used for this experiment. (Reprinted from Ref. 5, copyright © 1999 Oxford University Press.)

FIG. 6 Atomic force microscopic images of DNA/PLL/SPLL complexes (1:3:10 initial ratio) ab-
sorbed on mica in 25 mM HEPES, 1 mM NiCl2, pH 7.5. (Reprinted from Ref. 5, copyright © 1999
Oxford University Press.)



to a 1:1 standard mixture of Rh-DNA and Fl-PLL or Fl-SPLL in the same high-salt solu-
tion. Precipitated triple complex was found to possess 1:1:1 charge ratio stoichiometry.
Precipitation occurred, apparently due to the loss of excess SPLL, which served as charge
stabilizer to the whole complex.

Thus, this study demonstrates that negatively charged particles containing condensed
DNA can be formed by recharging DNA/polycation particles with certain polyanions. The
relative difference of condensing polycation and recharging polyanion charge densities and
bulk solution salt concentration seems to play a crucial role in the ability of DNA to remain
condensed in the particle’s core. The size of the DNA particles was found to increase, with
each additional polyion assuming an onion-like structure for the complexes. The 1:1:1
charge stoichiometry found for the isolated DNA/PLL/SPLL complexes makes the whole
DNA particle look like “fuzzy” polyelectrolyte multilayered assemblies on macrosurfaces,
for which 1:1 �/� stoichiometry also was found [105].

11. DNA Condensation with Cationic Block Copolymers

Another mechanism for the stabilization of lyophilic colloid particles, steric stabilization,
can be employed within DNA complexes. Such DNA particles are stabilized by repulsive
layers of dense hydrophilic polymers on their surfaces that prevent them from flocculation
or electrostatic interaction with any other charged surface. Several attempts to prepare par-
ticles of condensed DNA with such block- and comblike copolymers as poly(cation)-block-
(neutral/hydrophilic) polymers have been described [98,108,109]. Most frequently,
polyethyleneglycol (PEG) was used as a hydrophilic block in such conjugates. However,
other neutral hydrophilic polymers (e.g., hydrophilic polyacrylamides [98]) were used,
with similar results. This approach was aimed to exploit the superb steric protection prop-
erties of PEG. Despite the presence of this bulky neutral chain, the resulting PEG-PLL
copolymer is still able to condense DNA, as judged by ethidium bromide exclusion from
DNA upon complexation with the copolymer [98]. Such complexes were reported to be ex-
tremely soluble in aqueous solutions, even near the charge neutralization point, which is
important for gene delivery applications. Flexible hydrophilic chains protruding into solu-
tion from the DNA/polycation core were suggested as a basic structure [102,110]. Struc-
turally these complexes can be drastically different from regular DNA/polycation com-
plexes. Atomic force microscopy of the DNA complexes with copolymer of cationic
methacrylate with neutral poly-N-(2-hydroxypropyl) methacrylamide revealed spheroidal
particles with a diameter of 60 nm. Suprisingly, the DNA complexes with PEG-PLL
copolymer were found not to be spheroidal but to possess extended wormlike structures
[98], possibly exemplifying hydrogen-bond formation between PEG chains and the mica
substrate used for imaging.

12. Complexes of DNA with Cationic Lipids and Detergents

The recent surge of interest in structures of DNA/cationic lipid (CL) complexes has been
caused by the discovery that such structures can promote gene transfer to cells in vitro and
in vivo and, hence, serve as possible gene medicines to treat hereditary diseases [111,112].
Like any polyanion, DNA strongly interacts with cationic amphiphiles, with effective con-
densation as judged by the displacement of intercalating dyes [113]. Generally, the same
colloid stability rules governing the stability of DNA/polycation complexes can be applied
to DNA/CL complexes [7]. However, there seems to be a major difference in the colloidal
behavior of DNA/CL complexes: These properties do not affect the complex’s mi-
crostructure, which is of paramount importance for its biological activity.



The colloidal properties of DNA/CL complexes were found to be dependent mainly
on the charge ratio and were independent of lipid composition [79]. However, the type of
cationic lipid was found to be of primary importance for the microstructures of the com-
plexes as well as for biological activity. The colloidal properties of polyanion/CL (surfac-
tant) complexes were studied recently in a system that did not contain DNA [114]. How-
ever, conclusions made as a result of this study are very characteristic and can be applicable
to DNA-containing systems. Poly(methacrylate-co-N-isopropylacrylamide) polyanions
with various charge densities were complexed with cationic detergents tetradecyl- and do-
decyltrimethylammonium bromide in aqueous medium. The complexes were found to
form highly ordered nanostructures using small-angle x-ray scattering. The system’s struc-
ture was found to undergo consecutive transition from cubic to hexagonal close packing of
spheres (detergent micelles) with a decrease of the polyanion charge density. Hence,
merely by changing polyion charge density it is possible to control the microstructure of or-
dered phases in the systems, based on oppositely charged polyion and surfactant.

Early models of DNA/CL complexes suggested either DNA encapsulated into the in-
terior of elongated cationic liposome formed by the fusion of smaller vesicles (56) or fibers
of DNA helices coated with CL [115]. Later, many researchers began to note characteristic
highly regular striated structures of DNA/CL complexes on transmission electronic micro-
graphs [116–119]. Detailed studies of these structures yielded a model with DNA helices
sandwiched between CL bilayers [118]. Using the mixture of cationic lipid dioleoyl
trimethylammoniumpropane (DOTAP) and neutral phospholipid dioleoylphosphatidyl
ethanolamine (DOPE) (1:1 molar), the authors demonstrated that highly regular arrays of
DNA helices are tightly packed between CL bilayers, with an interlayer distance of 6.5 nm

FIG. 7 Electron micrograph of cationic lipid/DNA complexes (example of striated lamellae).
(Reprinted from Ref. 117, copyright © 1999 Biophysical Society.)



(Fig. 7). That space is enough to accommodate just one monolayer of B DNA. Small-angle
x-ray scattering also detected long-range order in the position of the axes of the DNA helices.

Recently, the scope of these studies has been extended to include DNA/CL mixtures
purified from the excess of components and to connect the structural changes with corre-
sponding gene transfer activity. Xu et al. studied the structure of DOTAP/DNA mixtures
with excesses of DNA and CL (79). Depending on the excess of negatively charged DNA
or positively charged cationic lipid, the authors succeeded in purifying two distinct types
of DNA/CL complexes with negative and positive /-potential. For negatively charged
complexes, cryoelectron micrographs revealed striated structures with a spacing of 5.9 nm,
which the authors attributed to ordered DNA helices layered between lipid bilayers, as pre-
viously described [118]. However, the highest gene transfer activity was observed for pu-
rified positively charged complexes, which lacked striated morphology in the lipid phase
but were rich in toroidal structures with dimensions similar to DNA/polycation complexes.
The authors hypothesized on the role of high-curvature structures in the biological activity
of DNA/CL complexes. It has been demonstrated that cationic lipids organized into bilay-
ers can promote DNA ordering.

There have been some attempts to study DNA/CL complexes by cryoelectron mi-
croscopy. This technique allowed the timing of different stages in the process of interaction
of DNA with cationic components. Templeton et al. [120] have developed an improved
procedure of extruding DOTAP/cholesterol (1:1, molar) mixture allowing generation of so-
called “vase structures”—completely invaginated vesicles with an excess of surface area.
Upon the addition of plasmid DNA, the inversion of part of the vesicles was observed, with
complete engulfment of the DNA. The thickness of newly formed complex of DNA sand-
wiched between two bilayers was found to be 10.5 nm, which is in a good agreement with
previous observations. Other support of formation of well-ordered two-dimensional struc-
tures of DNA absorbed on cationic membranes came from studies of Huebner et al. [117],
who studied the complex formation of cationic lipid 3b(N-(N,N-dimethylaminoethane)-
carbamoyl] cholesterol (DC-Chol) with linearized plasmid DNA. According to their mea-
surements the two bilayers/DNA sandwich thickness was 13.5 (04 nm). They found simi-
lar DNA-induced invagination phenomena, though their liposomes were regular spheres.
Interestingly, since these regular liposomes did not exhibit an excess of surface area, upon
interaction with DNA some bilayer ruptures were observed with characteristic unclosed
bilayers.

One of the major recent advances in the area of self-assembled DNA-based nanos-
tructures was the demonstration of the fact that a hydrophilic polymer such as DNA can be
solubilized in nonpolar organic solvents by complexing with cationic detergents and lipids
[121–123]. Such complexation results in the formation of water-insoluble complexes that
can be dispersed in aqueous medium to form particles with diameters of less than 100 nm.
In organic phase, DNA retains a double-helix architecture. Interestingly, the secondary
structure can be reversibly changed from B to C conformation merely by adding water to
the chloroform/ethanol (4:1 v/v) mixture. Upon casting from organic solution, DNA/lipid
phase can be fabricated into film where DNA strands are positioned in hexagonal packing
with a 4.1-nm interhelix distance. It seems that applying mechanical force to such films can
increase the ordering of the DNA. X-ray diffraction data showed that DNA fibers can be
aligned parallel by stretching the film.

Complexes of DNA with cationic detergents were found to behave similarly to the
DNA/CL: They also are soluble in nonpolar organic solvents and form condensed DNA
structures, with one notable exception. The morphology of some of the DNA/detergent



complexes formed in organic solvents was found to be remarkably similar to what was ob-
served in aqueous solutions. For example, the formation of toroidal structures (100–200 nm
in diameter) was detected, using atomic force microscopy, upon complexation of DNA
with dodecyldimethylammonium chloride in chloroform and chloroform/acetone (2:1)
mixture [64]. The authors explain this phenomenon by noting that double-stranded DNA is
a prestressed elastic polyanion, which invariably collapses upon neutralization of its
charges in any solvent conditions. It also has been observed that the longer detergent’s alkyl
chain favors the dissolution of DNA/detergent complex in organic solvents: DNA com-
plexes with didodecyldimethylammonium are more soluble in toluene than corresponding
complexes with a cetyl derivative [123].

Peculiar DNA architecture was demonstrated in 25% aqueous ethanol when DNA
was complexed with series of cationic detergents in the presence of poly(glutamic acid)
[124]. Electron microscopy and x-ray scattering demonstrated that DNA can pack
cetyltrimethylammonium bromide molecules into rodlike micelles, which form a hexago-
nal lattice. Interestingly, circular dichroism spectroscopy revealed that in these complexes
DNA adopts left-handed conformation.

G. Basic Proteins Compact DNA in Vivo

DNA condensation in nature provides a means to compact enormous amounts of genetic
information encoded in this giant molecule. As has been mentioned earlier, the total length
of DNA in higher mammals might reach 1 meter. A variety of cationic proteins and
polyamines serve as condensing agents in cells’ nuclei and virions’ heads (Fig. 1). For ex-
ample, inside the sperm nucleus DNA is condensed with protamine—arginine-rich highly
basic protein [125]—into compact toroids 60 nm in diameter. The absence of supercoiling
and the presence of a strong condensing agent (protamine) allows compacting of the whole
mammalian genome into the very small nuclei of a sperm cell, which is thought to be one
of the most compact DNA structures found in nature [126]. A variety of small specialized
proteins (histones) help to condense DNA in the nuclei of somatic cells. The organization
of DNA in such nuclei represents an elaborate multistage nanoassembly process in which
DNA is initially wrapped around individual core histones. Particles containing histone oc-
tamers with complexed DNA are called nucleosomes and represent structures with a diam-
eter of 11 nm. The nucleosomes are further packed into fibers 30 nm in diameter (chro-
matin), which are further condensed in chromosomes. Various divalent metal cations
present in vivo are believed to help DNA condensation [11]. It is believed that the decon-
densation of DNA that is necessary for gene expression is regulated by phosphorylation and
acetylation of histones.

IV. CONCLUSIONS

DNA nanoassemblies represent a new perspective for materials science. First, one can ex-
ploit the polymer properties of DNA as fabrication material to design new supramolecular
polymer assemblies. Second, significant progress is achieved in applications where DNA
is used not only as construction material but also as a functional carrier of genetic infor-
mation (e.g., in nonviral gene transfer applications). Various interactions of DNA double
strands can be employed to assemble such structures. Interstrand hydrogen bonding and
stable branching junctions were used to fabricate three-dimensional DNA structures, with
possible application in the preparation of nano-wires and electronic switches. DNA coun-



terion condensation results in the self-assembly of DNA strands into structures with distinct
morphologies regardless of the particular condensing agent. This approach was employed
to prepare novel multilayered and colloidally stable compact DNA particles with possible
applications as gene transfer vectors. Condensed DNA particles can be formed with pre-
formed polycations as well as with small monomeric cations, which can be polymerized
along the DNA backbone using a template polymerization process. Further progress in this
area will lead to dramatic applications in the fabrication of DNA-based nanoassemblies and
a variety of therapeutic applications, such as gene therapy.

ABBREVIATIONS

PEG, poly(ethyleneglycol)
PLL, poly(L-lysine)
SPLL, succinylated poly(L-lysine)
DOTAP, dioleoyl 1,2-diacyl-3-trimethylammonium-propane
AFM, atomic force microscopy
AEPD, bis(2-aminoethyl)-1,3-propanediamine
NLS, nuclear localization sequence
DPDPB, 1,4-di[3',2'-pyridyldithio-(propionamido)butane]
DTBP, dimethyl-3,3'-dithiobispropionimidate
HEPES, 4-(2-hydroxyethyl)-1-piperazineethansulfonic acid
Rh, rhodamine
Fl, fluorescein
CL, cationic lipid
DC-chol, 3b(N-(N,N'-dimethylaminoethane)carbamoyl)cholsterol
DTT, dithiotreithol
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I. INTRODUCTION

The potential inherent in the design and fabrication of complex nanostructures has attracted
wide attention in recent years, resulting in numerous publications on the construction of
one-, two-, and three-dimensional arrays via the self-assembly of synthetic organic
molecules [1]. The analogous use of biological molecules, such as DNA and proteins, as
“building blocks” for the in vitro construction of nanostructures is less developed, in some
contradiction to the potential inherent in the following advantages offered by these biolog-
ical macromolecules:

“Built-in” functional specific recognition and binding, e.g., antigen binding by antibodies
or hybridization of nucleic acids;

Homogeneous molecular population for a wide range of macromolecules presenting vari-
ety of molecular weights and shapes;

Detailed structural data and modeling tools are available;
Composite nanostructures comprising biological structural elements and bioactive ele-

ments e.g., enzymes, antibodies, receptors, may be designed and fabricated;
Molecular biology techniques provide means for the design and production of new macro-

molecules exhibiting envisaged structural functionality as well as predesigned mod-
ification of natural structural elements.

It must be mentioned, however, that while considering the use of biological macro-
molecules as “building blocks,” the question of their relative instability under the intended
working conditions may turn out to be a limiting factor.

Most published work on the design and fabrication of nanostructures from biolog-
ical macromolecules relate to DNA and proteins; the use of other biopolymers, such as
cyclodextrins [2], was far less developed. Because the use of DNA is intensively covered
in Chapter 10 of this volume (also see Ref. 3), as well as recently described by Seeman
[4,5] this chapter will focus on proteins as a potential tool for the construction of nano-
structures. Hence this chapter is focused on literature that may provide a basis for the
identification of guidelines, methodologies, and examples having potential for further de-
velopment of new protein-based composite nanostructures integrating structural and
bioactive components.



II. SUPRAMOLECULAR ASSEMBLIES MADE OF NATURAL
STRUCTURAL PROTEINS

Self-assembling systems made of proteins provide many biological systems with essential
structural elements, including viral envelopes, bacterial S-layers, microtubules, collagens,
and keratins (see Ref. 6 for a review). Detailed studies on in vitro self-assembly optimiza-
tion were carried out for several systems as a part of an ongoing effort to elucidate the in
vivo mechanism. Data reported from such studies may provide an optional basis for the de-
sign and in vitro fabrication of nanostructures made of natural proteins (Fig. 1).

Reconstruction of bacterial S-layers has been extensively investigated by Sleytr et al.
(see Chapter 9 and Refs. 7–9) and will not be discussed here.

Microtubules are highly dynamic, hollow cylindrical supramolecular assemblies, 25
nm in diameter and reaching lengths of several microns, made of tubulin. Tubulin consists
of two nonidentical 50,000 molecular weight polypeptides, designed as 	 and 
. When
tubulin molecules assemble into microtubules, protofilaments about 4–5 nm in diameter
and made of tubulin polypeptides are aligned in rows obtained via the association of the 

part of one dimer with the 	 part of the other. In vitro, the self-assembly of microtubules is
a two-step process: nucleation and elongation, where microtubule-organizing centers nu-
cleate microtubules and orient them [10–12].

Collagens are made of rigid triple-helical structural elements. Three protein chains
are wound around each other as a “superhelix,” 1.5 nm in diameter and 28 nm in length, to
generate this element [6]. These elements may be packed into cylindrical fibrils in an en-
tropy-driven crystallization process. In vitro enzymatic generation of supersaturated
monomer solution by cleavage of carefully isolated procollagen led to fibril formation with
a lag phase and a propagation phase. The diameter of the fibrils thus obtained was temper-
ature dependent, generating at 37°C fibrils with the same diameter and flexibility as formed
in the in vivo process. Lower temperatures resulted in the formation of larger fibrils. Col-
lagen fibrils may be 0.18 � in diameter and 60–150 � long [13].

Keratins are made of filaments, approximately 10 nm in diameter and hundreds of
nanometers in length, via assembly of rod-shaped, coiled-coil proteins. Filament formation
is initiated by the creation of a dimer comprising monomeric units 44–54 nm in length.
Such dimers may form three types of lateral interactions leading to filament formation from
equimolar amounts of acidic and basic dimers. In vitro assembly involves the correct align-
ment of two, three, or four dimers into a nucleus for further, rapid filament assembly [6].

Myosin is a fibrous contractile protein, assembled in vivo into muscular, thick fila-
ments. Myosin is a relatively large protein (molecular weight 520,000), made of two
“heavy” chains (220,000) and four “light” chains (17,000–22,000). The heavy chains in-
teract to form two distinctive domains: a pair of globular heads (15 nm long and 9 nm wide)
and an 	-helical coiled-coil rod domain (150 nm long and 2 nm wide). This rod is a two-
stranded coiled-coil motif made by two 	-helical chains interwined around each other (Ref.
14 and references cited therein). Myosin may be enzymatically cleaved into two well-de-
fined fragments: heavy meromyosin (140,000), soluble in low-ionic-strength buffers, and
light meromyosin (80,000), insoluble in low-ionic-strength buffers.

Myosin may be extracted via high-ionic-strength buffers and purified. Synthetic
thick filaments of myosin spontaneously assemble upon lowering the ionic strength of its
solution, exhibiting the morphological characteristics of native thick filaments. This pro-
cess initiates with myosin monomers assembled into parallel dimers. The dimers assemble
into antiparallel tetramers, the tetramers into octamers, and the octamers into minifilaments



comprising 16 molecules [14]. In low-salt conditions, these minifilaments are assembled
into synthetic filaments 1.6 � long and 15 nm in diameter [14]. A 29-residue region of the
myosin “rod” has been shown to be necessary for filament formation [15].

The observation that a repeating, relatively short sequence of amino acids directs the
spontaneous self-assembly of a large protein is shared by other structural proteins from
mammalian systems [6] as well as of plant origin [16]. Hence, such sequences may inspire
the construction of nanostructures made of polypeptides and small proteins, as discussed
later.

It should be mentioned here that the self-assembly of native proteins may also be ef-
fective in the construction of inorganic–organic multicomponent structures, as demon-
strated by the biominerlization processes [17].

III. SUPRAMOLECULAR ASSEMBLIES MADE OF NATURAL
BINDING PROTEINS

Binding proteins such as antibodies, receptors, and lectins may spontaneously aggregate in
presence of bi- or multivalent specific ligands. This process, however, often results in as-
semblies that lack well-defined morphological and structural elements.

In vitro specific cross-linking of lectins by natural branched oligosaccharides or
their synthetic analogs resulted in several cases of ordered crystalline structures. These
lectins included plant-derived lectins, such as wheat germ agglutinin [18] and soybean
agglutinin [19], as well as galectin derived from heart muscle [20]. Distinctive protein
lattices with morphologies depending on the lectin and the bi- or oligosaccharides em-
ployed were obtained and could be characterized by electron microscopy and x-ray crys-
tallography [20,22,25].

IV. SUPRAMOLECULAR ASSEMBLIES MADE OF
POLYPEPTIDES

Polypeptides are small proteins comprising less than 100 amino acids [23]. Their capabil-
ity to present defined three-dimensional structural motifs affecting self-assembly will
strongly depend on their amino acid sequence [6,24]. Several natural or nature-inspired se-
quences were shown to be very effective in affecting dimerization and self-assembly, in-
cluding the “leucine zipper” motif [25]. Such dimerizations are directed predominantly by
accumulating complementary hydrophobic and electrostatic interactions, effected via two
different mechanisms. The first is based on a regional effect: Complex formation is first sta-
bilized by hydrophobic interactions, followed by structural elongation via electrostatic in-
teractions located at the edges of the polypeptide chain [26]. In the second, repeating se-
quences of alternating and mixed hydrophobic and electrostatic groups affected
salt-dependent self-assembly [27]. Such amphiphilic polypeptide segments, approximately
15 amino acids long, separated approximately 50 amino acids in proteins sequences from
their “antisense” homologs (“antisense homology boxes”), were found to have a natural
role in protein-folding mechanisms [28].

The “leucine zipper” motif was recently successfully employed for the construction
of native-like triple-stranded coiled-coil in solution [29].

Due to their small size, many short polypeptides do not exhibit in solution a well-
defined and stable three-dimensional structure, thus limiting potentially useful self-assem-
bly-affecting motifs. Chemical modifications leading to the addition of unnatural



side-chain interactions, such as the incorporation of transition-metal complexes or crown
ethers complexes, were shown to provide solutions to this problem [24,30]. In parallel, the
introduction of appropriate ligands via chemical modification of amino terminal groups of
polypeptides led in a number of cases to the self-assembly of three polypeptides into an ar-
tificial triple helix via a metal-ion complexation mechanism. This and similar approaches
were demonstrated to be useful for the generation of relatively small, cagelike structures
hosting metallic ions [24,31].

Salt-dependent self-assembly of relatively short ionic polypeptides (8–32 amino acid
sequences) into three-dimensional structures has recently been described [32].

Methodologies for the de novo design and synthesis of polypeptides were recently
developed. The preparation of periodic polypeptides, polypeptides containing artificial
amino acids, polypeptides exhibiting rodlike structures, and hybrids of natural and artifi-
cial polypeptide segments was recently described [33].

Cyclic artificial polypeptides comprised of alternating D and L amino acids were re-
cently synthesized and self-assembled into nanotubes exhibiting lengths of 1000–1500 Å,
formed at an air–water interface [34,35].

Examples representing the very wide range of self-assembled protein structures ob-
tained as just described are presented in Figure 1. These examples demonstrate that the size
and shape of self-assembled nanostructures made of proteins primarily depend on the
molecular mechanism effecting self-assembly and are not merely an amplified reflection of
the shape and size of the starting “building block.”

FIG. 1 Examples of shape, geometry and size of self-assembled protein made structures demon-
strating that the size and shape of in vitro obtained nanostructures depend on the mechanism of self-
assembly rather than on the size and shape of the “building block.” Note that the scale of the “build-
ing blocks” (left-hand side) is in nanometers, while the scale of the structures obtained (right-hand
side) is in microns.



V. ORIENTATION AND PATTERNING OF PROTEINS ON SOLID
SURFACES

The feasibility of two-dimensional oriented immobilization of self-assembled proteins on
solid supports was demonstrated for several systems. Antibody-mediated orientation of
bacteriorhodopsin was successfully applied for the construction of highly oriented purple
membrane. Bispecific antibodies exhibiting two different binding sites, one to a specific
side of bacteriorhodopsin and the other to a phospholipid hapten deposited on a metal elec-
trode, were employed. Step-by-step growth of oriented layers was thus made possible by
first treating the electrode with the phospholipid hapten, oriented antibody immobilization,
and finally oriented bacteriorhodopsin immobilization. Furthermore, by using two kinds of
bi-specific antibodies, two versions of bacteriorhodopsin orientation were made possible:
one “facing out” and the other “facing in” [36].

Two-dimensional protein layer orientation could be also effected by metal-ion coor-
dination: Monolayer of iminodiacetate-Cu(II) lipid was successfully employed as substrate
for oriented immobilization of proteins naturally displaying histidine residues on their sur-
face [37]. Affinity-resin-displaying Ni(II) complexes could also be successfully employed
for oriented protein immobilization [38].

The high affinity of avidin or streptavidin for biotin provided an effective tool for pro-
tein oriented immobilization. Biotin-containing dioctadecylamine molecules, forming hol-
low cylinders with a diameter of 27 nm and a few microns in length, served as a template for
the oriented self-assembly of streptavidin into helical arrays located at the tube surface [39].
Biotinylated lipid vesicles also served as a template for the positioning of ferritin–avidin
conjugates [40]. A step-by-step assembly of a protein multilayer array was demonstrated on
the surface of liposomes displaying biotinylated lipids. First, streptavidin was specifically
bound, followed by saturation of its remaining binding sites with bifunctional monobi-
otinylated ligand. A specific group, e.g., sugar moiety recognized by the lectin concanavalin
A, could thus affect the orientation of concanavalin A as a second protein layer. Extension
of this procedure to three-layer assembly was also readily demonstrated [41].

Patterning of enzyme monolayers on a solid surface was carried out by photoactiva-
tion of immobilized monolayer of “caged”-biotin derivatives in selected areas. Specific ori-
ented binding of enzyme–avidin conjugates could be readily made to the photoactivated
zones [42]. Oriented immobilization of G-protein-coupled receptors on a solid surface was
also made possible on a biotinylated surface by first immobilizing streptavidin, followed
by the immobilization of biotinylated G-protein-coupled receptor [43].

More complexed structures could be also formed by the biotin–streptavidin specific
binding. Artificial “vesosomes” (encapsulated vesicle aggregates) could be obtained by the
preparation in parallel of sized vesicle aggregates displaying biotin and streptavidin with
cochleate cylinders. Encapsulation into vesosomes, mediated by the biotin–avidin specific
binding, could be obtained upon mixing [44]. Oligonucleotide-directed self-assembly of
proteins produced by the combination of the specific binding of complementary DNA hy-
brid molecules, each conjugated to biotinylated antibody or an enzyme, with the specific
biotin–streptavidin binding allowed for the construction of multicomponent arrays on a
chip [45].

Thin liquid films on a fluid surface were also employed for the construction of pro-
tein arrays [40]. The construction of a tightly chemically bound protein monolayer onto a
solid support required detailed systematic study involving careful optimization of reaction
conditions and comparison of the efficacy of several alternatives [46].



It should be mentioned here, however, that protein patterning on a solid surface at the
nanoscale is still a major challenge: Most available data on protein oriented immobilization
and patterning still relate to micro- rather than nanoscale patterning [46,47]. The main rea-
son for this seems to be the common approach to initiate protein patterning and localization
by photolithography techniques, e.g., UV irradiation of masked silicon. As in many cases,
such techniques provide treated arreas wider than a few tenths of a micron, and the subse-
quent protein patterns obtained are micron sized [47–49]. The potential use of quatum dots,
x-ray lithography, and nanoprinting by STM/AFM is currently considered the most promis-
ing next-phase solution for this problem.

VI. PREDESIGNED THREE-DIMENSIONAL SELF-ASSEMBLY
OF PROTEINS: “CRYSTAL ENGINEERING”

Development of methodologies for protein self-assembly into a predesigned three-dimen-
sional protein lattice carries potential for the construction of protein scaffolds, offering po-
tential applications such as platforms for the ordered positioning of other proteins via pro-
tein fusion or of organic molecules by specific binding.

We recently developed such a methodology [50], employing a binding protein 
with a known detailed 3D structure as a “building block” and its specific cross-linking 
by an appropriate “biligand” imposing predetermined relative orientation on the cross-
linked protein molecules, leading them into the predesigned lattice configuration. Such 
imposed orientation is assumed to be affected by the close proximity of the surface 
of the cross-linked proteins, due to ligand-specific binding and intermolecular inter-
actions.

The feasibility of this approach was recently demonstrated with the nearly tetrahedral
lectin concanavalin A as a model “building block.” This lectin is a tetramer of a fully
characterized 3D structure, presenting four binding sites for 	-D-mannopyranoside or 	-D-
glucopyranoside located in an analogous way to sp3 carbon atom configuration. Cross-link-
ing of concanavalin A by a dimannoside with an appropriate spacer imposing staggered po-
sitioning (Fig. 2a) will lead to the formation of the computer-modeled diamond-like
three-dimensional protein lattice described in Figure 2b.

The dimannoside spacer required for this purpose was deduced from calculations 
of the interaction energies between two concanavalin A–mannose complexes approach-
ing each other on an imaginary line connecting their mass centers, as a function of the 
distance between the two anomeric oxygens of the complexed mannoses and the dihedral
angles. The results of these calculations clearly indicated a minimum of interaction energy
for the combination of two-carbon-atom spacer, predicted to effect the desired staggered
positioning.

1,2-Ethyl-	-D-mannopyranoside, presenting the predicted dimannoside with a two-
carbon-atom spacer, was synthesized, purified, and characterized. Addition of 2:1 molar ra-
tio of this cross-linker to concanavalin A solution effected quantitative and rapid formation
of protein crystals. Chemical analysis of the dimannoside content of this precipitate con-
firmed the anticipated molar ratio of 2:1, supporting the working hypothesis that each
molecule of concanavalin A was cross-linked via four biligand molecules to its neighbors,
in accord with the envisaged diamond-like model. The crystals thus obtained were stable
to environmental changes, including medium substitution by bidistilled water, pH changes,
and exposure to high concentrations of a competitive ligand.



Electron transmission micrographs of negatively stained crystalline precipitates re-
vealed a highly ordered three-dimensional crystalline array with intermolecular distances
in good agreement with the predesigned diamond-like model.

X-ray diffraction experiments revealed a pseudo-cubic orthorombic unit cell with
cell dimensions similar to the expected cubic F centered arrangement of the predesigned
diamond-like crystal.

VII. APPLICATIONS OF NANOSTRUCTURES MADE OF
BIOLOGICAL MACROMOLECULES

In some contrast to the progress made in establishing working methodologies for the de-
sign and fabrication of nanostructures made of self-assembled biological macromolecules,
the realization and feasibility demonstrations of claimed potential applications of these sys-
tems are still in their infancy.

A major challenge and important application is “nano-wiring” of electronic circuits
mediated by self-assembled DNA or protein structures providing conducting connection
between miniaturized electrodes [51,52]. The use of self-assembled DNA for “wiring” two

FIG. 2 (a) Model of two concanavalin A molecules approaching each other in a staggered orienta-
tion (dihedral angle of 60°; distance shown between anomeric oxygens of complexed sugars in 10 Å).
(b) Two views of predicted diamond-like protein lattice formed by cross-linking concanavalin A with
dimannoside exhibiting C2 spacer.

(a)

(b)



electrodes was recently demonstrated on a several-micron-scale (12–16 �-wide) electrode
gap [53]. The �-DNA bridge was established by adding suspended �-DNA onto a chip pre-
senting gold electrodes pretreated with complementary thiol-oligonucleotides capable of
hybridizing with the added �-DNA, thus leading it to place. The DNA bridge thus obtained
served as a template for the adsorption of silver ions later converted electrochemically into
12-�-long and 100-nm-wide silver wire. The conductivity of this wire was, however, rela-
tively poor, raising again the issue of providing good electrical conductivity to biological
molecules serving as self-assembled templates.

The “natural” conductivity of DNA and the potential means for its improvement have
recently been re-evaluated [54,55]. Use of DNA bridges for nano-wiring appears very at-
tractive in view of the recent great achievements in the design, control, and fabrication of
DNA-made nanostructures [5]. It appears, however, that the conversion of DNA wires into
effective nano-conductors is still a major problem.

The conversion of protein-made nanostructures, e.g., microtubules, into conducting
nano-wires was also recently investigated [11]: “Metallization” of microtubules, by an elec-
trolyte nickel deposition technique, initiated by molecular palladium catalysts, was described.

The development of methodologies for the conversion of DNA or protein template
into a conducting nano-wire is in its infancy. Furthermore, there are technical difficulties
in measuring and characterizing the currents involved. A promising approach to this prob-
lem appears to be the use of a coupled enzymatic system generating measurable currents
into the nano-wire connecting it to a biosensor electrode [55].

Recent developments of biosensors as effective analytical tools have generated great
interest in the extension of biosensor miniaturization into the nanoscale, involving the use
of sensors based on few biocatalyst molecules [52,56–58]. Because most recently developed
miniature biosensors are still within a several-microns scale [59], further miniaturization re-
quires the exact location of an enzyme or antibody with accurate oriented immobilization as
well as sensitive measurement of signals evolving from the activity of a single or a few
molecules. Oriented immobilization has been successfully demonstrated on a micrometer
scale (see Section V), but its successful implementation on the level of single molecules is
rare [58]. Monitoring of binding reaction of an individual antibody–antigen pair was re-
cently demonstrated [60]. A single-chain antifluorescein antibody fused with a polypeptide
terminated by cysteine was prepared, oriented, and immobilized as separated individual
molecules on a gold surface. Fluorescein was connected to the tip of AFM through a long
linker. Its binding to the gold-anchored individual molecule could hence be monitored by
AFM. Analog detection, however, of a single enzyme molecule by visual or amperometric
methods is still a major challenge. Recent developments in the immobilization of enzymes
on electrodes via mediating conducting polymer layers [61–63] and silicon technology
[64,65] may facilitate these efforts.

Several attempts were made to apply nanostructures made of DNA or proteins to the
development of alternative computation or computer memory. The concept of DNA com-
puting was developed as an alternative computation approach based on information and
data stored as sequenced DNA nucleotides and DNA-specific hybridization and elongation
as a means to reach the answer or solution to a problem. Available tools of molecular biol-
ogy were employed to identify and analyze the results [66–68]. This multistage “computa-
tion” is based on the assumption that “solutions” can be sought in parallel, thus compen-
sating for the relatively slow processing time.

Oriented bacteriorhodopsin immobilization has been considered as a potential alter-
native to conventional computer memory [69]. It was suggested that “writing” and “read-



ing” of information on such layers by means of laser beams may be possible. Unlike the
previous application, this application has been suggested as a new alternative to conven-
tional memory, to be integrated within existing common computer infrastructures. Other
optoelectronic potential applications for bacteriorhodopsin-oriented layers were also sug-
gested [36].

Another alternative prototype of memory array, consisting of data stored as electro-
static charge or molecular dipole in a two-dimensional network of streptavidin cross-linked
by biotinylated porphyrin derivative, was also suggested. Information “reading” was ex-
pected to be carried out using the electric force mode of the atomic force microscope [70].

The potential application of self-assembled “scaffolds” offering exact positioning of
biological macromolecules within micron- to milimeter-size DNA- or protein-made crys-
tals for structural analysis by x-ray crystallography was also suggested [5,50].

The development of “nano-machines” has been the ultimate expectation from
nanostructure technology [71–73]. Motion could be affected by temperature change in the
environment of synthetic polypeptides [73]. Similarly, raising concentrations of appro-
priate chemicals isothermally could also result in motion [73]. The relatively low stabil-
ity of natural proteins was considered a major obstacle to the realization of the self-as-
sembled proteins for the construction of nano-machines [72]. Recently, a DNA-made
nano-mechanical prototype device was developed [5,74]. The motion of two DNA
“wings” could be effected by the addition of a salt producing a conformational switch of
B DNA into Z DNA and vice versa. This effect was made possible following the fabri-
cation of rigid molecular DNA structures providing the “wings” of the device [5]. In view
of recent achievements made in the design and demonstration of nano-machines made of
small synthetic organic molecules [75], nano-machinery based on biological macro-
molecules is still in its infancy.

VIII. CONCLUSIONS

The realization of the potential inherent in the self-assembly of biological macromolecules
has been promoted mainly at the level of design, fabrication, and control of the self-as-
sembly process. It appears that much can be inspired and learned from natural phenomena
within this context. A detailed understanding of the mechanism producing the self-assem-
bly process at the molecular level seems to be essential for the design and fabrication of
protein-made nanostructures. Most progress made so far is, however, at an early stage of
development or feasibility demonstration. Accumulating experience in protein-made
nanostructures may soon pave the way to first-generation applications.
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I. INTRODUCTION
The potential energy of different topological arrangements of an ensemble of molecules is
determined by the strength of the intermolecular interactions triggered by the molecular na-
ture, size, shape, and dynamics. In condensed phases, i.e., when this parameter has a key
role, the structural and dynamic properties of matter can be considered a consequence of
the more or less wide spectrum of the explored topological arrangements. Concerning the
nature of the intermolecular interactions and its effects on molecular aggregation,
molecules can be fruitfully classified as apolar, polar, or amphiphilic.

Above the intermolecular contact distance, apolar molecules create a force field
around them that is always attractive, independent of the nature and orientation of the sur-
rounding molecules. This is because the correlation of the electron density fluctuations of
neighboring molecules originates, on the average, from favorably oriented instantaneous
dipole moments. Thus, an ensemble of apolar molecules is characterized by a wide spec-
trum of nearly compact molecular arrangements of comparable potential energy that are,
quite equally, frequently explored. For this reason apolar molecules display a limited ten-
dency to give, in the liquid state, a long-range ordered molecular arrangement. This also in-
volves the mixture of two apolar components that are similar in size behaving ideally, and
each component is statistically distributed in the total volume of the system.

On the other hand, polar molecules create a force field around them that is attractive
or repulsive, depending on the relative orientation of the neighboring polar molecule. In
this case, the spectrum of molecular arrangements actually explored by an ensemble of
strongly polar molecules is severely restricted. It follows that these molecules display a
more marked tendency to give a dimensionally unlimited ordered molecular arrangement
and a limited mutual solubility with apolar solvents.

In the case of amphiphilic molecules, characterized by the coexistence of spatially
separated apolar (alkyl chains) and polar moieties, both parts cooperate to drive the inter-
molecular aggregation. This simple but pivotal peculiarity makes amphiphilic molecules
soluble in both polar and apolar solvents and able to realize, in suitable conditions, an im-
pressive variety of molecular aggregates characterized by spatially separated apolar and po-
lar domains, local order at short times and fluidity at long times, and differences in size,
shape (linear or branched chains, cyclic or globular aggregates, extended fractal-like
molecular networks), and lifetime.

Obviously the various transient microstructures realized in a given system and their
relative populations are not decided solely by the nature of the amphiphile, but are the result



of a delicate equilibrium of many factors, including the nature of the solvent, the presence
of additives, composition, and temperature.

II. REVERSED MICELLES

A. Structural and Dynamic Properties of Reversed Micelles

An enormous literature has been produced in recent decades in the field of molecular 
aggregation of amphiphilic molecules in liquid systems, emphasizing the extremely wide
variety of accessible structures and dynamics. Among these molecular aggregates, in this
chapter our attention will be restricted to those formed by some amphiphilic molecules
(surfactants) in apolar solvents called reversed micelles [1].

The structure of these globular aggregates is characterized by a micellar core formed
by the hydrophilic heads of the surfactant molecules and a surrounding hydrophobic layer
constituted by their opportunely arranged alkyl chains whereas their dynamics are charac-
terized by conformational motions of heads and alkyl chains, frequent exchange of surfac-
tant monomers between bulk solvent and micelle, and structural collapse of the aggregate
leading to its dissolution, and vice versa [2–7].

The conformational dynamics of chain segments near the head groups is more re-
stricted than that of those far from the micellar core [8]. Moreover, to avoid the presence of
energetically unfavorable void space in the micellar aggregate and as a consequence of the
intermolecular interactions, surfactant molecules tend to assume some preferential confor-
mations and a staggered position with respect to the micellar core [9]. A schematic repre-
sentation of a reversed micelle is shown in Figure 1.

From a thermodynamic point of view, self-aggregation of amphiphilic molecules in
apolar solvents is favored by the negative enthalpic term arising from hydrogen bonding
and/or dipole–dipole interactions among surfactant head groups and hindered by the nega-
tive entropic term arising from the partial loss of molecular translational and rotational de-
grees of freedom [10].

FIG. 1 Representation of a reversed micelle (“surfactant molecules” are obtained by combining
rubber pipette bulbs and magnetic stir bars).



The frequent breaking and reforming of the labile intermolecular interactions stabi-
lizing the reversed micelles maintain in thermodynamic equilibrium a more or less wide
spectrum of aggregates differing in size and/or shape whose relative populations are con-
trolled by some internal (nature and shape of the polar group and of the apolar molecular
moiety of the amphiphile, nature of the apolar solvent) and external parameters (concen-
tration of the amphiphile, temperature, pressure) [11]. The tendency of the surfactants to
form reversed micelles is, obviously, more pronounced in less polar solvents.

Depending on the polydispersity of these aggregates, surfactants can be divided into
two main groups. The first, characterized by a low cooperativity of the intermolecular in-
teractions, is well described by a multistep association process, low mean aggregation num-
ber, and high polydispersity, whereas the second, characterized by a high cooperativity, is
well described by a single monomer/n-mer equilibrium and high aggregation number
[11–13].

Highly monodisperse reversed micelles are formed by sodium bis(2-ethylhexyl) sul-
fosuccinate (AOT) dissolved in hydrocarbons that are in equilibrium with monomers
whose concentration (cmc) is 4 � 10�4 M, have a mean aggregation number of about 23,
a radius of 15 Å, exchange monomers with the bulk in a time scale of 10�6 s, and dissolve
completely in a time scale of 10�3 s [1,2,4,14]. Other very interesting surfactants able to
form reversed micelles in a variety of apolar solvents have been derived from this salt by
simple replacing the sodium counterion with many other cations [15,16].

Examples of other frequently used surfactants that able to form reversed micelles
without the addition of cosurfactants are didodecyldimethyl ammonium bromide [17], do-
decylammonium propionate, benzyldimethylhexadecyl ammonium chloride [18], lecithin
[19], tetraethyleneglycol monododecylether (C12E4) [20], decaglycerol dioleate [21], do-
decylpyridinium iodide [22], and sodium bis(2-ethylhexyl) phosphate [23].

B. Solubilization in Reversed Micelles

The main peculiarity of solutions of reversed micelles is their ability to solubilize a wide
class of ionic, polar, apolar, and amphiphilic substances. This is because in these systems
a multiplicity of domains coexist: apolar bulk solvent, the oriented alkyl chains of the sur-
factant, and the hydrophilic head group region of the reversed micelles. Ionic and polar 
substances are hosted in the micellar core, apolar substances are solubilized in the bulk ap-
olar solvent, whereas amphiphilic substances are partitioned between the bulk apolar sol-
vent and the domain comprising the alkyl chains and the surfactant polar heads, i.e., the so-
called palisade layer [24].

This peculiar kind of solubilization entails that:

Ionic, polar, and amphiphilic solutes display local concentrations very different from the
overall.

Amphiphilic molecules solubilized in the palisade layer are forced to assume an oriented
arrangement.

Ionic, polar and amphiphilic solubilizates are forced to reside for relatively long times in
very small compartments within the micelle (intramicellar confinement, compart-
mentalization) involving low translational diffusion coefficients and enhancement of
correlation times.

Ionic, polar, apolar, and amphiphilic molecules can coexist in the same liquid system, fre-
quently coming in contact as a consequence of the micellar dynamics and of the large
interfacial area between different domains (a typical value of the interfacial area is
about 100 m2/cm3).



The structure and dynamics of the reversed micelle hosting the solubilizate, as well as the
physicochemical properties (structure, dynamics, and reactivity) of the solubilizate,
are modified.

Moreover, taking into account that reversed micelles coexist with surfactant
monomers, in principle, further effects due to the aggregation of polar and amphiphilic so-
lubilizates with surfactant monomers and the shift of the monomer/reversed micelle equi-
librium must be also considered [25,26].

Generally, solubilization occurs spontaneously when the pure solubilizate contacts
the solution of reversed micelles. Often, vigorous stirring consistently reduces the time nec-
essary to obtain complete solubilization and thermodynamically stable systems.

Investigations of the solubilization capacity of AOT-reversed micelles have shown
that, at infinite dilution of the solubilizates, alcohols and diamines are partitioned between
the micellar palisade layer and the bulk solvent. The partition constants, obtained by as-
suming a Nernstian distribution law, decrease with an increase of the alkyl chain length of
the solubilizates, i.e., by increasing their lipophilic character, whereas their transfer en-
thalpy from the bulk solvent to AOT-reversed micelles is negative [25,27–29]. The analy-
sis of these data reveals the occurrence of hydrogen bonding and dipole–dipole interactions
between the polar groups of surfactant and solubilizate and a preference for an ordered
packing of amphiphilic solubilizates at the micellar palisade layer [30].

In certain cases, solubilization is driven by specific interactions. For example, the for-
mation of a strong bromine–AOT charge-transfer complex has been considered responsi-
ble for the solubilization and location of bromine in AOT-reversed micelles [26].

The contemporaneous presence of different solubilizates sometimes involves com-
petition for the micellar binding sites [31]. For instance, from an analysis of the heats of 
solution of benzene and water in solutions of reversed micelles of tetraethylene glycol 
dodecyl ether in decane, a competition between water and benzene for the surfactant hy-
drophilic groups was shown [32].

Incidentally, it must be pointed out that the contemporaneous or sequential solubi-
lization of finite amounts of appropriately chosen substances within the micellar core is an
unexplored research field that potentially opens the door to the study of highly complex and
intriguing phenomena.

At infinite dilution, 1-pentanol monomers distribute between AOT-reversed micelles
and the continuous organic phase, whereas at finite alcohol concentration, given the ability
of alcohol to self-assemble in the apolar organic solvent, a coexistence between reversed
micelles (solubilizing 1-pentanol) and alcoholic aggregates (incorporating AOT
molecules) is realized [25].

Dynamic light-scattering experiments or the analysis of some physicochemical prop-
erties have shown that finite amounts of formamide, N-methylformamide, NN-dimethyl-
formamide, ethylene glycol, glycerol, acetonitrile, methanol, and 1,2 propanediol can be
entrapped within the micellar core of AOT-reversed micelles [33–36]. The encapsulation
of formamide and N-methylformamide nanoclusters in AOT-reversed micelles involves a
significant breakage of the H-bond network characterizing their structure in the pure state.
Moreover, from solvation dynamics measurements it was deduced that the intramicellar
formamide is nearly completely immobilized [34,35].

In spite of the potentialities of reversed micelles entrapping nonaqueous highly polar
solvents [34], very few investigations on the solubilization in such systems are reported in
the literature. An example is the study of the solubilization of zinc-tetraphenylporphyrin
(ZnTPP) in ethylene glycol/AOT/hydrocarbon systems by steady-state and transient



fluorescence techniques, which showed the existence of different spectroscopic ZnTPP
species, i.e., species located at different domains of the system [37].

It is also possible to solubilize finite amounts of solid substances within reversed mi-
celles [38–40]. For example, in Figure 2, the UV-vis spectrum of Co(NO3)2 solubilized in
reversed micelles of C12E4 is compared with that of a thin film of bulk Co(NO3)2. It is in-
teresting to note both similarities and differences between the two spectra. Another exam-
ple is given by urea, which, as emphasized by the IR spectrum reported in Figure 3, can be

FIG. 2 Comparison between the UV-vis spectra of a Co(NO3)2/C12E4/cyclohexane system
([C12E4] � 0.094 mol-kg�1; [Co(NO3)2] � 0.0043 mol-kg�1) and of a thin film of bulk Co(NO3)2.
The band at about 292 nm is due to the nitrate ion and that at 518 nm to the cobalt ion.

FIG. 3 Comparison between the IR spectra of a urea/AOT/CCl4 system ([AOT] � 0.1 mol-kg�1;
[urea]/[AOT] � 0.73) and of a bulk urea.



solubilized in AOT-reversed micelles dispersed in CCl4. Both NH stretching band position
and shape compared with those of pure urea indicate that it is solubilized in the micellar
core, forming strongly perturbed H bonds [41].

Sometimes, solubilization involves marked structural and/or dynamic changes of the
reversed micelle solutions. It has been reported that solubilization of stoichiometric
amounts of p-cresol, p-ethylphenol, and benzenediols in reversed micelles of AOT in iso-
octane leads to dramatic viscosity increases and to gel formation. This has been attributed
to the formation of an extended dynamic network constituted of molecules of these sub-
stances and AOT linked through hydrogen bonding [42,43]. Given their chemical compo-
sition, such highly viscous surfactant-based systems are generally called organogels.

Obviously, water, aqueous solutions of salts, and mixtures of highly hydrophilic sol-
vents have also been found to be solubilized in the micellar core [13,44]. The maximum
amount of such solubilizates that can be dissolved in reversed micelles varies widely,
strongly depending on the nature of the surfactant and the apolar solvent, on the concen-
trations of surfactant and of additives, and on temperature [24,45–47].

For instance, it has been observed that the addition of additives such as cyclohexane,
benzene, and nitrobenzene to water/AOT/isoctane systems considerably increases the
maximum amount of solubilized water [48]. The same effect has been observed in the pres-
ence of finite amounts of cytochrome c [49].

In some systems containing surfactant mixtures, a synergistic effect on the water sol-
ubilization capacity has been observed [50].

In general, solubilization of appropriate substances in a solution of reversed micelles
forming a solid, liquid, or gel core within the reversed micelle is the preliminary step to 
realize systems easily handled and interesting both from the theoretical and the practical
points of view.

The effects of the intramicellar confinement of polar and amphiphilic species in
nanoscopic domains dispersed in an apolar solvent on their physicochemical properties
(electronic structure, density, dielectric constant, phase diagram, reactivity, etc.) have 
received considerable attention [51,52]. In particular, the properties of water confined in re-
versed micelles have been widely investigated, since it simulates water hydrating enzymes
or encapsulated in biological environments [13,23,53–59].

Studies of reversed micelles dispersed in supercritical fluids have shown their ability
to solubilize hydrophilic substances, including biomolecules and dyes, opening the door to
many new applications [60,61]. In particular, solutions of reversed micelles in liquid and
supercritical carbon dioxide have been suggested as novel media for processes generating
a minimum amount of waste and with a low energy requirement [62].

A mimic system of a photosynthetic apparatus was realized by solubilizing C-phy-
cocyanin and zinc phthalocyanine in reversed micelles of tween-80 dispersed in cyclohex-
ane [63].

Dodecylpyridinium iodide–reversed micelles trapping chlorophyll a have been sug-
gested as interesting photochemical model systems [22] and water/AOT/chloroethylene
systems as peculiar dry-cleaning solvents [64].

Recently, an electrorheological effect, i.e., an increase in the viscosity and dynamic
shear moduli of lecithin/n-decane solutions in the presence of small amounts of polar ad-
ditives (water or glycerol) when an external electric field is applied to the system, has been
observed [65].

Considering that microwaves couple mainly with polar and amphiphilic molecules,
it has been suggested that microwave irradiation of these microheterogeneous systems, 



at appropriately chosen frequencies and within a system-specific time scale, allows a se-
lective heating of only the hydrophilic microdomains. Then intriguing effects on reaction
rates and/or mechanisms can be expected, such as selective thermal decomposition of 
hydrophilic solubilizates, which leaves practically unaltered apolar thermolabile solubi-
lizates [66].

Other applications are based on the use of solutions of reversed micelles as templates.
For example, solutions of reversed micelles have been employed as a matrix to control the
porosity of cross-linked polymer resins. The pore size of the polymers was controlled by
varying the amounts of water in the AOT-reversed micelles [67].

Given their radio-frequency electrical properties and nuclear magnetic resonance
chemical shift components, solutions of reversed micelles constituted of water, AOT, and
decane have been proposed as suitable systems to test and calibrate the performance of
magnetic resonance imagers [68].

III. WATER-CONTAINING REVERSED MICELLES

A. Structural and Dynamic Properties of Water-Containing
Reversed Micelles

Solubilization of water or other highly hydrophilic substances within the micellar core in-
volves solvation of the surfactant head group, accompanied by an increase in the effective
head group area, a decrease in the staggering of surfactant molecules, conformational
changes of the surfactant, micellar swelling, a marked increase in the surfactant aggrega-
tion number, changes in the flexibility, penetrability, and packing order of the surfactant
layer, change in the intermicellar interactions, and, at constant surfactant concentration, a
decrease in the number density of reversed micelles [69]. Moreover, reversed micelles are
transformed from short-living aggregates to more stable molecular assemblies, with a
greater persistence in size and shape of the entire aggregate [70].

However, large and frequent fluctuations of local properties have to be considered to
achieve a realistic view of these systems. The dynamics of water-containing reversed mi-
celles is in fact characterized by a wide variety of processes, such as lateral diffusion of 
surfactant molecules at the water/surfactant interface, conformational dynamics of its po-
lar and apolar moieties, fast exchange of water molecules between the surface and the 
center of the hydrophilic core, micellar shape, and charge (in the case of ionic surfactant)
fluctuations, exchange of water and surfactant molecules between bulk solvent and micelle,
diffusion and rotation of the entire aggregate, intermicellar encounters, breaking/reforming
of adhesive bonds between contacting micelles, and intermicellar material exchange
[3,5–7,71–78].

In the case of water-containing AOT-reversed micelles, less than 1 in 1000 intermi-
cellar collisions leads to micelle coalescence followed by separation and a material ex-
change process occurring in the microsecond to millisecond time scale [3,79].

The intermicellar material exchange process can also be assisted by the exocytotic-
endocytotic mechanism, i.e., through the gemmation of a minimicelle from a micelle, its
diffusion and subsequent coalescence with another micelle [6,69].

The importance of the material exchange process can hardly be overemphasized
since it is the mechanism whereby the equilibrium micellar size and polydispersity are
reached and maintained, the reversed micelles of ionic surfactants become charged, polar
and amphiphilic solubilizates are transported, and hydrophilic reactants can come in



contact and react. Besides, it must be pointed out that solutions of water-containing re-
versed micelles may be considered effectively continuous systems at timescales longer than
the characteristic time of the exchange process, whereas only at shorter time scales (i.e., on
millisecond–microsecond timescales) may they be considered to be constituted of discrete
entities dispersed in the apolar solvent [5,80].

Obviously, factors that determine a decrease in the material exchange rate are ex-
pected to extend intermicellar confinement effects to a longer time scale and/or to lead to
more marked confinement effects. Enhancement or inhibition of the material exchange rate
can be attained through the control of temperature, the nature of surfactant and apolar sol-
vent, composition, and the presence of additives [5,78].

The size and shape of water-containing reversed micelles and their dependence on
the water and surfactant concentrations are system specific. The micellar size is regulated
mainly by the pronounced tendency of the surfactant to be located opportunely oriented
between water and apolar solvent involving a huge value of the water/apolar solvent in-
terface and nanosize reversed micelles. Striking is the peculiar case of didode-
cyldimethylammonium bromide, which is practically insoluble in either water or alkanes
but forms thermodynamically stable systems in a wide composition range in the presence
of both [81].

Spherical water-containing reversed micelles, characterized by the smallest micellar
surface-to-volume ratio, occur when water/surfactant interactions are less favorable than
water/water and/or surfactant/surfactant interactions, while rodlike water-containing re-
versed micelles, characterized by a greater surface-to-volume ratio, occur when water/sur-
factant interactions are more favorable than water/water and/or surfactant/surfactant inter-
actions. Since the strength of water/surfactant and surfactant/surfactant interactions is
strongly influenced by the geometric properties of the surfactant hydrophilic and hy-
drophobic moieties, geometric parameters of the surfactant molecules are useful for pre-
dicting their aggregational behavior [82,83].

Independent of the nature of the apolar solvent, nearly spherical and monodisperse
water-containing reversed micelles are formed by AOT, whose size is quite independent of
the surfactant concentration and regulated mainly by the molar ratio R (R � [water]/[sur-
factant]) [5,84,85].

A simple geometric model, based on the hypothesis that water plus surfactant are
subdivided in nanospheres and that their total surface is fixed by the amount of surfactant,
can predict the dependence of the micellar radius (r) on R and that of the micellar concen-
tration on R and on the surfactant concentration.

Assuming spherical micelles, the volume Vm and the surface Am of a micelle are given
by

Vm � �
4�

3
r3

� � nsVs � nwVw (1)

Am � 4�r2 � nsAs (2)

where ns and nw are, respectively, the number of moles of surfactant and water in one mi-
celle, Vs and Vw their molar volumes, and As the molar interfacial area of the surfactant at
the surfactant/apolar solvent interface. Combining Eqs. (1) and (2) and remembering that
R � nw/ns, one obtains
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Experimentally, it has been found that for water-containing AOT-reversed micelles,
Vs, Vw, and As change with R, becoming nearly constant above R � 10 [86,87]. It follows
that only above R � 10 it can a linear relationship between r and R be expected [88].

The number density (N) of micelles as a function of the volume fraction , of the dis-
persed phase (water plus surfactant) can be calculated by

N � �
V
,

m
� � � (4)

Equation 4 shows that, at constant ,, a change of the external parameter R affects not
only the radius but also the concentration of water-containing reversed micelles. It is also
of interest that, by increasing R, the fraction of bulklike water molecules located in the core
(or the time fraction spent by each water molecule in the core) of spherical reversed 
micelles increases progressively, whereas the opposite occurs for perturbed water
molecules located at the water–surfactant interface, as a consequence of the parallel de-
crease of the micellar surface-to-volume ratio.

According to current knowledge, the spherical water-containing reversed micelles
can be well represented by the onion model (see Fig. 4). In a time scale smaller than that of
the molecular exchange between different micellar sites, this model takes into account the
presence of two different hydrophilic regions (B and C) and three different solubilization
sites (the aqueous core, the hydrated head group region, and the palisade layer), which are
more or less greatly affected by a change of R.

The apparent molar volume of interfacial water in AOT-reversed micelles is lower and
its refractive index is greater than that of pure water. These findings, together with other ex-
perimental evidence, emphasize that these water molecules are destructured, immobilized,
and polarized by the ionic head of AOT [2,84,89]. In particular, it has been reported that the
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FIG. 4 Onion model of spherical water-containing reversed micelles. Solvent molecules are not
represented. A, surfactant alkyl chain domain; B, head group plus hydration water domain; C, “bulk”
water domain. (For water-containing AOT-reversed micelles, the approximate thickness of layer A
is 1.5 nm, of layer B is 0.4 nm, whereas the radius of C is given by the equation rw � 0.17R nm.)



characteristic time of orientational relaxation of the water molecules at the micellar inter-
face (2–8 ns) is much slower than that of water molecules in bulk water (0.3 ps) [77].

Sound velocity results showed that water-filled reversed micelles are more floppy
than bulk water [70].

The small and positive values of enthalpy of solution of water in AOT-reversed mi-
celles indicate that its energetic state is only slightly changed and that water solubilization
(unfavorable from an enthalpic point of view) is driven mainly by a favorable change in en-
tropy (the destructuration of the water at the interface and its dispersion as nanodroplets
could be prominent contributions) [87].

The water structure at the water/surfactant interface depends on the nature of the sur-
factant head group, whereas the hydrophobic interface plays only a secondary role [91–93].

In contrast, thermodynamic as well as spectroscopic properties of “core” water in
AOT-reversed micelles are similar to those of pure water. Together with electrostatic con-
siderations, this suggests that the penetration of counterions in the micellar core is negligi-
ble and that a relatively small number of water molecules are able to reconstruct the typi-
cal extended H-bonded structure of bulk water.

Indeed, the degree of binding of the counterions to the micellar surface, even in the
largest aqueous core, is found to be 72% [2,94]. This means that virtually all counterions
are confined in a thin shell near the surface (about 4 Å), the concentration of ions in this do-
main is very high, and a nearly ordered bidimensional spherical lattice of charges is formed
at the water/surfactant interface of ionic surfactants.

It has been suggested that this spherical layer of charges effectively screens water
from the external electric field, leading to an apparent dielectric constant much lower than
that of bulk water [35,91,95,96].

Differential scanning calorimetry measurements have shown a marked cooling/heat-
ing cycle hysteresis and that water entrapped in AOT-reversed micelles is only partially
freezable. Moreover, the freezable fraction displays strong supercooling behavior as an ef-
fect of the very small size of the aqueous micellar core. The nonfreezable water fraction has
been recognized as the water located at the water/surfactant interface engaged in solvation
of the surfactant head groups [97,98].

Incidentally, it is of interest to note that solutions of water-containing reversed mi-
celles could be employed to study the physicochemical properties of nanosize solid water.

Also, the segmental mobility and preferential conformation of surfactant alkyl chains
is perturbed by water addition [92,99].

By 1H and 13C NMR, the occurrence of conformational changes of the AOT
molecules with R has been emphasized [13]. An increase of the lateral packing order of the
surfactant alkyl chains located in the micellar palisade layer due to water addition has also
been pointed out by FT-IR [58,92].

Elongated micelles occur when water/surfactant interactions are more favorable than
surfactant/surfactant and water/water interactions involving the unidimensional growth of
the micelles with R and the absence of a bulklike water domain within the micellar core (see
Figure 5). Lecithin, for example, being able to establish strong hydrogen bonds with water,
forms very long rodlike water-containing reversed micelles [58,100–103]. Their length is
triggered mainly by the scission energy, i.e., the energy necessary to break a micelle into
two parts [104].

The solubilization of water in lecithin-reversed micelles has been found to be an
exothermic process. This finding confirms that water interacts with the zwitterionic head
group of lecithin, promoting the formation of strong intermolecular H bonds [104].



The vibrational dynamics of water solubilized in lecithin-reversed micelles appears
to be practically indistinguishable from those in bulk water; i.e., in the micellar core an 
extensive hydrogen bonded domain is realized, similar, at least from the vibrational point
of view, to that occurring in pure water [58]. On the other hand, the reorientational dy-
namics of the water domain are strongly affected, due to water nanoconfinement and inter-
facial effects [105,106].

In many cases, under changing experimental conditions, water-containing reversed
micelles evolve, exhibiting a wide range of shapes such as disks, rods, lamellas, and re-
verse-vesicular aggregates [15,107,108]. Nickel and copper bis(2-ethylhexyl) sulfosucci-
nate and sodium bis(2-ethylhexyl) phosphate, for example, form rod-shaped droplets at low
water contents that convert to more spherical aggregates as the water content is increased
[23,92,109,110].

Didodecyldimethylammonium bromide forms in the dilute-phase cylindrical re-
versed micelles in the range 2 � R � 8, showing an abrupt structural change at R � 10 and
forming spherical aggregates at R � 10 [17].

The cobalt, nickel, and copper bis(2-ethylhexyl) phosphate surfactants dissolved in
n-heptane lead to quasi-one-dimensional association microstructures, i.e., rodlike reversed
micelles that increase in size via water solubilization [111].

B. Solubilization in Water-Containing Reversed Micelles

Many investigations have been performed on the solubilization of solutes within water-
containing reversed micelles to probe micellar structure and dynamics, to study intrami-
cellar and intermicellar confinement effects, to define their partitioning, and to point out
mutual modifications due to solute–micelle interactions. The knowledge of the solubiliza-
tion site of a solute in solution of water-containing reversed micelles and of the interaction
forces governing its partitioning between the different microregions is fundamental to ra-
tionalize its enhanced solubility and reactivity [112,113].

FIG. 5 Representation of rodlike water-containing reversed micelles.



It is of interest that, as a consequence of the peculiar state of reactants in such sys-
tems, reactions rates and equilibrium constants are very often altered by several orders of
magnitude as compared with those in homogeneous solution [114,115].

Moreover, solutions of water-containing reversed micelles (also called w/o mi-
croemulsions) have been considered useful solvent and reaction media for many techno-
logical applications (solvent extractions, lubrication, enhanced solubilization, and 
stabilization of drugs and cosmetics, photochemical reactions, polymerization processes,
nanoparticle synthesis, corrosion inhibition, catalysis, tertiary oil recovery, etc.). Also,
some resemblance between these systems and biological environments has been the driv-
ing force to employ solutions of reversed micelles to model or to mimic some aspects of bi-
ological processes, such as biomineralization and enzyme-mediated synthesis, or to realize
pharmaceutical preparations [116,117]. This is because, as in biological systems, it is 
possible to take advantage of confinement effects to drive and to control processes such as
polymerization, precipitation, catalysis, diffusion, and molecular separation.

Since very often the physicochemical properties of solubilizates are modified when
they are entrapped in reversed micelles, almost all the experimental techniques can been
used, and have been used, to study solubilization [28,31,118–122].

In order to rationalize the experimental results of solubilization investigations at fi-
nite solubilizate concentrations, it is fundamental to consider the mean number of solubi-
lizate molecules per micelle, their location within each micelle, and their distribution
among the micellar aggregates. Several distribution models of solubilizates in solutions of
water-containing reversed micelles have been proposed. In the case of solubilizates at low
concentration and that do not significantly influence the micellar structure, a random dis-
tribution is generally found. When there is a marked attractive interaction between solubi-
lizate molecules or the changes due to the solubilizate molecule make the micelle more dis-
posed to host other solubilizate molecules, they tend to be located in the same micelle. This
effect is dramatically observed during the formation of solid nanoparticles within reversed
micelles. On the other hand, the complex interactions responsible for the solubilizate dis-
tribution can also lead to a preferential solubilization in empty micelles (repulsive distri-
bution) [44].

As a result of their size and of specific interactions, hydrophilic macromolecules or
solid nanoparticles cause strong changes in micellar size and dynamics, and their structural
and dynamic properties are strongly affected. In these cases, the distribution among re-
versed micelles can be only described by ad hoc models [13,123].

Moreover, as a general behavior and indirect effect of solubilizate/micelle interac-
tions, incorporation of additives influences the stability and the phase diagram of the sys-
tem [48,119,124].

In recent decades, many investigations have been carried out on the solubilization
and on the physicochemical characterization of a wide variety of substances confined in
water-containing reversed micelles. Even if these studies have not produced a general the-
ory to predict a priori all the effects accompanying the solubilization process, some general
aspects nonetheless have been underlined. In the following, the results of some of these in-
vestigations, selected to show the extent of some peculiar behaviors, will be reported.

C. Solubilization of Electrolytes

The secondary solubilization of electrolytes, namely, their solubilization into water solubi-
lized in the micelle, has been widely investigated [125–127].



Electrolytes are obviously solubilized only in the aqueous micellar core. Adding
electrolytes in water-containing AOT-reversed micelles has an effect that is opposite to that
observed for direct micelles, i.e., a decrease in the micellar radius and in the intermicellar
attractive interactions is observed. This has been attributed to the stabilization of AOT ions
at the water/surfactant interface [128].

Effects on the micellar shape are also induced by electrolyte addition. It has been ob-
served that, in decane, the water-containing AOT-reversed micelles become more spheri-
cal upon addition of salt (NaCl, CaCl2) [6].

The addition of salts modifies the composition of the layer of charges at the micellar
interface of ionic surfactants, reducing the static dielectric constant of the system
[129,130]. Moreover, addition of an electrolyte (NaCl or CaCl2) to water-containing AOT-
reversed micelles leads to a marked decrease in the maximal solubility of water, in the vis-
cosity, and in the electrical birefringence relaxation time [131].

Investigations of the solubilization of water and aqueous NaCl solutions in mixed re-
verse micellar systems formed with AOT and nonionic surfactants in hydrocarbons em-
phasized the presence of a maximum solubilization capacity of water, occurring at a cer-
tain concentration of NaCl, which is significantly influenced by the solvent used [132].

By NMR, it has been observed that the solubilization of various diamagnetic salts in
water/AOT/n-octane microemulsions induces a micellar reorganization that is dependent
on the electrolyte valence and concentration [133].

Sometimes, the physicochemical properties of ionic species solubilized in the aque-
ous core of reversed micelles are different from those in bulk water. Changes in the elec-
tronic absorption spectra of ionic species (I�, Co2�, Cu2�) entrapped in AOT-reversed mi-
celles have been observed, attributed to changes in the amount of water available for
solvation [2,92,134]. In particular, it has been observed that at low water concentrations
cobalt ions are solubilized in the micellar core as a tetrahedral complex, whereas with in-
creasing water concentration there is a gradual conversion to an octahedral complex [135].

D. Solubilization of Small Polar and Amphiphilic Molecules

The different location of polar and amphiphilic molecules within water-containing reversed
micelles is depicted in Figure 6. Polar solutes, by increasing the micellar core matter of
spherical micelles, induce an increase in the micellar radius, while amphiphilic molecules,
being preferentially solubilized in the water/surfactant interface and consequently increas-
ing the interfacial surface, lead to a decrease in the micellar radius [49,136,137]. These ef-
fects can easily be embodied in Eqs. (3) and (4), allowing a quantitative evaluation of the
mean micellar radius and number density of reversed micelles in the presence of polar and
amphiphilic solubilizates. Moreover it must be pointed out that, as a function of the specific
distribution law of the solubilizate molecules and on a time scale shorter than that of the
material exchange process, the system appears polydisperse and composed of empty and
differently occupied reversed micelles [136].

By small-angle neutron scattering experiments on water/AOT/hydrocarbon mi-
croemulsions containing various additives, the change of the radius of the micellar core
with the addition of small quantities of additives has been investigated. The results are con-
sistent with a model in which amphiphilic molecules such as benzyl alcohol and octanol are
preferentially adsorbed into the water/surfactant interfacial region, decreasing the micellar
radius, whereas toluene remains predominantly in the bulk hydrocarbon phase. The effect
of n-alcohols on the stability of microemulsions has also been reported [119].



In addition to the degree of hydrophilicity of the solubilizates, their size and struc-
ture, the size of the host microregions, or the occurrence of specific processes must be taken
into account in order to rationalize the driving forces of the solubilization process and of
the solubilization site within water-containing reversed micelles [25,138,139].

The solubilization of small amphiphilic solutes in water-containing reversed micelles
can be consistently treated by a simple Nernstian distribution law, taking into account all
the possible solubilization sites [29]. It has been found that the distribution coefficients of
alcohols and diamines between aqueous core and bulk apolar solvent decrease by increas-
ing the hydrophobicity of the solubilizate, while the opposite occurs to the distribution 
coefficients between the palisade layer of AOT-reversed micelles and the bulk apolar sol-
vent. Moreover, at a sufficiently high R value, for the more hydrophilic solubilizates the
preferential solubilization site changes from the palisade layer to the micellar core. The en-
thalpies of transfer from the apolar solvent to the micelles are exothermic (solubilization
driven mainly by a favorable enthalpic term), and to their values also contribute changes in
the micellar structure and/or preferential location of the solubilizate in the palisade layer
[28]. These thermodynamic data also indicate that in the palisade layer the solubilizates are
forced to orient so that only one polar group of the diamines interacts with the hydrated sur-
factant head groups, while this does not occur in the aqueous core, where both polar groups
of the diamines can be hydrated, emphasizing the peculiar solvent properties of the water-
containing AOT-reversed micelles.

Fluorescence investigations of the partitioning of the aromatic fluorophore Prodan in
water/AOT/n-heptane, water/DTAB/n-hexanol/n-heptane, and water/CTAB/n-hexanol/n-
heptane microemulsions proved that this molecule, as a consequence of a variety of non-
covalent interactions, is distributed in several distinct micellar domains [140].

In the case of Kryptofix 221D, a cryptand able to complex the alkali metal cations
[141–143], it has been observed that it is solubilized mainly in the palisade layer of the
AOT-reversed micelles. And from an analysis of the enthalpy of transfer of this solubilizate
from the organic to the micellar phase it has been established that the driving force of the
solubilization is the complexation of the sodium counterion. In addition, the enthalpy 

FIG. 6 Representation of spherical water-containing reversed micelles solubilizing a polar
molecule (p) in the micellar core (A) or an amphiphilic molecule (a) in the palisade layer (B).

(A) (B)



values show the peculiar solvation state of sodium counterions and that they are located es-
sentially near the water–AOT interface [138].

A rather unexpected solubilization phenomenon has also been described, i.e., the
pressure-induced encapsulation of low-molecular-weight gases in the aqueous micellar
core, followed by clathrate hydrate formation [144,145].

Electronic properties of solubilizates are significantly influenced by the micellar mi-
croenvironment as a consequence of the abnormal water properties in w/o microemulsions
and/or of their specific location, and this effect has been employed to define their solubi-
lization site [46–148]. By UV-vis spectrophotometry, the interaction between melatonin-
and water-containing AOT- and lecithin-reversed micelles has been investigated [113]. The
experimental results indicate that melatonin strongly prefers to be located at the micellar
palisade layer. This, while supporting the hypothesis that melatonin may provide antioxi-
dant protection without the benefit of receptors, suggests that it could easily scavenge aque-
ous as well as lipophilic radicals.

The fluorescence characteristics of daunomycin, doxorubicin, and other anthracy-
cline drugs solubilized in the water/AOT/n-heptane system were used to monitor their 
localization [121].

The microenvironment in water-containing AOT-reversed micelles has a marked ef-
fect on the spectral properties of fluorescein. The absorption peaks are red-shifted by about
10 nm from the corresponding positions in aqueous solution, the absorption extinction co-
efficient increases with R, and the fluorescence is more effectively quenched in AOT-re-
versed micelles than in aqueous solution [149].

By flourescence techniques, it was observed that the fluorescence yield and lifetime
of 1,8-anilinonaphthalenesulfonate decrease with an increase in the aqueous core of AOT-
reversed micelles, while the position of the emission maximum shifts to longer wave-
lengths [64]. These changes in the electronic properties were attributed to the peculiar ef-
fective polarity and viscosity of the micellar core and to their evolution with R.

It has been reported that while in aqueous solution the lifetime of optically excited
nile red is 0.65 ns; inside AOT-reversed micelles it is 3.73 ns, becoming 2.06 ns at R � 30
[150].

The fluorescence lifetime of trans-4-[4-(dimethylamino-styryl]-1-methylpyridinium
iodide trapped in water-containing AOT-reversed micelles has been found to be markedly
influenced by R, implying a significant effect on its excited-state twisting motion [122].

Using the UV-vis absorption spectra of phenol blue and methyl orange solubilized in
solutions of AOT-reversed micelles in supercritical ethane, it was ascertained that phenol
blue resides in the palisade layer, whereas methyl orange resides in the reversed micelle
core [61]. Depending on temperature it has also been observed that methyl orange solubi-
lized in a w/o microemulsion composed of water, potassium oleate, hexanol, and hexade-
cane is located in the micellar palisade layer as monomer and/or aggregates in the parallel
orientation [120].

Also, acridine orange dissolved in an AOT-based w/o microemulsion is located at the
micellar palisade layer, forming bidimensional aggregates by increasing the dye concen-
tration [151].

Even molecules highly soluble in water, such as phenols, are preferentially solubi-
lized in the micellar palisade layer. The binding of phenol to AOT-reversed micelles in iso-
octane shows a decrease of the binding constant followed by a plateau value as the water-
to-AOT ratio is increased. This behavior was rationalized in terms of phenol–water
competition for interfacial binding sites [152].



The solubilization of amino acids in AOT-reversed micelles has been widely inves-
tigated showing the importance of the hydrophobic effect as a driving force in interfacial
solubilization [153–157]. Hydrophilic amino acids are solubilized in the aqueous micellar
core through electrostatic interactions. The amino acids with strongly hydrophobic groups
are incorporated mainly in the interfacial layer. The partition coefficient for tryptophan and
micellar shape are affected by the loading ratio of tryptophan to AOT [158].

By IR spectroscopy it was emphasized that the solubilization of amino acids or
oligopeptides in water-containing lecithin-reversed micelles involves structural changes in
the aqueous micellar core [159].

Some investigations have tested the ability of reversed micelles to act as efficient 
carriers of molecular species. Solutions of water-containing AOT-reversed micelles have
been employed for the selective transport and the efficient separation of the two amino
acids tryptophane and p-iodophenylalanine [160].

The transdermal permation of glyceryl trinitrate encapsulated in AOT-reversed mi-
celles was compared with that of an aqueous solution, and an enhancement in permeation
was found as well as the absence of skin irritation [161].

E. Solubilization of Macromolecules

The solubilization of enzymes and proteins in water-containing reversed micelles has 
attracted a great deal of interest for their selective separation, purification, and efficient 
refolding and for bioreactions involving a wide class of polar, apolar, and amphiphilic 
reactants and products [13,44,162–164].

Entrapment of enzymes within reversed micelles can be achieved simply by dissol-
ving the biopolymer, pure or solubilized in an appropriate solvent, in a solution of reversed
micelles or by extraction from an immiscible liquid phase [13,165,166].

Using a solution of water-containing reversed micelles of di(2-ethylhexyl)phospho-
rothioic acid in isooctane, hemoglobin was extracted and concentrated. Desolubilization of
the protein entrapped in the reversed micelles by weak alkaline solution was realized by
adding small amounts of n-octanol [167].

The influence of pH, ionic strength, and protein concentration on the extraction of 	-
lactalbumin and 
-lactoglobulin from an aqueous solution with water/AOT/isooctane mi-
croemulsions and their separation has been reported [168].

The entrapment of 	-chymotrypsin, lysozyme, and myelin in AOT-reversed micelles
is accompanied by an increase in the micellar water content and in the size of the micelle.
As a consequence of the redistribution of water among reversed micelles, the micellar so-
lution results in being constituted by large protein-containing micelles and small unfilled
ones [169].

The influence of system parameters such as protein charge, size, and concentration,
ionic strength, and water content on the sizes of filled and unfilled reversed micelles has
been investigated [170].

By adding 1-alkanols to AOT-based w/o microemulsions, some proteins (ribonucle-
ase, lysozyme, alpha-chymotrypsin, pepsin, bovine serum albumin, and catalase) are read-
ily expelled, while the major part of the surfactant remained in solution [171].

Solubilization of biomolecules could induce change in the microemulsion structure.
For example, in the presence of the human serum albumin and at low R value, the ternary
microemulsion AOT/water/isoctane shows a transition to a bicontinuous microstructure
[172].



As a result of the micellar environment, enzymes and proteins acquire novel confor-
mational and/or dynamic properties, which has led to an interesting research perspective
from both the biophysical and the biotechnological points of view [173–175]. From the
comparison of some properties of catalase and horseradish peroxidase solubilized in wa-
ter/AOT/n-heptane microemulsions with those in an aqueous solution of AOT it was 
ascertained that the secondary structure of catalase significantly changes in the presence of
an aqueous micellar solution of AOT, whereas in AOT/n-heptane reverse micelles it does
not change. On the other hand, AOT has no effect on horseradish peroxidase in aqueous 
solution, whereas slight changes in the secondary structure of horseradish peroxidase in
AOT/n-heptane reverse micelles occur [176].

In the case of myelin proteolipid solubilized in water/tetraethylene glycol monodo-
decyl ether/dodecane microemulsions, its 	-helical structure is preserved [176,177].

For many solubilized enzymes the greatest catalytic activity and/or changes in con-
formation are found at R � 12, namely, when the competition for the water in the system
between surfactant head groups and biopolymers is strong. This emphasizes the importance
of the hydration water surrounding the biopolymer on its reactivity and conformation [13].

It has been reported that enzymes incorporated in the aqueous polar core of the re-
versed micelles are protected against denaturation and that the distribution of some pro-
teins, such as chymotrypsine, ribonuclease, and cytochrome c, is well described by a Pois-
son distribution. The protein state and reactivity were found markedly different from those
observed in bulk aqueous solution [178,179].

It has been observed that whereas the catalytic activity of malic dehydrogenase in wa-
ter is not influenced by pressure, in reversed micelles it shows a bell-shaped dependence,
suggesting regulation of the enzymatic activity by pressure application, which cannot be 
realized in aqueous solutions [180].

The activity of 	-chymotrypsin was found to be insensitive to the R value, i.e., from
the size of the reversed micelles. This was taken as an indication that this enzyme is able to
create its own micelles in the hydrocarbon rather than occupy empty ones and that the 
so-called exclusion effect, i.e., protein larger than the empty micelle cannot be solubilized,
is incorrect [181,182].

Even entrapment of entire cells within reversed micelles without loss of their func-
tionality has been achieved. For example, mitochondria and bacteria (Actinobacter cal-
coaceticus, Escherichia coli, Corynebacterium equi) have been successfully solubilized in
a microemulsion consisting of isopropyl palmitate, polyoxyethylene sorbitan trioleate [162].

Enhanced hydrogen photoproduction by the bacterium Rhodopseudomonas
sphaeroides or by the coupled system Halobacterium halobium and chloroplasts organelles
entrapped inside the aqueous core of reversed micelles with respect to the same cells 
suspended in normal aqueous medium has been reported [183,184].

The entrapment of nonbiological polymeric materials within water-containing re-
versed micelles has also been investigated [185]. From the technological point of view, the
interest in mixed molecular aggregates composed of polymers and surfactants is due to the
peculiar nanostructures that can be realized and consequently to the possibility of obtain-
ing advanced materials for specific applications. Studies on the solubilization of poly-
acrylic acid and its sodium salt in the rodlike reversed micelles of the cationic surfactant di-
dodecyldimethylammonium bromide indicated the occurrence of conformational change of
these polyelectrolytes [186].

In the presence of the polyelectrolyte polyallylamine hydrochloride (PAAN), the for-
mation of a pearl-necklace structure between AOT-reversed micelles and PAAN was



characterized by two sizes: the size of each micelle and that of the polymer chain connect-
ing the reversed micelles [187]. The preferential adsorption of AOT-reversed micelles on
the polymeric chain of polystyrene in toluene has also been revealed [188].

Solubilization of a graft copolymer comprising a hydrophobic poly(dodecyl-
methacrylate) backbone and hydrophilic poly(ethylene glycol) monomethyl ether side
chains in water/AOT/cyclohexane w/o microemulsions was rationalized in terms of the
backbone dissolved in the continuous apolar phase and the side chains entrapped within the
aqueous micellar cores [189].

Effects due to the addition of water-soluble polymers (polyoxyethylene glycol, poly-
acrylamide, and polyvinyl alcohol) on water/AOT/decane w/o microemulsions have been
reported [190].

In addition to solubilization, entrapment of polymers inside reversed micelles can be
achieved by performing in situ suitable polymerization reactions. This methodology has
some specific peculiarities, such as easy control of the polymerization degree and synthe-
sis of a distinct variety of polymeric structures. The size and shape of polymers could be
modulated by the appropriate selection of the reversed micellar system and of synthesis
conditions [31,191]. This kind of control of polymerization could model and/or mimic
some aspects of that occurring in biological systems.

By performing in situ the polymerization of acrylamide in water/AOT/toluene mi-
croemulsions, clear and stable inverse latexes of water-swollen polyacrylamide particles
stabilized by AOT and dispersed in toluene have been found [192–194]. It was shown that
the final dispersions consist of two species of particles in equilibrium, surfactant-coated
polymer particles (size about 400 Å) with narrow size distribution and small AOT micelles
(size about 30 Å).

Nanosize particles of polyacrylic acid were synthesized in w/o microemulsions using
azobisisobutyronitrile as lipophilic radical initiator, which were considered suitable for en-
capsulation of peptides and other hydrophilic drugs [195].

F. Hosting Nanoparticles

The production of systems consisting of reversed micelles entrapping nanoparticles and dis-
persed in an organic solvent of low polarity is of great interest because of their potential tech-
nological and biotechnological applications [196–198]. This is so because in addition to the
quantum size effects and the huge surface/volume ratio characterizing the properties of
nanoparticles, new distinct features are conferred by their formation and confinement within
reversed micelles, adsorption of surfactant molecules at the nanoparticle surface, and dis-
persion in an apolar medium [199–202]. For example, compared with Mn-doped ZnS ma-
terials synthesized through the conventional aqueous reaction, the same particles prepared
in w/o microemulsion show a significant enhancement of the photoluminescence [201].

Other advantages of the use of a solution of water-containing reversed micelles as
solvent and reaction media are:

Synthesis of nanoparticles can be performed at mild conditions (high temperature or very
low pressure are unnecessary).

A wide class of materials (metals, semiconductors, superconductors, biominerals, water-
soluble inorganic and organic compounds, etc.) can be produced using these systems
[203–206].

The synthesis can easily be modulated to obtain coated nanoparticles, doped nanoparticles,
mixed nanoparticles, or onion nanoparticles [207–211].



Since by changing the nature and/or the concentration of the components of the w/o mi-
croemulsions it is possible to change size and/or shape (spheres, needles, cubes,
wires, bundles, etc.) of the hydrophilic microregions, in principle, the size, size dis-
tribution, and shape of the nanoparticles could easily be modulated [197,202,
212,213].

By simple evaporation of the volatile components of nanoparticle-containing w/o mi-
croemulsions, it is possible to obtain very interesting nanoparticle/surfactant com-
posites [214].

Moreover, stable liquid systems made up of nanoparticles coated with a surfactant
monolayer and dispersed in an apolar medium could be employed to catalyze reactions in-
volving both apolar substrates (solubilized in the bulk solvent) and polar and amphiphilic
substrates (preferentially encapsulated within the reversed micelles or located at the sur-
factant palisade layer) or could be used as antiwear additives for lubricants. For example,
monodisperse nickel boride catalysts were prepared in water/CTAB/hexanol microemul-
sions and used directly as the catalysts of styrene hydrogenation [215].

Since some structural and dynamic features of w/o microemulsions are similar to
those of cellular membranes, such as dominance of interfacial effects and coexistence of
spatially separated hydrophilic and hydrophobic nanoscopic domains, the formation of
nanoparticles of some inorganic salts in microemulsions could be a very simple and realis-
tic way to model or to mimic some aspects of biomineralization processes [216,217].

In addition, it is of interest to note that investigations of the microscopic processes
leading to nucleation, growth, oriented growth by the surfactant monolayer, and growth in-
hibition of nanoparticles in reversed micelles and of confinement and adsorption effects on
such phenomena represent an intriguing and quite unexplored research field [218].

Taking into account that the state of nanoparticles is thermodynamically unstable
against an unlimited growth, the physicochemical processes allowing reversed micelles to
lead to stable dispersions and to a size control of nanoparticles are:

The tendency to maintain their spontaneous size and shape
Charging of nanoparticles [219]
Adsorption of surfactant molecules and/or of suitable coating agents at the nanoparticle

surface
Compartimentalization of nanoparticles in spatially distinct domains

Nanoparticles solubilized in w/o microemulsions have been obtained by performing
in situ suitable reactions [196], by dispersion of particles [219,220], or by controlled nano-
precipitation of a solubilizate [221,222].

Generally, nanoparticles entrapped in water-containing reversed micelles are ob-
tained by mixing two w/o microemulsions carrying inside the reversed micelles the appro-
priate hydrophilic reagents, which, upon coming in contact and reacting, form the precur-
sors of the nanoparticles. The accumulation of these precursors in reversed micelles leads
to the formation of nanoparticles. Then the dispersion of nanoparticles in spatially distinct
domains and/or surfactant adsorption on the nanoparticle surface could prevent unlimited
growth and precipitation [5,217,223].

Some investigations have emphasized the importance of micellar size as a control pa-
rameter of nanoparticle size [224]. It has been suggested that other factors also influence
the nanoparticle size, such as the concentration of the reagents, hydration of the surfactant
head group, intermicellar interactions, and the intermicellar exchange rate [198,225–228].



For instance, nanoparticles of silver chloride have been synthesized by mixing two mi-
croemulsions, one containing silver ions and the other containing chloride ions. It was
shown that the average particle size, the polydispersity and the number of particles formed
depend on the intermicellar exchange rate and/or the rigidity of the surfactant shell [228].

It must be pointed out that formation and stabilization of nanoparticles in reversed
micelles are the result of a delicate equilibrium among many factors. In addition, lacking a
general theory enabling the selection a priori of the optimal conditions for the synthesis of
nanoparticles of a given material with the wanted properties, stable nanoparticles contain-
ing w/o microemulsions can be achieved only in some system-specific and experimentally
selected conditions.

The longtime stability of surfactant-coated Pd nanoparticles in w/o microemulsions
has been investigated. It has been proven that under suitable conditions, the use of the func-
tionalized surfactant Pd(AOT)2 allows very stable nanosize Pd particles to be obtained and
to finely control their average size [229].

The time evolution of the mean size of CdS and ZnS nanoparticles in water/AOT/n-
heptane microemulsions has been investigated by UV-vis spectrophotometry. It was shown
that the initial rapid formation of fractal-like nanoparticles is followed by a slow-growing
process accompanied by superficial structural changes. The marked protective action of the
surfactant monolayer adsorbed on the nanoparticle surface has been also emphasized
[230,231].

Another way to obtain, under suitable conditions, stable dispersions of sur-
factant–stabilized nanoparticles consists in the direct suspension of some materials in w/o
microemulsions. The formation of stable dispersions of rutile (size 80–450 nm) and carbon
black (200–500 nm) in AOT/p-xylene and of rutile, lead chloride, aluminium, antimony in
solutions of calcium soaps in benzene has been reported [219,220].

Nanoparticles of water-soluble compounds can be also obtained by simply solubiliz-
ing the solid compound in dry surfactant/apolar solvent solutions. Typical electronic mi-
crographs of nanoparticles of Co(NO3)2 and urea obtained using this methodology are
shown in Figures 7 and 8 [41].

FIG. 7 Typical electronic micrograph of Co(NO3)2 nanoparticles in deposited film from a
Co(NO3)2/C12E4/cyclohexane system ([C12E4] � 0.094 mol-kg�1; [Co(NO3)2] � 0.0043 mol-kg�1).
Mean size of nanoparticles 19 nm; magnification 300,000.



Another method is based on the evaporation of a w/o microemulsion carrying a 
water–soluble solubilizate inside the micellar core [221,222]. The contemporaneous eva-
poration of the volatile components (water and organic solvent) leads to an increase in the
concentration of micelles and of the solubilizate in the micellar core. Above a threshold
value of the solubilizate concentration, it starts to crystallize in confined space. Nanoparti-
cle coalescence could be hindered by surfactant adsorption and nanoparticle dispersion
within the surfactant matrix.

G. Hosting Nanogels

The core of reversed micelles can be transformed to a highly viscous domain (nanogel) by
entrapping appropriate species, such as viscous solvents and hydrophilic macromolecules,
or by performing in situ appropriate polymerization reactions or intramolecular cross-link-
ing of water-soluble polymer chains [232–234].

Solutions of surfactant-stabilized nanogels share both the advantage of gels (drastic
reduction of molecular diffusion and of internal dynamics of solubilizates entrapped in the
micellar aggregates) and of nonviscous liquids (nanogel-containing reversed micelles dif-
fuse and are dispersed in a macroscopically nonviscous medium). Effects on the lifetime of
excited species and on the catalytic activity and stability of immobilized enzymes can be
expected.

Finite amounts of glycerol (its viscosity is 945 cP at 25°C) can be dispersed in
AOT/heptane or in CTAB/heptane � chloroform systems. The resulting solutions consist
of thermodynamically stable, spherical droplets of glycerol stabilized by the surfactant
[33,235]. The presence of glycerol within the micellar core results in a reduction of the sur-
factant mobility [137].

Some potential applications of dispersions of nanodroplets of such highly viscous
solvents as novel reaction media for controlled synthesis have been investigated [236].

FIG. 8 Typical electronic micrograph of urea nanoparticles in deposited film from a
urea/AOT/CCl4 system ([AOT] � 0.1 mol-kg�1; [urea]/[AOT] � 0.73). Mean size of nanoparticles
120 nm; magnification 12,000.



Insertion of gelatin within water-containing AOT-reversed micelles at R � 30 in-
volves an increase in the micellar density, the refractive index, the permittivity at zero 
frequency, the dielectric relaxation time, and the hypersonic velocity and a decrease in the
micellar adiabatic compressibility. All these results point to a picture of rigid, dense,
anisotropic AOT-reversed micelles containing water and gelatin, which can surely be
viewed as nanogels [233]. The results of scattering experiments on gelatin containing w/o
microemulsions near the sol–gel transition indicated the existence of a network of nanogels
cross-linked by the polymer [232,237].

By solubilizing very viscous aqueous solutions of polyethylene glycol in AOT/iso-
octane solutions, it has been observed that the polymer leads to a decrease in the intermi-
cellar interactions and enhances the stability of very large droplets with R values ranging
from 55 to 150. The largest reversed micelle may contain up to 200 polymer molecules
[238].

Solubilization of vinylpyrrolidone, acrylic acid, and N,N-methylene-bis-acrylamide
in AOT-reversed micelles allowed the synthesis in situ of a cross-linked polymer with 
narrow size distribution confined in the micellar domain. These particles displayed high en-
trapment efficiency of small hydrophilic drugs and have been considered interesting drug
delivery systems [239].

Nanogels made up of various intramolecularly cross-linked macromolecules have
been prepared simply by performing the polymerization of hydrophilic monomers solubi-
lized in the micellar core of reversed micelles, and they represent distinct macromolecular
species from those obtained in bulk [191,240].

IV. SOLUTIONS OF WATER-CONTAINING REVERSED
MICELLES

A. Intermicellar Interactions in Semidilute Solutions of
Water-Containing Reversed Micelles

It has been found that at surfactant concentrations higher than 0.1 M, water-containing re-
versed micelles of AOT are not randomly dispersed in an isolated state in n-heptane but
form clusters through intermicellar flocculation [241,242].

Time-resolved luminescence quenching measurements using the probe Tb(pyridine-
2,6-dicarboxylic acid)3

3� and the quencher bromophenol blue show the existence of micel-
lar clusters in AOT-based w/o microemulsions. The fast exchange appearing over several
microseconds was attributed to intracluster quenching, whereas the slow exchange on the
millisecond time scale was attributed to intercluster exchange [243].

It follows that in spite of the apolar coat surrounding water-containing AOT-reversed
micelles and their dispersion in an apolar medium, some microscopic processes are able to
establish intermicellar attractive interactions. These intermicellar interactions between
AOT-reversed micelles increase with increasing temperature or the chain length of the hy-
drocarbon solvent molecule, thus leading to the enhancement of the clustering process
[244–246], whereas they are reduced in the presence of inorganic salts [131].

It has been proposed that the overlapping of the surfactant hydrocarbon tails is mainly
responsible for the micelle–micelle interactions [247]. However, since tail–tail interactions
are of the same order of magnitude as tail–apolar solvent interactions, it seems more rea-
sonable to consider the overlapping of the surfactant hydrocarbon tails as an effect rather
than the origin of the micelle–micelle interactions.



More recently, in the case of water-containing AOT-reversed micelles, it has been
suggested that a pivotal role in the intermicellar interactions is played by the surfactant dis-
sociation leaving hydrated charged heads and counterions at the micellar surface [89,248].
Then the continuous concerted jumping of hydrated AOT� anions (hopping mechanism)
[89,249–251] among neighboring micelles, forming fluctuating oppositely charged mi-
celles, is responsible for the attractive intermicellar interactions leading to the formation of
extended clusters of reversed micelles and for the conductometric behavior of
water/AOT/hydrocarbon microemulsions [248,243,252].

Moreover, as a consequence of their transient character, a hierarchy of clusters in 
dynamic equilibrium that may differ in shape and size can be hypothesized [253]. Mass,
momentum, and charge transport within a cluster of reversed micelles is expected to be
strongly enhanced as compared to that among isolated reversed micelles. It has been shown
that the dynamics of a network of interacting reversed micelles is successfully described by
a model developed by Cates [35,69,254].

Another mechanism postulated to explain the conductometric behavior of these 
microemulsions attributes it to the transfer of sodium counterions from a reversed micelle
to another through water channels opened by intermicellar coalescence [255–258].

In the case of water-containing lecithin-reversed micelles, an enhancement of hydro-
gen bonding induced by a temperature decrease or an increase in water and/or micellar 
concentration has been suggested to account for the huge increase in the intermicellar in-
teractions leading to unidimensional extensive aggregation of lecithin-reversed micelles,
i.e., the formation of very long and flexible wormlike aggregates characterized by the con-
tinuous breaking and reforming of intermicellar adhesive contacts [69,259]. Then an in-
crease in the temperature determines a destabilization of these aggregates and a decrease in
the viscosity of the system [260].

As expected, substitution of water for other polar substances or the presence of addi-
tives leads to changes in the intermicellar interactions [261].

By dynamic light scattering it was found that, in surfactant stabilized dispersions of
nonaqueous polar solvents (glycerol, ethylene glycol, formamide) in iso-octane, the inter-
actions between reversed micelles are more attractive than the ones observed in w/o mi-
croemulsions. Evidence of intermicellar clusters was obtained in all of these systems [262].

Attractive intermicellar interactions become larger by increasing the urea concentra-
tion in water/AOT/n-hexane microemulsions at R � 10 [263].

The addition of water-soluble polymers, namely, polyoxyethylene glycol, polyacry-
lamide, and polyvinyl alcohol, to water/AOT/alcohol/decane w/o microemulsions de-
creases the intermicellar attractive interactions [190].

B. Concentrated Solutions of Water-Containing Reversed
Micelles

Interesting phenomena are observed by increasing the concentration of reversed micelles,
changing the temperature or pressure, applying high electric fields, or adding suitable so-
lutes. In some conditions, in fact, a dramatic increase in some physicochemical properties
has been observed, such as viscosity, conductance, static permittivity, and sound absorp-
tion [65,80,173,233,243,249,255,264–269].

For example, the conductivity, on the order of 10�18–10�14 S-m�1 in pure oil and
10�8–10�6 S-m�1 in dilute w/o microemulsions of ionic surfactants, in such conditions be-
comes on the order of 10�1 S-m�1 [72].



Two system-dependent interpretative pictures have been proposed to rationalize this
percolative behavior. One attributes percolation to the formation of a bicontinuous struc-
ture [270,271], and the other it to the formation of very large, transient aggregates of re-
versed micelles [249,263,272]. In both cases, percolation leads to the formation of a net-
work (static or dynamic) extending over all the system and able to enhance mass,
momentum, and charge transport through the system. This network could arise from an in-
crease in the intermicellar interactions or for topological reasons. Then all the variations of
external parameters, such as temperature and micellar concentration leading to an exten-
sive intermicellar connectivity, are expected to induce percolation [273].

By considering the viscosimetric behavior of water/AOT/n-heptane microemulsions
at various R, it was observed that at very low R values or at R � 10 these systems behave
as suspensions of highly monodisperse hard-sphere particles, whereas at intermediate R
values they interact strongly [30,273,274]. This is in agreement with the finding that, in the
semidilute region, AOT-reversed micelles form intermicellar aggregates in the range 0 �
R � 10, whereas at R � 10 this does not occur [88], and also that the globular structure of
water-containing reversed micelles persists even at the higher volume fractions of the dis-
persed phase and bicontinuous structure never occurs [89,257,275].

Percolated lecithin-based microemulsions (also called lecithin organogels) have
been widely investigated [19,276]. For these systems, percolation has been attributed to the
formation of an infinitely extended dynamic network of very long, entangled, unidimen-
sional aggregates of reversed micelles sustained mainly by topological hindrances
[100,104,277,278]. This network is similar to that found in semidilute solutions of living
polymers, i.e., linear chain polymers, which can break or recombine along the chain, re-
versibly.

On the other hand, dodecylmethylbutylammonium bromide– and benzyldymethyl-
headecylammonium chloride–based w/o microemulsions, which consist of reversed mi-
celles below the percolation threshold, form a bicontinuous structure above the percolation
threshold [279].

Effects of additives (electrolytes, surfactants, nonelectrolytes) on the volume fraction
and temperature percolation thresholds of a water/AOT/n-heptane system have been in-
vestigated [280,281].

It has been reported that the percolation of conductance of water/AOT/n-heptane mi-
croemulsions is assisted by sodium cholate and retarded by sodium salicylate [282].

The addition of linear chained alkyl alcohols shifts the percolation of AOT mi-
croemulsions to higher temperature, whereas the opposite effect is obtained by adding
polyoxyethylene alkyl ethers [261].

It has also been pointed out that percolation is hindered by molecules stiffening the
micellar interface, such as cholesterol, whereas it is favored by molecules that make the in-
terface more flexible, such as gramicidin and acrylamide [263].

In sodium bis(2-ethylhexyl) phosphate microemulsions, which are composed of
cylindrical micelles in the dilute region, it has been observed that the formation of micellar
clusters is characterized by a branched structure as the volume fraction (,) of the aggre-
gates increases. At , � 0.2, these clusters mutually overlap, forming a network expanded
overall [283].

It is worth noting that the picture of clusters of water-containing reversed micelles
extending for macroscopic distances makes these systems particularly interesting, since
they could allow a spatially ordered distribution of micellar hosts (single molecules,
nanoparticles, etc.), or, from the biological point of view, since they can be considered the
starting point of a realistic model of some aspects of an assembly of living cells.



The possibility of realizing via percolated w/o microemulsion conductor/insulating
composite materials with very large dielectric constant and exotic optical properties has
been pointed out [284].

A kinetic study of the basic hydrolysis in a water/AOT/decane system has shown a
change in the reactivity of p-nitrophenyl ethyl chloromethyl phosphonate above the perco-
lation threshold. The applicability of the pseudophase model of micellar catalysis, below
and above the percolation threshold, was also shown [285].

Under comparable conditions, the reaction rates of the octyl decanoate synthesis by
chromobacterium viscosum lipase in AOT-based microemulsions or immobilized in AOT-
based organogels were similar [286,287].

Percolated microemulsions composed of biocompatible substances, such as some
lecithin-based organogels, have been considered interesting vehicles for the delivery of
drugs [288].

It has also been suggested that solubilization of enzymes in organogels allows inter-
esting reaction media to be realized since they facilitate enzyme reuse and easy product sep-
aration [281].

V. CONCLUSION

A wide variety of substances can be encapsulated in reversed micelles and water-contain-
ing reversed micelles. This allows nanostructures to be obtained that are interesting from
the theoretical and technological points of view. The list of the theoretical questions and of
the potential and actual applications of solutions of reversed micelles at present is very
long, and its length is steeply increasing with time. What appears of utmost importance is
that all the investigations performed in this research field could represent the first steps to-
ward the preparation of nanostructures with increasing complexity, both in structure and
functionality, trending to that observed in biological systems. In the future a better ability
to model or to mimic nature by reversed micelles will give to researchers the possibility of
realizing new and exciting living nano-devices.
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I. INTRODUCTION

The construction of nanostructured colloidal materials is an important area of research in
modern materials science and of great technological importance. Over the years there has
been an immense interest in the design and manufacture of particles with desired surface
properties [1–9]. The technology used to achieve the synthesis of particles with well-de-
fined morphologies and compositions is commonly referred to as particle engineering.
This entails the modification of particle surfaces through the tailoring of their surface prop-
erties, which is often accomplished by coating the particles or encapsulating them within a
shell of a desired material. Composite particles that contain an inner core covered by a shell
(core-shell particles) exhibit significantly different properties from those of the core itself,
with the surface properties governed by the characteristics of the coating. Surface-engi-
neered colloids are widely exploited in the areas of coatings, electronics, photonics, catal-
ysis, separations, and diagnostics. Besides such technological applications, the creation of
core-shell particles with well-defined properties is of interest from a fundamental scientific
viewpoint as well. They can be employed to gain valuable information about the properties 
of concentrated dispersions [10] and as model systems to investigate factors governing 
colloidal interactions and stabilization [11–13].

An important class of materials that originates from the precursor core-shell particles
is hollow capsules. Hollow capsules (or “shells”) can be routinely produced upon removal
of the core material using chemical and physical methods. Much of the research conducted
in the production of uniform-size hollow capsules arises from their scientific and techno-
logical interest. Hollow capsules are widely utilized for the encapsulation and controlled
release of various substances (e.g., drugs, cosmetics, dyes, and inks), in catalysis and
acoustic insulation, in the development of piezoelectric transducers and low-dielectric-con-
stant materials, and for the manufacture of advanced materials [14].

Given the numerous practical applications of both core-shell particles and hollow
capsules, and their enormous economical potential, methods to “engineer” these materials
with controlled precision have long been sought. A variety of chemical and physicochem-
ical procedures have been employed for their fabrication, many of which have serious dis-
advantages, thereby limiting the applications and commercialization of the final products
[1,15]. The controlled and uniform coating of colloids with organized layers still remains a
technical challenge, despite the fact that the advantages of uniformly coated and stable 



particles have been recognized for decades [16]. Recent methods, however, especially
those based on self-assembly and colloidal science, offer new alternatives for the controlled
synthesis of novel core-shell particles as well as hollow capsules.

This chapter provides an overview of the various technologies used to fabricate core-
shell particles and hollow capsules. Particular emphasis is placed on the utilization of the
layer-by-layer (LBL) self-assembly strategy [17], since this is a relatively new method 
(especially when applied to colloids) and because it offers new opportunities for creating
novel core-shell and hollow particles. Although there is also interest in the arrangement of
nanostructured colloidal entities into complex functional structures, here only the design
and surface modification of colloids, and hollow capsule processing, are discussed and il-
lustrated. In order to exemplify the versatility of the approach, a number of systems, rang-
ing from ordered architectures of polymers, nanoparticles, or proteins on colloids to the en-
capsulation of (bio)crystals in molecularly engineered polymer multilayer cages, will be
presented. The control that can be afforded over the size, shape, composition, and wall
thickness of the deposited layers and resulting hollow capsules will also be detailed. The
second section is focused on core-shell particles, while the third section is concerned with
the design and construction of hollow capsules.

II. CORE-SHELL PARTICLES

A. Engineering of Particle Surfaces

A number of methods have been employed to produce core-shell particles, that is, particles
that consist of solid or liquid cores surrounded by shells of organic or inorganic material.
These include heteroaggregation (aggregation of oppositely charged particles) [18–20],
polymerization processes (e.g., interfacial polymerization in emulsions, photopolymeriza-
tion of monomers in two-phase aerosol droplets, dispersion/precipitation polymerization)
[21–25], and controlled phase separation of polymers within droplets of oil-in-water emul-
sions [26]. Emulsion polymerization has also been used to coat submicrometer- and mi-
crometer-size organic and inorganic particles [27,28]. Although this method often leads to
aggregated particles embedded in a polymer matrix, a recent study has demonstrated the
encapsulation of (unaggregated) silver nanoparticles by a uniform and well-defined poly-
mer shell comprising polystyrene and methacrylate via emulsion polymerization [29]. An
alternative and promising strategy for the formation of polymer-coated metal (e.g., gold)
nanoparticles involves trapping and aligning the nanoparticles in the pores of membranes
by vacuum filtration, followed by polymerization of a conducting polymer inside the pores
[30–32].

The two main approaches that have been employed to produce shells of various 
inorganic coatings (silica, yttrium basic carbonate, and zirconium hydrous oxide) on mi-
croparticles are those employing direct surface reactions and the controlled precipitation of
inorganic molecular precursors from solution [2–9,33–39]. For example, in 1992 Ohmori
and Matijevic coated spindle-shaped hematite particles with silica layers by hydrolysis of
the alkoxide tetraethylorthosilicate [6]. Submicrometer-size silica spheres have also been
coated with titania (submonolayer to 7 nm thick) by hydrolysis of titanium alkoxide pre-
cursors [40]. In that work it was found that the ratio of the titanium alkoxide to water and
the dilution of the reactant mixture in ethanol control the nature of the coating. More re-
cently, a novel two-step silica-coating process comprising a sol-gel step followed by a
dense liquid-coating exposure was used to coat maghemite with silica, affording a magnetic
nanocomposite [41]. Dokoutchaev et al. have deposited metal particles of 2- to 4-nm 



diameter onto polystyrene microspheres by depositing the precursor metal (Pd) oxide or
hydroxide onto the spheres, followed by reduction to give fine metal particles on the sur-
face [39]. Even though these inorganic coating methods have been and continue to be
widely used, they have a number of disadvantages for the preparation of coated particles:
In many cases the formation of uniform and regular shell coatings is not obtained, control
of the shell thickness is difficult to achieve, and particle aggregation often occurs.

An alternative approach to the formation of core-shell particles is by using sono-
chemistry. In sonochemical processes, the chemical effects of ultrasound, which arise from
the formation, growth, and implosive collapse of bubbles in liquid (known as acoustic cav-
itation), have been exploited to prepare a variety of metal, oxide, and composite nanopar-
ticles [42–44]. The generation of nanoparticles in the presence of larger colloids has led to
the production of core-shell particles [45–47]. Semiconductor nanoparticles (ZnS) on sub-
micrometer-size silica were prepared by the ultrasound irradiation of a slurry of silica, zinc
acetate, and thioacetamide in water near room temperature [45]. The ZnS nanoparticles
(1–5 nm in diameter) coated the colloidal silica surface as thin layers or nanoclusters, de-
pending on the reactant concentrations. Ultrasound-induced cavitation has also been used
to coat nanosize nickel on alumina submicrospheres [46] and cobalt clusters on silica
spheres [47], imparting a magnetic function to the particles. Despite the sonochemical de-
position technique being an interesting strategy, the type of core-shell particles that can be
produced using this method are limited by the type of nanoparticles that can be synthesized
sonochemically.

The emergence of self-assembly techniques for film construction has led to a wealth
of research on the construction and applications of nanostructured thin-film materials [48].
In contrast, considerably less attention has been paid to the controlled modification of 
colloidal particle surfaces via classical self-assembly strategies, particularly with respect to
the assembly of organized layered materials as a thin shell on the colloids. Recent investi-
gations have exploited the electrostatic self-assembly of preformed organic or inorganic
macromolecular species onto colloids in order to produce core-shell particles [39,49–60].
This method, originally introduced for the formation of polymer thin films on planar sub-
strates [17], uses colloidal particles as templates to assemble nanocomposite multilayer
shells on their surface. Since the driving force for the multilayer shell formation on the par-
ticles is due primarily to the electrostatic attraction between the oppositely charged species
that are deposited, the assembly proceeds via the successive (i.e., layer-by-layer, LBL) 
deposition of a wide range of macromolecules and/or particles of opposite charge. Impor-
tantly, an overcompensation of charge occurs with adsorption of each layer, hence facili-
tating the deposition of subsequent layers.

The technology associated with the application of LBL self-assembly to colloidal
templates represents a new and promising approach to engineer the surfaces of particles at
the nanometer level. Judging by the impact the LBL method has had on the construction of
thin planar films [17], it is anticipated that this technology will rapidly develop into a highly
attractive and general approach to construct layered nanocomposite materials on colloids.
Although the LBL technology for coating macroscopically flat surfaces is well established,
it is still in its infancy when applied to colloidal particles. Therefore, the next section will
deal specifically with the recent application of this method to modify particle surfaces and
create novel core-shell colloids.

B. Application of Self-Assembly to Colloids

One of the most recent and intriguing developments in the area of colloid science is the sur-
face nanoengineering of colloidal particles in solution. The self-assembly of macromolec-



ular species onto particles via the LBL strategy allows the production of nanostructured
colloidal materials with tailored compositions and well-defined morphologies. The concept
of depositing particles onto solid substrates in an LBL manner can be traced back to the
work of Iler in the mid-1960s [61]. In the early 1990s it was extended by Decher and
coworkers to a combination of linear polycations and polyanions [62,63]. The scope of the
LBL technique was later expanded to include inorganic nanoparticles, biomolecules, clays,
and dyes in polyelectrolyte multilayer assemblies [17,64]. The construction of such multi-
layers has, however, almost exclusively been performed on macroscopically flat (two-di-
mensional), charged surfaces. It was only recently that the LBL method was applied to 
colloidal particles, thus permitting the formation of composite core-shell particles
[39,49–60,65,66].

In the colloid templating strategy (depicted in Fig. 1), a polymer solution of con-
centration sufficient to cause saturation adsorption is added to a colloidal suspen-
sion (step 1). A prerequisite is that the added polymer has an opposite charge to 
that on the colloids, thereby adsorbing through electrostatic interactions and stabilizing
the particles via electrostatic as well as steric contributions. At this stage the charge on
the surface of the particles is reversed. Subsequent stepwise adsorption of oppositely
charged polymer (step 2) or nanoparticles (step 3) (or other oppositely charged macro-
molecules [59,60]) results in the deposition of polymer or nanoparticles, respectively.
Repeating this sequence allows further deposition of regular layers in a controlled fash-
ion. The formation of hollow capsules from core-shell particles will be discussed in the
next section.

In addition to our recent work on the coating of colloids [49–53,56–60], several
other groups have independently employed the preceding procedure to fabricate
nanocomposite particles [39,54,55,65,66]. Keller et al. reported the preparation of alter-
nating composite multilayers of exfoliated zirconium phosphate sheets and charged re-
dox polymers on (3-aminopropyl)-triethoxysilane-modified silica particles [54], while
Chen and Somasunduran deposited nanosize alumina particles in alternation with
poly(acrylic acid), which acts as the bridging polymer, on submicrometer-size alumina
core particles [55]. In the latter work the evidence for the formation of the composite par-
ticles was provided mainly by adsorption studies and zeta-potential measurements, and
it was stated that scanning electron microscopy revealed monolayer coverage of the
nanoparticles on the core particles. However, in both of these earlier studies, no quanti-
tative experimental evidence was provided for stepwise multilayer shell growth of alter-
nating inorganic-polymer shells. More recently, Dokoutchaev et al. studied the alternat-
ing assembly of metal nanosize particles (Au, Pd, and Pt) and oppositely charged
polyelectrolyte onto polystyrene microspheres [39]. Mostly nonuniform nanoparticle
coatings were observed, although the nanoparticle loading could be increased by re-
peated depositions of nanoparticle and polyelectrolyte in the LBL manner [39]. In sev-
eral detailed investigations using the same strategy, Caruso et al. demonstrated that ho-
mogeneous and regular multilayer coatings of polymer, nanoparticles, or protein could
be fabricated on submicrometer-size particles with nanometer precision [49–53,56–60].
The remainder of this section will deal with the fabrication and characterization of a
range of novel core-shell particles using the colloidal templating and self-assembly ap-
proach. The first part will focus on the coating of colloids with pure polymer multilayers
and the second on nanoparticle/polyelectrolyte coatings. It will be shown that by using
this process, important parameters, such as shell thickness, composition, and coating uni-
formity, can be readily controlled.



FIG. 1 Schematic illustration of the production of core-shell particles and hollow capsules by self-
assembly and colloidal templating. The templates can be of synthetic (polymer latices) or biological
origin (proteins, cells) with diameters in the nanometer to micrometer range. The process entails the
consecutive deposition of oppositely charged species onto the colloidal particles (steps 1–3), ex-
ploiting primarily electrostatic interactions for the multilayer shell buildup. Following the deposition
of each layer, unadsorbed polyelectrolyte or nanoparticles are removed by repeated centrifugation or
filtration, with intermittent washings. Hollow capsules are obtained by removal of the core from the
composite colloids, achieved by either chemical means (step 4) or thermal means (step 5). The
method of core removal depends on the final composition of the hollow capsules required. For ex-
ample, exposure of the coated colloids to acid, dimethylsulfoxide, or highly oxidizing solutions de-
composes the core only (step 4), while calcination removes both the colloidal core and bridging poly-
mer (step 5).



1. Polymer Multilayers on Colloids
Electrophoresis measurements provide a qualitative indication of the assembly of polymer
multilayers on colloids [49,50]. The /-potential as a function of polyelectrolyte layer num-
ber for negatively charged polystyrene (PS) particles coated with poly(diallyldimethylam-
monium chloride) (PDADMAC) and poly(styrenesulfonate) (PSS) are displayed in Figure
2. As expected, the negatively charged (uncoated) PS particles yield a negative /-potential,
the value being ca. �65 mV. The presence of a single layer of adsorbed PDADMAC on the
PS latices causes a reversal in /-potential (ca. �55 mV). Subsequent deposition of PSS
onto the PDADMAC-coated PS particles again changes the /-potential to negative values.
Further polyelectrolyte depositions cause the /-potential to alternate in sign, depending on
whether the outermost layer is the polycation (PDADMAC) or the polyanion (PSS). The
alternating values qualitatively demonstrate a successful recharging of the particle surface
with each polyelectrolyte deposition, suggesting that stepwise polyelectrolyte multilayer
growth occurs on the particles. Alternating /-potentials were also observed for a range of
other polycation/polyanion combinations [49–53].

Single particle light scattering (SPLS) is a sensitive optical technique [67,68] that en-
ables determination of the thickness of adsorbed layers on colloids, as well as the state and
degree of aggregation of the coated colloids [49,50]. The SPLS technique involves record-
ing the light scattered from a single particle at a given moment in time. By recording the
light scattered from many individual particles, one obtains a histogram of particle number
versus scattering intensity (or SPLS intensity distributions). The normalized SPLS inten-
sity distributions for neat PS latices and those coated with one, five, and nine PDAD-
MAC/PSS layers are shown in Figure 3. The deposition of the polyelectrolytes onto the par-
ticles is manifested as a shift in the SPLS intensity distribution; there is a systematic shift
(in the x-axis direction) with increasing polyelectrolyte layer number, confirming layer

FIG. 2 /-potential as a function of layer number for PDADMAC/PSS multilayers on sulfate-sta-
bilized polystyrene (PS) latices. The multilayers were assembled onto the negatively charged PS lat-
ices (/-potential of ca. -65 mV, layer number � 0) by the consecutive deposition of PDADMAC (odd
layers) and PSS (even layers). Positive values are observed for PDADMAC deposition, and negative
values for PSS adsorption. The alternating values are characteristic of stepwise growth of multilayer
films on colloids.



growth, as suggested by the /-potential data. The SPLS intensity distributions shown cor-
respond to those of single particles. No peaks at higher intensities, which would be charac-
teristic of aggregated particles (i.e., doublets, triplets, or higher-order aggregates), were ob-
served for the multilayer-coated PS latices. This provides evidence that no significant
aggregation of the PS latices occurs as a result of their coating with polymer multilayers.
The thickness of the deposited layers can be derived from the SPLS data by using the
Rayleigh–Debye–Gans theory and a refractive index for the polymer layers (1.47) [50].
The calculated average layer thickness increases with the number of polyelectrolyte layers
deposited. This is depicted in Figure 4 for the PDADMAC/PSS layers on PS particles. The
average thickness of each polymer layer is about 1.5 nm (equivalent to approximately 1.0
mg m�2) [50]. Similar values have also been measured for the polyelectrolyte pair poly(al-
lylamine hydrochloride) and PSS [50]. These data show that the shell thickness can be con-

FIG. 3 Normalized SPLS intensity distributions of (from left to right) neat PS latices and PS lat-
ices coated with one, five, and nine PDADMAC/PSS multilayers. (From Ref. 50.)

FIG. 4 Thickness of PDADMAC/PSS multilayers assembled on PS latices as a function of layer
number. The layers were assembled by the consecutive adsorption of PDADMAC and PSS. The
thicknesses were determined from SPLS data.



trolled at the nanometer level (to within 2 nm for the polymer layers). They are also in ex-
cellent agreement with those from x-ray reflectivity measurements for similar polymer
multilayer films formed on (flat) silicon substrates under the same ionic strength conditions
[69]. When the polymer contains strongly absorbing or fluorescing chromophores, evi-
dence for its adsorption onto particles can also be provided by UV-vis or fluorescence mea-
surements, respectively [51–53]. In summary, the foregoing data highlight that regular,
stepwise growth of polymer multilayers on colloids occurs using the LBL strategy. Further
evidence that multilayers were formed on the colloids is provided in the third section of this
chapter, where hollow polymer capsules are derived from the polymer multilayer-coated
particles.

The LBL-colloid approach was also extended to encapsulate biologically significant
materials in the form of biocolloids [70]. It was demonstrated that the LBL approach could
be applied to encapsulate the enzyme catalase via the sequential deposition of alternating
polyelectrolytes onto catalase crystal templates. An extremely high enzyme loading in each
polymer capsule was obtained, and the activity of the encapsulated enzyme was preserved. 
Another important and recent investigation concerned the encapsulation of uncharged, wa-
ter-insoluble low-molecular-weight substances using the same procedure [71]. Crystals of
pyrene and fluorescein diacetate (after a precharging step) were coated with polymer mul-
tilayers and contained within the polymer cages. These studies further demonstrate that the
LBL strategy, when combined with colloidal templating, provides a simple, general, and
versatile approach that can potentially be applied to the encapsulation of various crystal-
lized substances for catalysis and drug delivery applications.

2. Nanoparticle Multilayers on Colloids

Nanosize particles (e.g., metals, semiconductors, etc.) are of continuing interest because
they possess fascinating catalytic, electronic, and optical properties. Larger particles deco-
rated with smaller nanoparticles on their surface are of interest because of their potential
use as heterogeneous catalysts and their relevance in electronic and optical sensor applica-
tions as well as surface-enhanced Raman scattering [39,72–75].

Despite several investigations on the coating of larger particles with nanoparticles
(see Section II.B), the stepwise and regular formation of uniform nanoparticle layers 
on colloidal particles was achieved only recently [56,58]. Silica nanoparticles (SiO2) ap-
proximately 30 nm in diameter were alternately assembled with PDADMAC on submi-
crometer-size PS latices [56,58]. The /-potential data revealed an alternating trend (in mag-
nitude) between the SiO2 (negatively charged) and PDADMAC, again suggesting
multilayer buildup. This was confirmed by SPLS, which showed that the thickness of each
nanoparticle (SiO2)/polymer layer is 30–40 nm, corresponding to approximately one
monolayer of nanoparticles adsorbed with each deposition step. Importantly, SPLS also re-
vealed that the colloidal core-nanocomposite shell particles prepared in this way exist as
single, unaggregated particles in solution.

The morphology of the neat PS latices and the composite particles with PS latices as
the core and SiO2/PDADMAC shell coatings were examined by scanning (SEM) and trans-
mission (TEM) electron microscopy and atomic force microscopy (AFM). Figure 5 shows
SEM images of uncoated PS latices (a) and those coated with SiO2/PDADMAC (b). The
uncoated particles are hexagonally packed and exhibit a relatively smooth surface. The
coated PS latices are decorated with close-packed SiO2 nanoparticles on their surface, and
an increase in surface roughness is also seen. Further evidence for the stepwise assembly
of SiO2/PDADMAC multilayers on the PS latices was provided by TEM. Figure 6 shows



TEM micrographs of a neat PS particle (a) and those coated with one to five SiO2/PDAD-
MAC multilayers (b–f). The uncoated PS latices are spherical and feature a smooth 
surface (a). The presence of SiO2/PDADMAC multilayers on the PS latices result in both
an increase in surface roughness (due to SiO2) and a systematic increase in the diameter of
the PS latices (b–f). Consistent with the SPLS and SEM measurements, the PS particles are
homogeneously coated with nanoparticles. The TEM data (Fig. 6) yield an average diame-

FIG. 5 SEM micrographs of (a) uncoated PS latices and (b) polyelectrolyte-modified PS latices
coated with SiO2/PDADMAC. An increase in surface roughness and diameter can be clearly seen for
the particles coated with SiO2/PDADMAC (compare b with a). (From Ref. 58.)

FIG. 6 TEM micrographs of (a) an uncoated PS particle and polyelectrolyte-modified PS latices
coated with (b) one, (c) two, (d) three, (e) four, and (f) five SiO2/PDADMAC multilayers. A sys-
tematic increase in diameter of the particles with increasing SiO2/PDADMAC layer number is ob-
served, confirming regular, stepwise multilayer growth. The average diameter increase is 65 � 5 nm.
The scale bar corresponds to all six TEM images shown. (From Ref. 58.)



ter increment of ca. 65 nm, or a layer thickness of approximately 30 nm for each nanopar-
ticle/polymer layer pair. These values are in agreement with those obtained from SPLS and
SEM (see Table 1). Furthermore, AFM also revealed a uniform nanoparticle coating and
an increase in the diameter of the coated colloids [58].

Micrometer-size composite particles with multilayer arrays of magnetic nanoparti-
cles [57] and luminescent semiconductors [76,77] have also been created by using the LBL
method. Functional core-shell particles were prepared by assembling a composite multi-
layer shell of charged polyelectrolytes and luminescent CdTe(S) nanocrystals (cadmium
telluride with a certain content of sulfide) via their consecutive electrostatic adsorption
from solution onto latex particles [76,77]. A confocal microscopy image of the polyelec-
trolyte/CdTe(S) shell assembled on PS spheres is shown in Figure 7. The luminescence
from the CdTe(S) nanoparticles produces a ring around the particle core (the rings differ in
size due to the focal point of the microscope). This image clearly shows that the CdTe(S)
nanoparticles are embedded within the polyelectrolyte multilayer shell.

TABLE 1 Thickness of SiO2/PDADMAC Multilayers Assembled
onto Negatively Charged PS Particles, as Determined by SPLS,
SEM, and TEM

Number of
Multilayer thickness (nm)a

multilayers SPLS SEMb TEMc

1 24 38 30
2 68 — 63
3 112 122 100
4 155 — 123
5 181 190 155

a The error in the values is estimated as 10%.
b,c Values are the averages determined from measuring the diameters of coated
particles.
Source: Ref. 58.

FIG. 7 Confocal laser scanning microscopy image of a four-layer polyelectrolyte/CdTe(S)
nanocrystal shell assembled on 1.5-�m-diameter MF particles. The polyelectrolyte film consists of
two bilayers of PAH and PSS. (From Ref. 76.)



The preceding examples emphasize the versatility of the LBL strategy used to fabri-
cate composite core-shell particles. The technology has recently been extended to colloidal
particles with diameters in the nanometer range [52,53]. Furthermore, biocolloids [70] and
microcrystals [71] with diameters in the micrometer range can be successfully templated,
thereby achieving their encapsulation. Proteins have also been assembled as multilayer ar-
rays on colloidal particles [59,60]. In summary, the LBL method, when applied with colloids,
is a powerful strategy for the engineering of core-shell colloids and is therefore expected to
open many new possibilities for the technological application of such novel colloids.

III. HOLLOW CAPSULES

The study and preparation of hollow capsules has attracted considerable attention in recent
years. Hollow capsules are of immense interest in a long list of potential applications.
These include drug delivery, gene therapy, catalysis, waste removal, acoustic insulation,
piezoelectric transducers, and functional materials [14].

A. Hollow Capsule Processing

There are a variety of routes currently utilized to fabricate a wide range of hollow capsules
of various compositions. Among the more traditional methods are nozzle reactor processes,
emulsion/phase-separation procedures (often combined with sol-gel processing), and sac-
rificial core techniques [78]. Self-assembly is an elegant and attractive approach for the
preparation of hollow capsules. Vesicles [79,80], dendrimers [81,82], and block hollow
copolymer spheres [83,84] are all examples of self-assembled hollow containers that are
promising for the encapsulation of various materials.

Nozzle and sacrificial core approaches generally yield coarse hollow capsules in the
micrometer- to millimeter-size range, while emulsion/sol-gel methods produce hollow
spheres of nanometer to micrometer sizes. Hollow polymer, oxide, metal, and glass com-
posite microspheres have been produced via nozzle-reactor methods (spray drying or py-
rolysis) [14,85–87]. For example, Bruinsma et al. employed a spray-drying technique to
prepare hollow silica spherical particles [85]. Hollow titanium dioxide microspheres with
a 50-nm thin shell were prepared by spray-drying a colloidal suspension of exfoliated ti-
tanate sheets, followed by heating [87].

The sacrificial core approach entails depositing a coating on the surface of particles
by either the controlled surface precipitation of inorganic molecular precursors from solu-
tion or by direct surface reactions [2,3,5,6,8,9,33–35,38], followed by removal of the core
by thermal or chemical means. Using this approach, micron-size hollow capsules of yttrium
compounds [2], silica spheres [38], and monodisperse hollow silica nanoparticles [3,35]
have been generated.

Hollow and porous polymer capsules of micrometer size have been fabricated by us-
ing emulsion polymerization or through interfacial polymerization strategies [79,83–84,
88–90]. Micron-size, hollow cross-linked polymer capsules were prepared by suspension
polymerization of emulsion droplets with polystyrene dissolved in an aqueous solution of
poly(vinyl alcohol) [88], while latex capsules with a multihollow structure were processed
by seeded emulsion polymerization [89]. Ceramic hollow capsules have also been prepared
by emulsion/phase-separation procedures [14,91–96]: For example, hollow silica capsules
with diameters of 1–100 micrometers were obtained by interfacial reactions conducted in
oil/water emulsions [91].



Self-assembly phenomena can be exploited to create a range of versatile and use-
ful hollow capsules. Lipid liposomes and vesicles are a special group of hollow structures
that are formed from phospholipids through self-assembly. They consist of closed bilayer
aggregate systems, where the bilayer structures separate an aqueous interior from an
aqueous exterior, hence allowing water-soluble drugs to be encapsulated within them.
Despite the fact that they are widely employed as delivery systems for various com-
pounds in the pharmaceutical and cosmetic industries [97], problems exist with their sta-
bility and permeability. This has resulted in the use of different methods to effect their
stabilization [79,80,98–101]. For example, tough vesicles (termed polymersomes) were
made from diblock copolymers of polyethyleneoxide-polyethylethylene [80]. These
polymersomes were found to be almost an order of magnitude tougher than lipid mem-
branes and 10 times less permeable than phospholipid bilayers. Hollow polymer spheres
were also obtained by polymerization of hydrophobic monomers in the interior of the
surfactant bilayer of vesicles [79]. Copolymers are another example of materials that can
self-assemble into hollow structures [80,83–84,102]. The rod-coil copolymer
poly(phenylquinoline)-block-polystyrene self-organizes into stable hollow capsules, with
diameters of 1.5–10 �m [102]. These hollow capsules have been shown to be suitable for
the encapsulation of fullerenes. Wooley et al. have also utilized block copolymers to pro-
duce self-assembled (shell) cross-linked polymeric micelles with diameters in the 10- to
100-nm range [83,84]. Nanocapsules have been derived from these polymer micelles
(made from poly(isoprene-b-acrylic acid)) by chemically removing the polyisoprene core
by ozonolysis.

Another method to synthesize hollow nanocapsules involves the use of nanoparticle
templates as the core, growing a shell around them, then subsequently removing the core
by dissolution [30–32]. Although this approach is reminiscent of the sacrificial core
method, the nanoparticles are first trapped and aligned in membrane pores by vacuum fil-
tration rather than coated while in aqueous solution. The nanoparticles are employed as
templates for polymer nucleation and growth: Polymerization of a conducting polymer
around the nanoparticles results in polymer-coated particles and, following dissolution of
the core particles, hollow polymer nanocapsules are obtained.

An alternative approach for the production of hollow capsules is that which exploits
both self-assembly and colloidal templating (as was introduced in Section II.B; see Fig. 1).
The basis of the technology is first to deposit ordered shell architectures on colloidal parti-
cles by self-assembly, followed by removal of the decomposable colloidal core, either
chemically or thermally [52,70,71,103–106]. The procedure makes use of the semiperme-
able nature of the multilayer shell on the colloid: The decomposed core constituents per-
meate the shell wall, leaving behind hollow capsules. In this section it will be demonstrated
that by using this process, important parameters, such as size, geometry, composition
(polymer, inorganic, or composites), wall thickness, uniformity, and the diameter-to-wall-
thickness (d:t) ratio of the hollow capsules formed, can be controlled. The ability to control
such parameters is crucial in the application and commercialization of hollow capsules
[14], and it overcomes many of the disadvantages associated with current techniques used
for their production [14,15]. Further, relatively harsh conditions are employed in a number
of the approaches outlined earlier, therefore making them unsuitable for the encapsulation
of various sensitive materials. The applicability of the layer-by-layer self-assembly tech-
nique to encapsulate biologically significant and sensitive materials will also be verified. It
is expected that application of this technology will allow new classes of hollow capsules to
be generated, hence extending the potential uses of hollow colloids.



1. Polymer Capsules
The versatility of the approach for creating hollow polymer capsules is demonstrated in
Figure 8. This is evidenced by the different size, shell composition, colloidal template, and
core-removal procedures employed to produce the polymer capsules. Figure 8a is a TEM
image of an air-dried hollow polymer capsule comprising a Fe(II) metallo-supramolecular
coordination polyelectrolyte (Fe(II)-MEPE) and PSS, and Figure 8b is a TEM micrograph
of a hollow polymer capsule composed of PSS and PAH (also air-dried). The Fe(II)-
MEPE/PSS capsule was produced by templating weakly cross-linked, spherical melamine-
formaldehyde (MF) particles of 1.7-�m diameter (i.e., coating them with polymer multi-
layers) and subsequently decomposing the core by exposure of the coated particles to an
acidic solution of pH � 1.6 [52]. In contrast, the PSS/PAH capsules were prepared by us-
ing biocrystal templates (catalase crystals) of approximately 10-�m size for polymer mul-
tilayer deposition, followed by template removal by an oxidizing solution (e.g., depro-
teinizer) [70]. In both cases, the core was removed by chemical means: For the
Fe(II)-MEPE capsules, the acid caused decomposition of the MF particle into its con-
stituent oligomers, and the oligomers were then readily expelled by permeating the poly-
mer multilayer shell [103,104]. The enzyme was decomposed by the deproteinizer treat-
ment (pH ca. 12) and likewise removed by permeating the capsule walls [70]. It should be
noted that even the deposition of only three polyelectrolyte layers onto colloids results in
the production of polyelectrolyte capsules when the core is removed [103]. This attests to
the exceptionally strong electrostatic forces involved in the formation of the polyelectrolyte

FIG. 8 Microscopy images of air-dried hollow polymer capsules. They were produced by coating
polymer- and biocolloids of submicrometer and micrometer size, respectively, with polyelectrolyte
multilayers and subsequently removing the templated core. (a) TEM image of a hollow polymer cap-
sule composed of Fe(II)-MEPE and PSS (total of five layers). The multilayers were assembled on
MF particles, and the core was decomposed by an acidic solution of pH � 1.6. (b) TEM image of a
hollow polymer capsule comprising (PSS/PAH)4 (total of eight polyelectrolyte layers). The capsule
was obtained after decomposition of the catalase crystal template (via deproteinizer treatment) on
which the polymer layers were deposited. A small amount of undecomposed enzyme can still be seen
in the capsule. The dimensions of the hollow polymer capsules are determined by the size of the col-
loidal template (see text for details). The folds and creases seen in the polymer capsules are a result
of the drying process (i.e., evaporation of the aqueous content by air-drying). Some spreading upon
drying also occurs.



coating. The polymer multilayers assembled on the enzyme crystals underwent a morphol-
ogy change from somewhat rectangular to close to spherical upon solubilization of the en-
zyme crystal [70]. This was attributed to the osmotic pressure built up inside the capsules
as a result of solubilization of the enzyme, since it was entrapped inside the capsules.

The latex and biocrystal templates used to produce the capsules in Figure 8 had an in-
herent surface charge and readily dispersed in water prior to coating. In contrast, the cap-
sule displayed in Figure 9 was obtained from a fluorescein diacetate (FDA) microcrystal
template, which is hydrophobic and uncharged. Figure 9 represents a confocal laser scan-
ning microscope (CLSM) image of a hollow polymer capsule in an aqueous environment
comprising 11 PAH/PSS layers [71]. Here the polymer capsule essentially retains the 
original shape of the template. The key step in the coating of uncharged crystals is the in-
troduction of a charge to their surface, therefore making them amenable to dispersion in an
aqueous solution. This was achieved by exposing the crystals to a solution containing am-
phiphilic molecules, such as surfactant. The polyelectrolytes were then LBL deposited onto
the charged templates, and hollow microcapsules obtained by removal of the FDA template
via its solubilization in an ethanol solution. The polymer-multilayer coating of uncharged
templates represents a significant step forward in encapsulation technologies, for this pro-
cess is envisaged to be applicable to a variety of other low-molecular-weight, crystallized
(or amorphous) materials, i.e., drugs. In addition, this approach provides a facile approach
to the production of hollow polymer capsules, avoiding acid [103] or basic (i.e., depro-
teinizer) [70] solutions for core removal.

The foregoing examples show that hollow polymer capsules with varying composi-
tion and sizes of ca. 2–20 micrometers can be produced, either by templating charged (la-
tex particles and biocrystals) or uncharged (organic microcrystals), and that different core
removal procedures can be employed. Nanometer-size polymer capsules have also been
produced by employing smaller particle templates [107].

FIG. 9 Confocal laser scanning micrograph of a hollow polymer capsule. The polymer capsule was
obtained from polymer multilayer-templated FDA microcrystals after removal of the colloidal core.
The FDA microcrystals were coated with SDS and 11 polyelectrolyte layers [(PAH/PSS)3/PAH/
(PSS/PAH-FITC)2]. (PAH-FITC � PAH labeled with fluorescein isothiocyanate.) The microcrystal
core was removed by exposure of the coated microcrystals to ethanol, causing solubilization of FDA.



2. Inorganic Capsules
The formation of inorganic capsules via the LBL self-assembly approach requires the uni-
form deposition of nanoparticles in a close-packed array onto larger-size particles. Subse-
quent calcination of the nanoparticle-coated microspheres allows the production of hollow
inorganic capsules. An example of this is the creation of hollow silica capsules [105,106],
which are prepared first by sequentially adsorbing silica nanoparticles and polymer from
dilute aqueous solutions onto decomposable micrometer-size polystyrene particles (see
Section II.B.2), and second by removing the templated colloidal core and polymer by cal-
cination. SEM images of PS particles coated with three layers of SiO2 and PDADMAC be-
fore and after calcination are shown in Figure 10. The calcination process has a dual effect:
(1) It removes the organic matter, i.e., colloidal core and bridging polymer (PDADMAC)
during heating to 450°C, as confirmed by thermogravimetric analysis, and (2) it causes con-
densation (i.e., cross-linking) of the silica nanoparticles, hence providing structural in-
tegrity for the hollow capsules. Both intact and broken hollow capsules are seen in Figure
10b. The broken spheres were obtained by deliberately crushing them in order to confirm
that they were hollow. The diameters of the hollow capsules are about 5–10% smaller than
those of the uncalcined nanocomposite particles. Using this approach, complete hollow
capsules were produced when the capsule wall consisted of two or more SiO2 nanoparticle
layers. The initial spherical shape of the PS latices was retained upon removal of the core.

TEM micrographs of a PS particle coated with two SiO2/PDADMAC layer pairs (a)
before calcination and hollow silica capsules obtained after calcination of PS latices coated
with (b) one, (c) two or (d) three SiO2/PDADMAC layer pairs are displayed in Figure 11.
The PS latices are uniformly coated by the silica nanoparticles (a). Close examination of
the TEM images of the hollow silica capsules reveals that individual silica nanoparticles
forming the multilayer shell fuse together after calcination. This is due to the high-temper-
ature treatment, which causes condensation of the silica nanoparticles (i.e., fusion). How-
ever, cross-linking between the hollow capsules is limited. Individual hollow silica spheres
were produced, showing that coalescence of individual SiO2 nanoparticles occurred 

FIG. 10 SEM micrographs of (a) silica nanoparticle/polymer [SiO2/PDADMAC)3]-coated PS lat-
ices and (b) hollow silica capsules. The hollow silica capsules were obtained by calcining coated par-
ticles as shown in (a). The calcination process removes the PS core and the polymer bridging the sil-
ica nanoparticles, while at the same time fusing the silica nanoparticles together. Some of the silica
capsules were deliberately broken to demonstrate that they were hollow (b). (From Ref. 106.)



predominantly within individual capsules rather than between capsules. Figure 11 also re-
veals the control that is achievable over the capsule wall thickness. The wall thickness and
outer sphere diameter increase regularly (by 30 and 60 nm, respectively) with the number
of silica nanoparticle layers deposited. The high uniformity of the wall thickness is a fur-
ther reflection of the regularity of the coating process.

Further evidence that hollow capsules were produced by the LBL approach was pro-
vided by ultramicrotoming the samples [106]. A TEM image of an ultrathin (30–50 nm)
cross section of the silica capsules is shown in Figure 12. The spherical shape and the reg-
ular wall thickness of the hollow capsules can be clearly seen. The average thickness of the
silica shell (produced from three SiO2/PDADMAC layer pairs) is 100 � 10 nm. This value
is in excellent agreement with that expected for three monolayers of SiO2 nanoparticles.
The hollow silica capsules produced are porous: The resin used to set the hollow capsules
prior to ultramicrotoming permeated the capsule walls [106]. This is an important aspect
with regard to future applications of these hollow capsules.

FIG. 11 TEM images of (a) a [(SiO2/PDADMAC)2]-coated PS particle and hollow silica capsules
produced from PS latices coated with (b) one, (c) two, or (d) three SiO2 layers. The hollow silica cap-
sules maintain the shape of the original PS particle template. Removal of the core by calcination is
confirmed by the reduced electron density in the interior of the capsules (compare b–d with a). The
images of the hollow silica capsules show the nanoscale control that can be exerted over the wall
thickness and their outer diameter. (From Ref. 106.)



The foregoing results demonstrate that the thickness of the capsule wall can be con-
trolled at the nanometer level by varying the number of deposition cycles, while the shell
size and shape are predetermined by the dimensions of the templating colloid employed.
This approach has recently been used to produce hollow iron oxide, magnetic, and hetero-
composite capsules [108]. The fabrication of these and related capsules is expected to open
up new areas of applications, particularly since the technology of self-assembly and col-
loidal templating allows unprecedented control over the geometry, size, diameter, wall
thickness, and composition of the hollow capsules. This provides a means to tailor their
properties to meet the criteria of certain applications.

3. Inorganic/Organic Composite Capsules
Hollow inorganic/organic composite spheres can also be produced using the preceding
process [105,106]. The key step to their production is the selection of a suitable core-re-
moval procedure, i.e., one that decomposes the templated core but leaves the polymer
bridging the nanoparticles in the shell. The most common method of core removal has
been the use of solvents: acidic and dimethylsulfoxide decompose melamine-formalde-
hyde polymer latex core templates [103–105], tetrahydrofuran removes polystyrene cores
[105], and highly oxidizing solutions (e.g., deproteinizer) decompose proteinaceous cores
[70]. Figure 13 shows a TEM micrograph of a silica nanoparticle/polymer composite cap-
sule produced by the decomposition and removal of an MF latex core from a silica
nanoparticle/polymer multilayer shell assembled onto MF particles. The hollow compos-
ite capsules assume a flat conformation on the substrate when dried [106], similar to the
hollow polymer capsules (see Fig. 8). The capsule is composed of nanoparticles embed-
ded in the polymer matrix. Recently, hollow iron oxide–polymer composite capsules
have been produced using this strategy [109], thereby introducing a magnetic function to
the capsules. This would be of interest in an application where the capsules need to be
displaced under the influence of a magnetic field. Nanoparticle polymer composite hol-
low structures have also been obtained by coating biocolloids (gluteraldehyde-fixed
echinocytes) and removing the core by exposure to deproteinizer [110].

FIG. 12 TEM micrograph of a cross section of hollow silica capsules. The hollow capsules were
prepared by calcining PS latices coated with [SiO2/PDADMAC)3]. (From Ref. 110.)



IV. CONCLUSIONS AND OUTLOOK

The examples presented in this chapter highlight the advantages of combining self-assem-
bly and colloidal templating for the fabrication of a large range of coated colloids and hol-
low capsules in the submicrometer- to micrometer-size range. Important parameters, such
as composition, geometry, diameter, and wall thickness, can be controlled with nanometer-
scale precision. This is readily achieved by utilizing colloids of a certain shape and size and
by varying the number of coating cycles. Another advantage is the versatility of the 
approach, as exemplified by the vastly different colloidal core templates (polymer particles,
biocolloids, and hydrophobic crystals) that are amenable to the process, as well as the var-
ious core-removal processes (chemical or thermal pathways).

The nanoengineered synthetic core-shell particles and hollow capsules described
make intriguing new materials available for applications in chemistry, bioscience, and ma-
terials science. For example, composite particles can be exploited in the areas of coatings,
electronics, photonics, catalysis, separations, and diagnostics, and the hollow capsules can
be utilized as drug delivery vehicles, reactor systems, and specific recognition systems
(once functionalized). Attaching biocomponents to the surfaces of the composite particles
or capsules would yield biofunctionalized colloidal entities for sensor chemistry. For en-
capsulation and delivery system applications, tailoring the thickness and composition of the
walls is an important target in order to achieve selective and switchable release of the en-
capsulated materials. The technology has already been shown to be suitable for the encap-
sulation of bioactive [70,110] and low-molecular-weight substances [71]. Chemically re-
active sites inside the hollow capsule walls have also been utilized to effect precipitation of
various materials [111]. The strategy has also recently been applied to nanoparticle tem-
plates [107].

On the whole, the technology utilized to produce the variety of new nanostructured
colloidal materials, as outlined in this chapter, is unparalleled in its versatility and simplic-
ity and is therefore foreseen to become widely used in the engineering of colloidal entities
for various applications in the physical and life sciences.

FIG. 13 TEM micrograph of a hollow composite nanoparticle/polymer capsule dried on a carbon
grid. The hollow composite capsule was obtained after removal of the MF core from SiO2/PDAD-
MAC-coated MF particles by treatment with hydrochloric acid. The “shadowing” seen is a result of
collapse and overlapping of the hollow capsule upon drying. (From Ref. 110.)



ACKNOWLEDGMENTS

The support of colleagues from the Max-Planck-Institute of Colloids and Interfaces, Pots-
dam, Germany, is gratefully acknowledged.

REFERENCES

1. R Davies, GA Schurr, P Meenan, RD Nelson, HE Bergna, CAS Brevett, RH Goldbaum. Adv
Mater 10:1264, 1998.

2. N Kawahashi, E Matijevic. J Colloid Interface Sci 143:103, 1991.
3. M Giersig, T Ung, LM Liz-Marzan, P Mulvaney. Adv Mater 9:570, 1997.
4. H Bamnolker, B Nitzan, S Gura, S Margel. J Mater Sci Lett 16:1412, 1997.
5. D Walsh, S Mann. Nature 377:320, 1995.
6. M Ohmori, E Matijevic. J Colloid Interface Sci 150:594, 1992.
7. MA Correa-Duarte, M Giersig, LM Liz-Marzan. Chem Phys Lett 286:497, 1998.
8. S Margel, E Weisel. J Polym Sci Chem Ed 22:145, 1984.
9. AP Philipse, MPB van Bruggen, C Pathmamanoharan. Langmuir 10:92, 1994.

10. E Bartsch, V Frenz, J Baschnagel, W Schaertl, H Silescu. J Chem Phys 106:3743, 1997.
11. DH Napper. Polymeric Stabilization of Colloidal Dispersions. New York: Academic Press,

1983.
12. DA Antelmi, O Spalla. Langmuir 15:7478, 1999.
13. T Sato, R Ruch. Stabilization of Colloidal Dispersions by Polymer Adsorption (Surfactant Sci-

ence Series, No. 9). New York: Marcel Dekker, 1980, pp 65–119.
14. DL Wilcox, M Berg, T Bernat, D Kellerman, JK Cochran, eds. Hollow and Solid Spheres and

Microspheres: Science and Technology Associated with Their Fabrication and Application.
Vol 372. Pitsburgh: Materials Research Society Proceedings, 1995.

15. JK Cochran. Current Opinion Solid State Mater Sci 3:474, 1998.
16. A Rembaum, WJ Dreyer. Science 208:364, 1980.
17. For a review, see: G Decher. Science 277:1232, 1997.
18. S Harley, DW Thompson, B Vincent. Colloids Surf 62:163, 1992.
19. F Dumont, G Ameryckx, A Watillon. Colloids Surf 51:171, 1990.
20. M Okubo, Y He, K Ichikawa. Colloid Polym Sci 269:125, 1991.
21. HK Mahabadi, TH Ng, HS Tan. J Microencapsulation 13:559, 1996.
22. T Dobashi, FJ Yeh, QC Ying, K Ichikawa, B Chu. Langmuir 11:4278, 1995.
23. R Arshady. Polym Eng Sci 30:915, 1990.
24. C Esen, T Kaiser, MA Borchers, G Schweiger. Colloid Polym Sci 275:131, 1997.
25. E Bourgeat-Lami, J Lang. J Colloid Interface Sci 197:293, 1998.
26. A Loxley, B Vincent. J Colloid Interface Sci 208:49, 1998.
27. WD Hergeth, UJ Steinau, HJ Bittrich, K Schmutzler, S Wartewig. Prog Colloid Polym Sci

85:82, 1991.
28. AM van Herk. NATO ASI Ser, Ser E 335:435, 1997.
29. L Quaroni, G Chumanov. J Am Chem Soc 121:10642, 1999.
30. SM Marinakos, LC Brousseau, A Jones, DL Feldheim. Chem Mater 10:1214, 1998.
31. SM Marinakos, DA Shultz, DL Feldheim. Adv Mater 11:34, 1999.
32. SM Marinakos, JP Novak, LC Brousseau, AB House, EM Edeki, JC Feldhaus, DL Feldheim.

J Am Chem Soc 121:8518, 1999.
33. A Garg, E Matijevic. J Colloid Interface Sci 126:243, 1998.
34. N Kawahashi, E Matijevic. J Colloid Interface Sci 138:534, 1990.
35. M Giersig, LM Liz-Marzan, T Ung, DS Su, P Mulvaney. Ber Bunsenges Phys Chem

101:1617, 1997.
36. LM Liz-Marzan, M Giersig, P Mulvaney. Langmuir 12:4329, 1996.
37. LM Liz-Marzan, M Giersig, P Mulvaney. J Chem Soc Chem Commun 731, 1996.
38. H Bamnolker, B Nitzan, S Gura, S Margel. J Mater Sci Lett 16:1412, 1997.



39. A Dokoutchaev, JT James, SC Koene, S Pathak, GKS Prakash, ME Thompson. Chem Mater
11:2389, 1999.

40. A Hanprasopwattana, S Srinivasan, AG Sault, AK Datye. Langmuir 12:3173, 1996.
41. Q Liu, Z Xu, JA Finch, R Egerton. Chem Mater 10:3936, 1998.
42. KS Suslick, SB Choe, AA Cichowlas, MW Grinstaff. Nature 353:414, 1991.
43. X Cao, Y Koltypin, G Katabi, I Felner, A Gedanken. J Mater Res 12:405, 1997.
44. N Arul Dhas, A Gedanken. J Phys Chem 101:9495, 1997.
45. N Arul Dhas, A Zaban, A Gedanken. Chem Mater 11:806, 1999.
46. Z Zhong, Y Mastai, Y Koltypin, Y Zhao, A Gedanken. Chem Mater 11:2350, 1999.
47. S Ramesh, Y Cohen, R Prosorov, KVPM Shafi, D Aurbach, A Gedanken. J Phys Chem B

102:10234, 1998.
48. A Ulman. An Introduction to Ultrathin Organic Films: From Langmuir–Blodgett to Self-As-

sembly. Boston, Academic Press, 1991; JH Fendler. Nanoparticles and Nanostructured Films:
Preparation, Characterization and Application. Weinheim, Germany: Wiley VCH, 1998.

49. F Caruso, E Donath, H Möhwald. J Phys Chem B 102:2011, 1998.
50. F Caruso, H Lichtenfeld, E Donath, H Möhwald. Macromolecules 32:2317, 1999.
51. GB Sukhorukov, E Donath, H Lichtenfeld, E Knippel, M Knippel, H Möhwald. Colloids Surf

A: Physicochem Eng Aspects 137:253, 1998.
52. F Caruso, C Schüler, DG Kurth. Chem Mater 11:3394, 1999.
53. DG Kurth, F Caruso, C Schüler. Chem Commun 1579, 1999.
54. SW Keller, SA Johnson, ES Brigham, EH Yonemoto, TE Mallouk. J Am Chem Soc

117:12879, 1995.
55. T Chen, P Somasundaran. J Am Ceram Soc 81:140, 1998.
56. F Caruso, H Lichtenfeld, H Möhwald, M Giersig. J Am Chem Soc 120:8523, 1998.
57. F Caruso, AS Susha, M Giersig, H Möhwald. Adv Mater 11:950, 1999.
58. F Caruso, H Möhwald. Langmuir 15:8276, 1999.
59. F Caruso, H Möhwald. J Am Chem Soc 121:6039, 1999.
60. F Caruso, H Fiedler, K Haage. Colloids Surf A: Physicochem Eng Aspects 169:287, 2000.
61. RK Iler. J Colloid Interface Sci 21:569, 1966.
62. G Decher, J-D Hong. Makromol Chem, Macromol Symp 46:321, 1991.
63. G Decher, J-D Hong. Ber Bunsen-Ges Phys Chem 95:1430, 1991.
64. For a review, see: G Decher. In: J-P Sauvage, MW Hosseini, eds. Templating, Self-Assembly

and Self-Organization. Vol 9. Oxford: Pergamon Press, 1996, pp 507–528.
65. T Okubo, M Suda. Colloid Polym Sci 277:813, 1999.
66. T Okubo, M Suda. Colloid Polym Sci 278:380, 2000.
67. H Lichtenfeld, L Knapschinsky, H Sonntag, V Shilov. Colloids Surf A: Physicochem Eng As-

pects 104:313, 1995.
68. H Lichtenfeld, L Knapschinsky, C Dürr, H Zastrow. Progr Colloid Polym Sci 104:148, 1997.
69. GB Sukhorukov, J Schmitt, G Decher. Ber Bunsenges Phys Chem 100:948, 1996.
70. F Caruso, D Trau, H Möhwald, R Renneberg. Langmuir 16:1485, 2000.
71. F Caruso, W Yang, D Trau, R Renneberg. Langmuir 16:8932, 2000.
72. A Henglein. J Phys Chem 97:5457, 1993.
73. L Armelao, R Bertoncello, MD Dominicus. Adv Mater 9:736, 1997.
74. T Sun, K Seff. Chem Rev 94:857, 1994.
75. M Haruta. Catal Today 36:153, 1997.
76. A Susha, F Caruso, AL Rogach, GB Sukhorukov, A Kornowski, H Möhwald, M Giersig, A

Eychmüller, H Weller. Colloids Surfaces A: Physicochem Eng Aspects 163:39, 2000.
77. A Rogach, A Susha, F Caruso, G Sukhorukov, A Kornowski, S Kershaw, H Möhwald, A Ey-

chmüller, H Weller. Adv Mater 12:333, 2000.
78. DL Wilcox, M Berg. In: Hollow and Solid Spheres and Microspheres: Science and Technol-

ogy Associated with Their Fabrication and Application. Vol 372. Pittsburgh: Materials Re-
search Society Proceedings, 1995, pp 3–13.



79. J Hotz, W Meier. Langmuir 14:1031, 1998.
80. BM Discher, Y-Y Won, DS Ege, JC-M Lee, FS Bates, DE Discher, DA Hammer. Science

284:1143, 1999.
81. M Zhao, L Sun, RM Crooks. J Am Chem Soc 120:4877, 1998.
82. MS Wendland, SC Zimmerman. J Am Chem Soc 121:1389, 1999.
83. KB Thurmond, T Kowalewski, KL Wooley. J Am Chem Soc 119:6656, 1997.
84. KB Thurmond, H Huang, CG Clark Jr, T Kowalewski, KL Wooley. Colloids Surfaces B:

Biointerfaces 16:45, 1999.
85. PJ Bruinsma, AY Kim, J Liu, S Baskaran. Chem Mater 9:2507, 1997.
86. Y Lu, H Fan, A Stump, TL Ward, T Rieker, CJ Brinker. Nature 398:223, 1999.
87. M Iida, T Sasaki, M Watanabe. Chem Mater 10:3780, 1998.
88. M Okubo, Y Konishi, H Minami. Colloid Polym Sci 276:638, 1998.
89. XZ Kong, CY Kan, HH Li, DQ Yu, Q Yuan. Polym Adv Technol 8:627, 1997.
90. B Miksa, S Slomkowski. Colloid Polym Sci 273:47, 1995.
91. S Schacht, Q Huo, IG Voigt-Martin, GD Stucky, F Schuth. Science 273:768, 1996.
92. KJ Pekarek, JS Jacob, E Mathiowitz. Nature 367:258, 1994.
93. JG Liu, DL Wilcox. J Mater Res 10:84, 1995.
94. U Kubo, H Tsubakihaara. J Vac Sci Tech A 5:2778, 1987.
95. KH Moh, HG Sowman, TE Wood. US Patent No. 5,077,241, 1991.
96. HG Sowman. US Patent No. 4,349,456, 1982.
97. DD Lasic. Liposomes: From Physics to Applications. Amsterdam: Elsevier, 1993.
98. H Ringsdorf, B Schlarb, J Venzmer. Angew Chem 100:117, 1988.
99. DD Lasic. Angew Chem Int Ed Engl 33:1685, 1994.

100. W Meier, J Hotz, S Günther-Ausborn. Langmuir 12:5028, 1996.
101. D Kippenberger, K Rosenquist, L Odberg, JH Fendler. J Am Chem Soc 105:1129, 1983.
102. SA Jenekhe, XL Chen. Science 279:1903, 1998.
103. E Donath, GB Sukhorukov, F Caruso, SA Davis, H Möhwald. Angew Chem Int Ed 37:2201,

1998.
104. GB Sukhorukov, E Donath, S Davis, H Lichtenfeld, F Caruso, VI Popov, H Möhwald. Polym

Adv Technol 9:759, 1998.
105. F Caruso, RA Caruso, H Möhwald. Science 282:1111, 1998.
106. F Caruso, RA Caruso, H Möhwald. Chem Mater 11:3309, 1999.
107. DI Giffins, F Caruso. Adv Mater 12:1947, 2000.
108. F Caruso, M Spasova, A Susha, M Giersig, RA Caruso. Chem Mater 13:109, 2001.
109. A Voigt, H Lichtenfeld, GB Sukhorukov, H Zastrow, E Donath, H Baümler, H Möhwald. Ind

Eng Chem Res 38:4037, 1999.
110. F Caruso. Chem Eur J 6:413, 2000.
111. G Sukhorukov, L Dähne, J Hartmann, E Donath, H Möhwald. Adv Mater 12:112, 2000.



15
Electro-Transport in Hydrophilic
Nanostructured Materials
BRUCE R. LOCKE Florida State University, Tallahassee, Florida

I. INTRODUCTION

Electrophoretic transport, or, more generally, electric-field-induced molecular motion, in
uncharged hydrophilic materials with nanometer-scale pore structure is important in a num-
ber of processes, including biochemical separation and purification methods, electric-field-
enhanced drug delivery for biomedical engineering applications, and some biological 
phenomena. For example, electrophoresis in polymer hydrogels has been extensively used
and developed for the separation and purification of biological macromolecules. A wide
range of materials, from fibrous membranes to chemically and physically cross-linked gels
and polymer solutions, has been utilized for electrophoretic separations. Recent interest has
also focused on electrophoresis and chromatography in silicon and other inorganic surfaces
(with and without polymeric supports) with etched channels of nanometer-to-micrometer
dimension. Many electrophoretic processes have been developed that use these media un-
der various electric field conditions, from constant applied voltages or currents to single or
multidimensional pulsed electric fields. In addition, separation methods such as capillary
electrophoresis, electrochromatography, and field flow fractionation may utilize hy-
drophilic polymeric media to increase the resolution of macromolecular separations in sit-
uations where the applied electric field is coupled to bulk solution-phase hydrodynamic
flow via electro-osmotic flow or pressure-driven flow. Electric fields have also been used
to enhance the ultrafiltration of proteins by altering the structure of the protein gel layer
formed on the ultrafiltration membrane surface. Other examples where applied electric
fields affect macromolecular transport in media consisting of polymeric materials include
transport through biological tissue (e.g., biopolymers of proteins or polysaccharides) under
the influence of constant or pulsed electric fields. This is of much current interest for ap-
plications in the development of transdermal drug delivery processes via iontophoresis and
electroporation, for cancer treatment, for wound healing, and for understanding the general
effects of electric fields on biological cells, membranes, and tissues.

In the analysis of transport of macromolecules in hydrophilic nanometer-scale media
there are four fundamental questions that may be considered. These include:

1. How does the structure of the media, including the size, shape, geometry, and distri-
bution of pores, influence the transport characteristics for a given solute?

2. What is the role of the shape, size, and other molecular and chemical characteristics of
the transporting solute on the rate of transport?



3. How do the solution conditions including pH, ionic strength, and buffer type, affect the
transport, and how can these conditions be controlled and optimized for a particular ap-
plication?

4. What is the optimal means for applying the electric field to facilitate the motion of the
solute?

These four questions are of course interrelated; however, theory and experiments can be,
and have been, designed to isolate the effects of the individual factors of media structure,
solute properties, electric field conditions, and solvent characteristics. The roles of the me-
dia properties and the size and shape of the solute have been considered extensively in the
literature on electrophoresis and gel chromatography over the past 20–30 years [75,77,326–
329]. The role of the nature of the applied electric field and more extensive consideration
of highly elongated or unusually shaped molecular solutes has been considered only within
the last 5–10 years with the advent of pulsed-field electrophoresis [263,447], and very re-
cent studies have considered novel methods of controlling the electric field [46]. The ef-
fects of solvent conditions have also been considered extensively, especially for nongel ap-
plications, in moving-boundary electrophoresis, isotachophoresis, zone electrophoresis,
and isoelectric focusing [37,38,76,254,286,287,306,347,352,353]. Therefore, in order to
understand the nature of molecular motion under applied electric fields in macromolecular
media and to improve the practical applications of this phenomena, a detailed analysis of
the preceding four questions is needed.

At the present time, there are several reasons for a detailed re-evaluation and analy-
sis of the literature concerning the study of these questions. These reasons include:

1. The need to develop new materials for electrophoretic analysis and macromolecular
separations prompted by the needs of the human genome project and the rapidly 
advancing fields associated with biotechnology, advances in the development of new
analytical instrumentation—especially capillary electrophoresis, and practical limita-
tions of the media currently used for gel electrophoresis [73]

2. Advances in the study of macromolecular structures, e.g., complex and supramolecu-
lar fluids, and the synthesis of new materials, e.g., nanostructured media, which may
lead to the design of optimal materials for given separations or other applications

3. Advances in the application of pulsed electric fields for the separation and analysis of
large macromolecules; use of multidimensional electric fields for enhanced separation
of nucleic acids

4. Advances in experimental techniques, including pulsed-field gradient NMR, and the-
oretical methods, including volume averaging, macrotransport, and variational meth-
ods, that may lead to the resolution of a number of the fundamental issues in gel elec-
trophoresis and to improvements in the practical application of electrotransport in
polymeric media

The overall objective of this chapter is to review the fundamental issues involved in
the transport of macromolecules in hydrophilic media made of synthetic or naturally oc-
curring uncharged polymers with nanometer-scale pore structure when an electric field is
applied. The physical and chemical properties and structural features of hydrophilic poly-
meric materials will be considered first. Although the emphasis will be on classical poly-
meric gels, discussion of polymeric solutions and nonclassical gels made of, for example,
un-cross-linked macromolecular units such as linear polymers and micelles will also be
considered in light of recent interest in these materials for a number of applications



discussed earlier. Emphasis will be placed on material currently used or under development
for gel permeation chromatography and electrophoresis; i.e., primarily polyacrylamide-
and agarose-based materials; however, additional discussion of other materials that may be
of specific interest for future applications in chromatography and electrophoresis will also
be presented. Specific issues related to the development and application of materials with
nanometer-scale pore structure will be considered. The discussion will be limited to un-
charged media, since a wide range of the materials of interest are not charged or have a neg-
ligibly small charge, and the theoretical analysis of transport in charged media is less 
developed. Furthermore, it will be assumed that the media is not distorted by the applica-
tion of the electric field, although future work in this direction is needed.

Diffusive transport in these materials will be considered in detail, since diffusive mo-
tion plays a fundamental role in governing molecular motion, even in the presence of an ap-
plied electric field, and the methodology used in the analysis of electrophoresis in porous
media has much in common with that used for diffusive transport in porous media. A de-
tailed review of the literature concerning diffusion in gels and polymeric networks and so-
lutions will thus be presented in order to provide the framework for the discussion of elec-
trophoresis. The review will emphasize electric-field-induced transport in solutions and
gels with constant applied fields, including both theoretical methodologies and experi-
mental results, and will include comments on where further experimental data or theoreti-
cal development is needed. Particular emphasis will be placed on experimental methods us-
ing pulsed-field gradient nuclear magnetic resonance (PFGNMR), since this technique may
provide the experimental evidence on molecular motion that can be used to test a number
of untested or incompletely tested theories. In addition, among the theoretical methods dis-
cussed, the emphasis will be on the application of volume-averaging methods.

II. PHYSICAL AND CHEMICAL PROPERTIES OF
NANOSTRUCTURED ELECTROPHORESIS MATERIALS

A. Classification of Electrophoresis Media

Since the emphasis of this review is on polymeric hydrogels, it is useful first to consider the
defining characteristics of the gel state and to discuss the differences between a classical
gel made from chemically or physically cross-linking a polymer into a three-dimensional
network and other gels and solutions of un-cross-linked polymers. Flory [119] was the first
to develop a rigorous analysis of the gel state by considering the formation of three-di-
mensional networks of polymers through condensation chemical reactions whereby “gela-
tion occurs when a critical number of intermolecular linkages has been exceeded.” He
showed that network formation requires trifunctional or higher monomeric units to react,
and thus bifunctional monomers cannot form gels since interconnected networks will not
form. He considered a gel as an “infinitely large three-dimensional network,” or a macro-
molecule with an infinite molecular weight that forms once a critical gelation threshold has
been exceeded. These gels are essentially viscoelastic solids, and one experimental condi-
tion defining the gel state is the state where the viscosity goes to infinity. Figure 1 shows a
schematic of the viscosity for a pregel solution formed through chemical polyesterification
versus time. The gel point is determined by extrapolation to the time where the viscosity
increases without bound. This figure clearly shows that the viscosity increases rapidly near
the gel point; therefore, one of the major defining characteristics of a gel is its solidlike me-
chanical behavior.



Flory [120] went on to expand the concept of gels beyond the “chemical gels” just
mentioned by classifying gels into the four categories: (1) well-ordered lamellar structures,
(2) completely disordered covalent polymeric networks, (3) polymeric networks formed by
physical aggregation—mostly disordered but containing regions of local order, and (4) par-
ticulate disordered structures. Although the materials included in this classification are very
different, Flory examined the unifying concept of “continuity of structure” that links these
various materials. He concluded that the “universal characteristic of those systems regarded
as gels is that they must possess a continuous structure of some sort, the range of continu-
ity of the structure being of macroscopic dimensions.” He further stated, “As a corollary in-
ference, the continuity of structure must possess a degree of permanency—at least for a 
period of time commensurate with the duration of the experiment.” Thus, gels are molecu-
lar networks where the individual units are linked primarily by covalent chemical bonds or
multiple cooperative hydrogen bonds, although electrostatic and van der Waals interactions
may also play a role in stabilizing the network structure. True gels consist of at least two
components where the polymer also requires a solvent to mediate the interactions between
units of the network.

Flory considered examples of the first category of gels to be soaps, phospholipids,
and clays [120]. These materials generally have a more ordered structure than the other
three classes of materials discussed by Flory, and indeed are really more akin to liquid crys-
tals [67,82,91]. One may therefore consider broadening this group of ordered materials to
include: (1) lyotropic liquid crystal–forming polymers, including surfactants that form 
micelles, hexagonal cubic phases, bicontinuous cubic phases, and lamellar phases, and (2)
ordered arrays of colloidal particles [95]. Table 1 summarizes the variety of media or “gel-
like” media that may be considered for electrophoresis studies. All of the materials dis-
cussed here are made of macromolecular units or aggregates of macromolecular structures
and generally have structural and/or pore features on the nanometer scale. The media are
classified into “ordered” and “nonordered” media, reflecting their basic structural features.
Some of the materials classified as ordered may have only local order on the micrometer or
smaller scale and may be more randomly distributed at the large scale.

Figure 2a shows a schematic phase diagram for lyotropic liquid crystals. This figure
shows the formation of micelles, cubic phases, bicontinuous cubic phases, and lamellar
phases as the concentration of surfactant increases. Also shown in this figure is a schematic
diagram of an ordered bicontinuous cubic phase (Fig. 2b). Another interesting example in

FIG. 1 Viscosity vs. time during gel formation and the gel point. (Based on Ref. 119.)



this class of ordered materials is a commercially available material made of triblock
copolymers of polypropylene oxide and ethylene oxide (Pluronic) that will form a gel-like
phase, of face-centered ordered micelles, at high concentration of surfactant [51,175,
211,212,230,231,252,253,304,416,439,443].

Examples of Flory’s second category include the polyacrylamide gels that are exten-
sively used in electrophoresis [18] and many other synthetic nonaqueous-based polymers.
Examples of Flory’s third category include agarose gels, also extensively used for elec-
trophoresis [350], and a number of other important biological polymers, such as protein
gels [120]. These gels are of much biological relevance and include the basic structural
molecules of tissues and cells, i.e., collagen, hylauronic acid, keratin, and others, in living
organisms. Flory’s fourth category may include gels made of flocculent precipitates and
protein aggregates [120,259]. The last category in Flory’s classification shares with types
2 and 3 the characteristic of less order than those in the first group, and many of these ma-
terials are polyelectrolytes.

Most of the gels used in chromatography and electrophoresis are of types 2 and 3 in
the Flory classification. Current research seeks to explore other types of structures included
in the first category as well as hybrid combinations of gels from several of the other cate-
gories and linear non-gel-forming polymers. Gels of the fourth category have not been of
direct interest in electrophoresis and gel chromatography; however, they are important in
the ultrafiltration of proteins [259] and other macromolecules—electric fields have been
applied to these protein gel layers to enhance ultrafiltration separations [308]. Other gel-
like media of interest include ternary microemulsions that form continuous nonordered
biphasic materials [71,177,196–198,248]. Figure 2c shows an example of a nonordered
ternary microemulsion. The issue of order vs. nonorder in the biphasic material is a diffi-
cult one to resolve, and much extensive structural characterization is required to demon-
strate ordering in these materials.

The analysis of gel structure conducted by Flory encompasses primarily category 2
and category 3 gels, which have in common random structures, although some considera-

TABLE 1 Classification of Media Types

I. Ordered media
A. Colloidal particles

1. Spheres, crystals, “particle gels”
2. Rigid rods, nematic & smectic phases
3. Semiflexible chains

B. Surfactant structures
1. Micelles, cubic arrays
2. Hexagonal phases
3. Bicontinuous cubic phases
4. Lamellar phases

II. Nonordered media
A. Type 2: chemical cross-linked gels, polyacrylamide
B. Type 3: physical cross-linked gels, agarose
C. Type 4: flocculated or aggregated gels
D. Microemulsions, ternary microemulsions



tion of type 4 gels is made; type 1 gels are excluded in Flory’s analysis due to their regular
structures. Reviews of aspects of ordering in supramolecular fluids that would be relevant
to the first group of materials are available [67,82,91,178,206].

The physical gels (types 1, 3, and 4 in Flory’s classification), i.e., gels not chemically
cross-linked, are to a certain degree dynamic structures. They are also referred to as “re-
versible” gels as opposed to the covalently cross-linked “irreversible” gels. According to
Flory, “In a gel structure involving interchain hydrogen bonds, the cross-linkages will be
continually forming and dissociating,” and “even in the quiescent state, the gel structures
will be rearranging on a microscale; networks will be forming and disintegrating in a state
of dynamic equilibrium.” Flory also considered that physical gels must have some “degree

FIG. 2 Example media: (a) Surfactant–water phase diagram. (Reprinted from Ref. 206, Copyright
1991, with permission from Elsevier Science.) (b) Ordered periodic and bicontinuous structures.
(Reprinted from Ref. 178 with permission from Academic Press, Ltd.) (c) Nonordered membrane
structures from ternary microemulsions. (Reprinted with permission from Ref. 177, Copyright 1989,
American Chemical Society.)



of chain contour cooperativity,” and this concept has been considered in detail more re-
cently [333]. This implies that a critical number of overlapping bonds (hydrogen bonds as
well as van der Waals interactions may be important) must form between segments of the
polymers in order to form a stable structure.

De Gennes [127] further considered the difference between strong gelation and weak
gelation. In strong gelation, the cross-links are completely stable and the transition from a
solution to a gel is very sharp. In weak gelation, the cross-links are not completely stable,
and reversible bond formation can occur. Weak gelation is similar to a glass transition.

De Gennes also emphasized the characteristic of gels whereby they are highly de-
pendent upon the method of preparation. He uses the terminology “preparative ensemble”
and “final ensemble” to describe the state of the gel in terms of its preparation method and
its final characteristics, respectively. This has been shown to be particularly important for
polyacrylamide gels [382,395]. Gelation kinetics also play a major role in determining the
final structure of the gel. Other gel properties of importance include mechanical strength,
swelling and solvent effects, and phase transitions.

Following the pioneering work of Katzir-Katchalsky [191], who studied phase 
transitions and mechanochemical coupling in polyelectrolyte gels, Tanaka [381] has ex-
tensively studied the phase transitions for gels that give rise to large volume changes in re-
sponse to changes in solution chemical properties, including solvent composition, pH, and
ionic strength, and to physical stimuli, including electric field, light, and temperature. In or-
der for these phase transitions to occur, Tanaka explains, the polymer must interact through
repulsive (electrostatic or hydrophobic effects) and attractive interactions. Further aspects
of these phase transitions will not be considered in the present review since they are more
applicable to charged gels. (For recent advances in polyelectrolyte theory see Ref. 258.)

Hydrogels were originally used for electrophoretic separations because they damp-
ened the thermally induced convection that arises when an electric current is passed
through a solution. This convection reduces the resolution of an electrophoretic separation
since it causes mixing of the solutes. In addition to its function as a means for dampening
hydrodynamic instability, gel structure also plays an important role in improving the sepa-
ration of a mixture through its sieving properties and, occasionally, adsorption properties.
The sieving effect enhances electrophoretic separation through increased retardation in the
gel as a function of the molecular weight of the solute. Other work has considered the ad-
dition of controlled charged groups into the separation matrix in order to provide preformed
pH gradients for isoelectric focusing separations in gels or for deliberately introducing and
controlling electro-osmotic flow [70]. Pore gradient electrophoresis [114,331,335] has also
been developed whereby the gel is cast in such a manner as to provide a gradient in the
mean pore size. Gradients in the buffer composition have also been used to enhance sepa-
ration in gel electrophorsis [18] and may also be useful in electrochromatography [216].
Proposals have been suggested to capitalize on the electric-field-dependent orientation of
certain liquid crystals to create tunable separations media [402].

The desirable properties for media to be used in electrophoresis include: (1) me-
chanical stability—materials of structural integrity that can easily be handled or that are not
disrupted during the course of an experiment; (2) chemical stability—ability to resist chem-
ical degradation by hydrolysis or other means; (3) optical clarity—to allow observation of
the transporting species, (4) reproducibility—to allow for clear band formation and little
run-to-run variability; (5) ease of preparation; (6) hydrophilic—although some recent work
has been performed on electrophoresis in organic solvents; (7) low charge—although some



applications capitalize on controlled charge; and (8) controlled pore size—structures that
can be made with a variety of specified or predetermined pore sizes in a wide range of size,
from a few nanometers to microns, and with narrow pore size distributions). Table 2 sum-
marizes some of the media currently in use for electrophoresis studies.

B. Example Electrophoresis Media

1. Polyacrylamide Gels

Chemically cross-linked gels can be formed, for example, by condensation polymerization,
additive polymerization, or free-radical-induced polymerization [119,394]. A wide range
of materials can be made by varying the length of the chains between cross-links. Poly-
acrylamide (PA), since its introduction in 1959 by Raymond and Weintraub [311] and Orn-
stein and Davis [278], is perhaps the most extensively used hydrogel in this class. Ornstein
[277] provides a historical account of the early work on polyacrylamide gels, and Righetti
and Gelfi [317] review more recent work on alternative formulations of polyacrylamide.
Extensive reviews of the preparation of polyacrylamide gels are available [18]. The PA gels
are synthesized by chemical or photoinduced free-radical polymerization of the acrylamide
bifunctional monomer and the tetrafunctional bisacrylamide (Bis) cross-linking agent. Fig-
ures 3a and 3b show the chemical composition of polyacrylamide gels and several cross-
linking agents used in the preparation of PA gels. It can be noted that the gel consists pri-
marily of carbon, nitrogen, oxygen, and hydrogen. The gels are hydrophilic and have
essentially zero charge. The conventional notation for PA gels is to specify the fraction of
total monomer (Bis plus acrylamide) as T (defined as mass of Bis plus acrylamide in 100

TABLE 2 Summary of Media Currently Used in Electrophoresis

I. Normal slab electrophoresis
A. Polyacrylamide, cross-linked

1. Bis/acrylamide
2. Variation of cross-linker
3. Addition of un-cross-linked polymers (polyethylene glycol, glycerol, surfactants, liquid

crystals)
4. Covalent linkage of PA to agarose

B. Agarose
1. Normal agarose
2. Addition of un-cross-linked polymers (polyethylene glycol, glycerol)

II. Nongels
A. Polymer solutions (used in capillary electrophoresis and slab electrophoresis)

• linear acrylamide
• cellulose derivatives—hydroxyethyl, hydroxymethyl cellulose
• polyethylene oxide
• dextran
• liquified agarose
• polyethylene glycol

B. Others
1. Electrophoresis sponges
2. Porogens
3. Nonionic micelles (Pluronics)



FIG. 3 Chemical composition and physical structure of polyacrylamide gels. (a) Chemical struc-
ture of polyacrylamide gels, (b) chemical structure of various cross-linking agents. (a and b:
Reprinted by permission of Oxford University Press from Ref. 18, 1986, Oxford University Press.)
(c) Model of physical structure as increasing fiber thickness. (Reprinted with permission from Ref.
153, Copyright 1985, American Chemical Society.) (d) Model of physical structure as aggregates of
increasing size. (Reprinted by permission of John Wiley & Sons, Inc., from Ref. 80, Copyright 1992,
John Wiley & Sons, Inc.)

mL of solution) and the weight fraction of cross-linking agent (Bis only) as C (mass of Bis
divided by total mass of Bis plus acrylamide). Specification of T and C along with the sol-
vent and buffer composition and temperature have been considered to completely define a
PA gel.

The physical characteristics of PA gels have been studied using a number of tech-
niques that will be discussed in a later section; however, it is useful to note that the pore



size of the PA gel generally varies in the range of a few nanometers (at high % T) to the tens
of nanometers (at low % T), and thus they have been employed extensively for the se-
paration of small proteins (�100 kDa) and nucleic acid restriction fragments (�1–2 kpb).
The lower limit for the formation of a gel with PA is approximately 2% T, and it has been
reported that T4 bacteriophage virus, 75 nm, can be fractionated in this very dilute, almost
liquid, gel [350]. Variation of the % C has lead to further insights on the nature of the gel
structure. Most of the studies that characterize the gel structure conclude that the gel is het-
erogeneous on the scale of 50–100 nm [80]; i.e., it contains microdomains that have higher
concentrations of Bis. High concentrations of Bis tend to lead to larger overall pore sizes
because the Bis, with a solubility limit of around 40%, is much less water soluble than acry-
lamide, and it therefore appears to “cluster” together in dense aggregates. Figures 3c and
3d also show schematics of two possible structures of polyacrylamide gels. One possibil-
ity suggests that the polyacrylamide fibers become thicker as the amount of Bis is in-
creased, and the other possibility suggests that regions of high-concentration Bis form glob-
ular domains as the amount of Bis is increased. Further work is needed to distinguish
between these alternatives.

Acrylamide gel polymerization, with chemical catalysts rather than by photo-
polymerization, proceeds rapidly, with approximately 90% conversion in the first 
hour. The percentage of Bis reacted has recently been found to be higher than the per-
centage of acrylamide monomer reacted [315] at the gel point. Extensive studies of 
gel polymerization kinetics (especially photopolymerization with dye-sensitized gels)
have been conducted [57,58,125,126,225,315,318] and lead to the concept that at 
gelation, the gel point, approximately 80% of the double bonds in the Bis have reacted.
The remaining reactions occur more slowly over a longer time period but eventually 
lead to over 99% conversion of the reacting molecules. Chain propagation in free-
radical polymerization is generally much more rapid than radical initiation [43], and 
this has also been used to partially explain some of the heterogeneity observed in poly-
acrylamide gels.

Conventional PA gels suffer from the disadvantages that they undergo hydrolysis 
at high pH, are generally not reusable [73], and have fairly low pore-size limits (i.e., they
are not useful for very large macromolecules, i.e., DNA size). Righetti and coworkers 
[317] have found methods to reduce PA hydrolysis through modification of monomer-
ic units and (as further discussed later) to increase the pore size using macromolecular 
templates.

2. Agarose Gels
Physically cross-linked materials can be made according to De Gennes through (1) forma-
tion of helical structures, (2) formation of microcrystals, or (3) formation of nodules with
block copolymers. Examples of helical structures include agarose and hyaluronic acid. Fig-
ure 4 shows a typical structure of an agarose gel [350]. Agarose is a polysaccharide (shown
in Fig. 4) made of six-member rings with various substitutes, such as sulfate, pyruvate, and
methoxyl groups, on the basic polysaccharide chain, and it may thus also contain a small
residual charge. Agarose will form a double helix; however, this helix is not sufficient to
form a gel [350]. Gels are formed as the agarose double helices aggregate to form “super-
fibers,” with radii, observed by small-angle x-ray scattering (SAXS), of 15 nm [96]. The
triple helical units, cross-linked by hydrogen bonds and entanglements, are shown in this
figure. The pores in agarose are usually very large, on the order of hundreds of nanometers



[74,226,350], and thus agarose gels have been extensively used for the separation of large
proteins, viruses, and, most typically, larger nucleic acids. Agarose gels, due to small resi-
dual charges, may lead to small amounts of electro-osmotic flow, nonspecific adsorption,
and fiber alignment in electric fields [366], although several commercial suppliers have
made advances in reducing the residual charge.

3. Hybrid Gels
Due to the previously mentioned disadvantages and limitations of polyacrylamide and
agarose gels, a number of hybrid gel materials have recently been studied [74,317]. Gels
that are more resistant to chemical degradation than polyacrylamide and gels that have pore
sizes intermediate between polyacrylamide and agarose are of particular interest [74]. Al-
ternative gels can be synthesized using different cross-linking agents with acrylamide and
using different monomers. More recent work has considered the addition of other polymers
to the acrylamide/bisacrylamide mixture prior to initiation of polymerization [73]. Righetti

FIG. 4 Chemical composition and physical structure of agarose gels. (Reprinted by permission of
Wiley-VCH and P. Serwer from Ref. 350, Copyright 1983, Wiley-VCH.)



and coworkers [73] found that the use of a new class of mono- and disubstituted acrylamide
monomers lead to hydrogels with enhanced resistance to alkaline hydrolysis. Righetti and
coworkers also introduced such polymers as polyethylene glycol [316] and glycerol [70]
into a mixture of acrylamide and Bis with the intent to increase the average pore size of an
acrylamide gel. Due to the sequestering of water by the PEG, the growing polyacrylamide
chains form large “latterly aggregated” “bundles, held together by, preferentially (but per-
haps not solely), interchain H bonds.” Figure 5 shows a schematic of these laterally aggre-
gated gels where the polymer fibers are assumed to thicken. The macropores created in this
gel were found to be of order 500 nm. It was found that these gels had very thick walls be-
tween the pore spaces and that during the polymerization, prior to cross-linking, the nascent
polymer chains were held together in bundles by hydrogen bonds rather than having a ran-
dom orientation in the solvent. A similar preparation using agarose gels with the polyethy-
lene glycol or glycerol lead to a bimodal pore distribution, with macropores of 10-�m size
and micropores of 100-nm size. Hybrid gels made by covalently linking agarose to poly-

FIG. 5 Proposed structure of laterally aggregated acrylamide gels: (a) transition from homoge-
neous to heterogeneous structure by polymerization with large PEG molecules; (b) model of chain
bundling at low temperature. (Reprinted by permission of Wiley-VCH and P. Righetti from Ref. 316,
Copyright 1992 and 1993, Wiley-VCH.)



acrylamide [72] have also been found to be mechanically stronger and more elastic than
conventional polyacrylamide gels and to perform well in DNA electrophoresis. Caglio and
Righetti [59] have investigated various means to improve the conversion efficiency of
polyacrylamide gels by varying the pH and catalysts.

4. Template Media

One of the earliest reported attempts at creating a porous material using molecular tem-
plates was that of Dickey [94], who synthesized silica gel with dye molecules such as
methyl orange. After removing the dye from the templated gel it was found that the tem-
plated gel had specific affinity up to 20 times higher than gels synthesized without the 
template. More recently, Mosbach [19,110,201,404,440] and others [299] have developed
extensive work on the introduction of templating molecules, termed molecular imprinting,
into the polymerization process in order to make chromatography material with highly 
specific affinity for given solutes. Good separation of chiral molecules has been demon-
strated using thin films of polymers (made of methacrylic acid and 2-vinyl pyriline as
monomers and ethylene dimethacrylate or trimethylol propane trimethacrylate as cross-
linker, with toluene as template) for open-tube chromatography and capillary electrochro-
matography [380].

De Gennes [90] suggested that the incorporation of a hydrophilic polymer into the
water layer formed within the lamellar phase of a lipid and water may lead to an interest-
ing and anisotropic gel where “one might cross-link the chains and wash out the lipid with
suitable solvents.” An anisotropic gel in this context is one where the pores have a highly
organized structure with a high degree of orientational order.

The approach of using a template to create defined pores in materials has also been
extensively used in the synthesis of inorganic zeolites for catalysis and elsewhere
[65,117,118,200,207,249,396,442]. Pores of 5–30 nm were produced in mesoporous silica
using triblock copolymers as templates [442], and magnetic field alignment of silicate-
surfactant liquid crystals has been shown to lead to anisotropic material. Ordered three-di-
mensional periodic biphasic media have been synthesized using inorganic and organic 
anions and cations [174], and silica and titania colloidal particles have also been used to
create ordered media [213]. These materials have not been investigated for electrophoresis
or for effects on electric-field-induced transport, and any residual charge incorporated in
the matrix may have deleterious effects on electrotransport.

The addition of surfactants during gel polymerization has been explored by a num-
ber of groups [78,84]. Chu et al. [78] explored complexes of polyelectrolytes and surfac-
tants and found that the ionic surfactants became more concentrated in the charged network
and formed micelle-like aggregates within the gel. These surfactant gel complexes, i.e.,
SDS with gelatin, have been studied by small-angle neutron scattering. These materials,
however, have not been investigated for electrophoresis and may not be particularly useful
for this application due to the large residual charges from the ionic surfactants.

In order to study the effect of nanometer-scale channels or pores in polyacrylamide
gels, Rill et al. [322] have demonstrated that templates such as DNA, xanthan, and spheri-
cal micelles of sodium dodecyl sulfate (SDS) and other surfactants can be cast into poly-
acrylamide gels during polymerization, that these templates can be removed from the 
resulting gels by soaking or electrophoresis, and that the pores created in these gels upon
removal of the template can significantly affect the electrophoretic mobility and gel per-
meation chromatography characteristics of proteins. The presence of the template was



found to have a very small effect on the gelation kinetics, and it was found that over 90%
of the template molecules could be removed by soaking in a buffer or by applying a small
electric field. The goal of this work was to introduce macromolecular templates, i.e., of the
order of nanometers, in order to create pores of defined characteristic shape and size that
may alter the selectivity of the templated gel material during electrophoresis. The pores ex-
pected in these studies differ substantially from those obtained by Righetti et al. [316]; the
use of small macromolecular templates is expected to give pores closer in size to the natu-
ral pores of the polyacrylamide matrix rather than the very large pores obtained upon use
of such large polymers such as PEG.

Experiments by Rill et al. [322] with templated gels showed that the electrophoretic
mobilities of SDS proteins in gels templated with 20% SDS depended strongly on the acry-
lamide concentration and could not be explained by changes in the overall pore size of 
the gel. Figure 6 shows plots of the mobility ratios of two types of SDS-templated gels
(symbols) and analogous Ferguson plots (plots of logarithm of the mobility versus gel con-
centration [18,115,154] for normal polyacrylamide gels. If the templated gel behaved as a
normal gel with a specific size distribution, the data would fall along a single straight line.
It is clear that the data for the templated gels do not fall along a single line corresponding
to a normal gel. Indeed the data (for example, the solid squares) indicate that low-molecu-
lar-weight proteins were separated as if the gel was made of 18% acrylamide and the high-
molecular-weight proteins were separated as if on gels made of 24% acrylamide. The tem-
plated gel appears to increase the separation between small and large proteins in relation to
normal gels of similar acrylamide concentration.

In a further study, Rill et al. [325] developed a model of gel permeation chromatog-
raphy that included a bimodal pore structure. The smallest mode in the pore-size distribu-
tion represents the basic background polyacrylamide pore structure of about 1-nm mean
radius, and the second mode was around 5 nm, i.e., in the range of size of the molecular
templates. The introduction of this second pore structure was found to substantially im-
prove the peak resolution for molecules with molecular sizes in the range of the pore size.

FIG. 6 Comparison of protein electrophoretic mobility ratios as functions of protein molecular
weight for SDS-templated gels of various compositions (data points) to Ferguson plots of reference
normal gels. (Reprinted by permission of Wiley-VCH from Ref. 322, Copyright 1996, Wiley-VCH.)



Polyacrylamide has also been templated with dodecyltrimethylammonium bromide
(DTAB), tetradecyltrimethylammonium bromide (TTAB), hexadecyltrimethylammonium
bromide CTAB), polyoxyethylene 4 laauryl ether (C12EO4), polyoxyethylene 10 lauryl
ether (C12EO10), and Pluronic F127. A wide range of gel permeation experiments have
been conducted with these templated gels using a series of proteins and oligonucleotides as
test compounds [288]. The results show that PA can be polymerized in the presence of the
surfactant templates; the templates can be removed, the resulting gels are mechanically sta-
ble in GPC, and pores are formed in the gels with sizes close to those of the surfactant tem-
plate. The pore sizes in these templated materials were determined using gel permeation
chromatography of series of proteins and oligonucleotides.

In a related but different physical/chemical method, porogens, the solvent used dur-
ing the polymerization process [378], can have a profound effect on the pore structure of a
gel. In the case of a nonsolvating solvent (i.e., a solvent in which the resulting polymer is
not soluble), as the polymerization proceeds the polymer phase separates from the solvent
phase and the monomers also tend to partition into the polymer phase, where they react to
form more polymer. This phase separation during the polymerization process leads to local
heterogeneity in the final structure, and control of the pore size depends upon a wide range
of factors, including solvent type. Svec and Frechet [378] have synthesized poly(glycidyl
meth-acrylate-co-ethylene dimethacrylate) monoliths with pore sizes ranging from 100 nm
to 3000 nm using dodecanol as the porogenic solvent.

Other microporous materials have been synthesized using the porogen polyethylene
glycol in polyethylene oxide-urethane gels [27]. Micropores were formed in the gel, and it
was found that the diffusion of larger species, vitamin B12, was enhanced relatively more
than that of a smaller species, proxyphylline. This result is in qualitative agreement with
that found for electrophoretic transport by Rill et al. [322] discussed earlier, where the mo-
bility of larger species was preferentially enhanced in the templated media.

Electro-optic materials can be made using liquid crystal polymer combinations. In
these applications, termed polymer-stabilized liquid crystals [83,86], the liquid crystal is
not removed after polymerization of the monomer and the resulting polymer network sta-
bilizes the liquid crystal orientation.

5. Gel-Like Media

Triblock copolymers made of chains of poly(ethylene) oxide (PEO) and poly(propylene)
oxide (PPO) subunits are currently subjects of intensive interest and research due to their
potential as support media for capillary electrophoresis [321,323,324,438,439,441] as well
as their many other uses (see, for example, Ref. 442). Chains of (PEO)x(PPO)y(PEO)x

are commercially available with a wide range of subunit compositions and go under the
trade name of Pluronics. Due to the physical-chemical nature of the oxide subunits, single
chains of these molecules will associate to form micelles, with the more hydrophobic PPO
units packed within a core surrounded by the more hydrophilic PEO units. Extensive
studies have been conducted to determine the phase behavior of a variety of triblock
formulations as functions of temperature and polymer concentration in aqueous solutions
[211,212,230,416]. Light-scattering methods [51,443], small-angle neutron scattering
[253,304], rheological methods [175,304], transmission electron microscopy [253], 
scanning calorimetry [175], and NMR water self-diffusion [145,231] have been applied to
determine the basic structural features of Pluronic micelles, and the general view is that the
micelles will pack in a cubic lattice [252,438] to form a gel-like medium under well-defined
conditions of concentration and temperature.



F-127, i.e. (PEO)106(PPO)70(PEO)106, will form a gel-like phase of associated indi-
vidual micelles at room temperature and at a concentration of about 20%. Under these 
conditions the hydrophobic core, consisting of PPO subunits, is approximately 9 nm in di-
ameter and is surrounded by a region of PEO, giving an overall micelle diameter of ap-
proximately 13 nm and a center-to-center micelle spacing of approximately 18 nm
[323,416]. This medium has been shown to be effective for the separation of a wide range
of macromolecules, from double-stranded DNA up to 3000 base pairs by conventional
electrophoresis [323] and single-stranded DNA from 4 to 60 nucleotides long and oligo-
nucleotides (poly-thymidines) of 12–24 nucleotides long by capillary electrophoresis
[323,441]. These results are very interesting not only for their practical utility, but also for
the implications on fundamental aspects of macromolecular transport in complex porous
media [144,145].

The structure of these gel-like systems of micelles is very different from that of con-
ventional electrophoresis media made from chemically and physically cross-linked poly-
mers of polyacrylamide and agarose [75]. The absence of chemical or physical cross-links
in the Pluronic gel-like phases may allow a larger degree of freedom for macromolecular
transport around the obstacles that make up the medium than occurs in conventional elec-
trophoresis media.

6. Nongel Media

Cross-linked gels that contain linear polymers, in addition to the chemically cross-linked
matrix, have also been studied. These gels are synthesized by adding the linear polymers 
to solutions containing the gel-forming monomers. The linear polymer does not react 
with the gel-forming monomers during polymerization. A wide range of electrophoresis
studies with un-cross-linked polymers has also been initiated due to advances in capillary
electrophoresis. Water-soluble linear polymers, including linear polyacrylamide [307,317,
418], cellulose derivatives including hydroxyethyl cellulose and hydroxymethyl cellulose,
polyethylene oxide [142], dextran, liquefied agarose, and polyethylene glycol, were found
to lead to size-dependent separations of proteins [41,42,128] and nucleic acids [194,351].
These linear polymers were found to have sieving properties very similar to cross-linked
gels; however, in some cases an anticonvective medium was still required to prevent mix-
ing induced by thermal convection [418]. Butterman et al. [56] explored the use of dynam-
ically cross-linked polymer solutions, which were found to have better behavior than uni-
form chain polymer solutions.

Harrington et al. [148] have considered the use of “electrophoresis sponges.” These
materials are porous polymers, not gels, made of polyethylene, polyvinylidene difluoride,
and polypropylene, which can have pore sizes in the subnanometer to 100-micron range. In
an examination of these materials for protein electrophoresis using isoelectric focusing they
found a threefold increase in the speed of electrophoretic transport and improved resolution
in the presence of an organic solvent. These materials are percolable, in that they will 
allow fluid to flow through them under suitable pressure gradients.

There are other, nonhydrogel, new materials for chromatographic and electrophoretic
separations [7,8,103,164,199,214,377,407]. For example, Volkmuth and Austin [407] pro-
posed electrophoretic studies in microlithographic arrays of posts and channels etched into
silicon wafers. This material may be useful for studying fundamental transport characteris-
tics of macromolecules in defined media, and many recent studies have been conducted to
develop chromatography and electrophoresis on silicon wafers with micron-scale channels



[99,100,107,170]. Rossier et al. [332] used UV excimer laser photoablation to cut channels
50 microns deep by 100 microns wide in laminated PET. These channels were filled with
PA, and rapid separation of proteins by isoelectric focusing was demonstrated.

A range of flow-through, or perfusion, chromatography media has also been devel-
oped in order to overcome some of the mass transport limitations commonly encountered
with column packings [7,8,164,199,214,377]. Chromatography particles with macropores
of order 600–800 nm and micropores of order 80–150 nm have been synthesized by sus-
pension polymerization of polystyrene divinyl benzene [7,8]. In an extension of this perfu-
sion approach, Hjerten et al. [164] and Svec and Frechet [377,378] have developed chro-
matography columns with a single continuous porous packing, “plugs,” and over
500-micron-diameter spherical particles through polymerization with porogens. These ma-
terials may also have use in electrophoresis and electrochromatography separations.

C. Structural Properties of Electrophoresis Media

Depending upon the type of media considered, with reference to the classification dis-
cussed earlier, the structure of a particular media may be one of a wide range of forms. Me-
dia made of cross-linked polyacrylamide or of agarose, type 2 and 3 gels, are often consid-
ered as beds of interconnected fibers, although, as will be discussed later, this description
may be appropriate only for agarose gels and low-cross-link-density polyacrylamide gels.
For example, media made of non-cross-linked spherical micelles in ordered cubic packing,
i.e., type 1 gels, may be more analogous to beds of spherical packing. Nonordered particle
gels made of spherical colloids, type 4 gels, can also form fractal structures or percolation
clusters [95].

Analysis of porous media in general has been extensively pursued in the literature.
An excellent review by Alder [6] considers convective and diffusive transport in a range of
media, with emphasis on fractal media of biological and geological interest, and artificial
media. Although Alder’s review was not specifically oriented to gels, some common fea-
tures for understanding the transport in gels and other types of porous media emerge. Alder
[6] classified porous media into four categories: (1) spatially periodic media, (2) random
media, (3) fractal media, and (4) reconstructed media. Spatially periodic media relate to the
concept of a unit cell, whereby the overall structure of the media can be represented by a
single unit cell of given geometry. Repetition of these unit cells can be used to model the
entire media. Random media cannot be defined as precisely; however, to some degree most
random media can be represented as spatially periodic if the unit cell encompasses a large
enough representative domain. Fractal media, based on the original definitions of Mandel-
brot [232], have the major characteristic of scaling or self-similarity, whereby certain pat-
terns of the structure remain invariant as the size of the region considered varies. Sahimi
[341] discusses the relationship between long-range correlations in the physical properties
of porous media and their fractal characteristics. Reconstructed media involve the artificial
construction of media that more closely approximate real porous media. The media to be
considered in this review are primarily in the first three categories.

Other key features in the analysis of pore structure are the length scales associated
with the various micro- (nano)-scale obstacles and pores, the possible larger-scale varia-
tions in structure, and the averaging domain over which information is needed [6,341,436].
The literature refers to analysis of homogeneous and heterogeneous porous media, where
homogeneous refers to media with no variation in physical properties (e.g., porosity, diffu-



sion, dispersion, velocity) over the length scale of interest. For example, while typical 
polyacrylamide gels may be heterogeneous over the nanometer scale, they are usually ho-
mogeneous over the micrometer scale.

A number of models have been developed to describe gel structure [326]. Models for
gel structure can be classified into: (1) geometrical models of specific uniform pore shapes,
(2) statistical models that assume specific size distributions of pores, (3) combinations of
the pore-size distributions with unit cells of given geometry, (4) thermodynamic models
that describe the swelling behavior of elastic networks, and (5) kinetic models that describe
the polymerization kinetics and the subsequent location of intermolecular bonds on some
type of lattice. Geometrical models require an accurate description of the geometrical con-
figuration of the media and are mostly appropriate for well-defined rigid media. Size dis-
tribution models generally assume some type of pore-size distribution function and have
been extensively pursued in the gel chromatography literature. Statistical mechanical mod-
els of geometrical structure have also been developed by Giddings et al. [132] and Rikvold
and Stell [319,320,365]. Thermodynamic models are based on the underlying phase equi-
librium behavior of a multicomponent system. Direct simulations of gel structure in order
to describe scattering properties have also been conducted [255]. Examples of these models
will be given later in order to illustrate the nature of the structure of gels. The structure of
polyacrylamide and agarose gels will be considered in detail, since PA is the most widely
used chemically cross-linked gel, agarose is the most widely used physically cross-linked
gel, and extensive work has been performed on both polyacrylamide and agarose gels us-
ing light scattering, electron microscopy, x-ray diffraction, osmotic swelling, mechanical
stress and compression, nuclear magnetic resonance, atomic force microscopy, and gel per-
meation chromatography to characterize the structure of these gels [80,81,113,153,169,
192,226,229,290,313,314,349].

1. Uniform-Pore Models

Models of regular geometrical pores with rectangular, spherical, cylindrical, and conical
shapes have been developed for electrophoresis and gel chromatography media. Figure 7,
from Ref. 314, gives samples of these uniform structures. These uniform-pore models have
been used more extensively in the analysis of gel filtration chromatography.

Ornstein [276] developed a model for a rigidly organized gel as a cubic lattice,
where the lattice elements consist of the polyacrylamide chains and the intersections of
the lattice elements represent the cross-links. Figure 7 shows the polymer chains arranged
in a cubic lattice as in Ornstein’s model and several other uniform pore models for com-
parison. This model predicted rp, the pore size, to be proportional to 1/�T�, where T is
the concentration of total monomer in the gel, and he found that for a 7.5% T gel the pore
size was 5 nm. Although this may be more appropriate for regular media, such as zeo-
lites, this model gives the same functional dependence on T as some other, more com-
plex models.

Squire [364] and Porath [300,301] developed geometrical pore models for gel chro-
matography media. Squire considered a gel with a set of conical, cylindrical, and rectan-
gular crevices, and found the pore volume, assumed equal to the partition coefficient Kav,
to vary as
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where a1 and a2 are coefficients to be determined from experimental data and M is the
molecular weight of the probe. The coefficient a2 would correspond to the molecular
weight of the smallest molecule that could enter the pore, and the coefficient a1 reflects the
nature of the distribution of the conical, cylindrical, and rectangular pores. Kav is defined
experimentally for gel filtration chromatography as
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where Ve is the elution volume, V0 is the void volume, and VT is the total volume of the gel
chromatography bed. Porath’s model for only conical pores leads to a result similar to that
of Squire:
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where a1, a2, a3, and a4 are coefficients to be determined from data.
Models of regular structures, such as zeolites, have been extensively considered in

the catalysis literature. Recently, Garces [124] has developed a simple model where the
complex pore structure is represented by a single void with a shell formed by n-connected
sites forming a net. This model was found to work well for zeolites. Since polymer gels
consist of networks of polymers, other approaches, discussed later, have been developed to
consider the nature of the structure of the gel.

2. Ogston Theory

Although recent data indicate that the gel structure is more ordered (although not as ordered
as the regular geometric models discussed earlier), the vast majority of work pertaining to
gel electrophoresis begins with the Ogston model for the distribution of spherical particles
in a random suspension of fibers. Ogston [269], using geometrical and statistical consider-

FIG. 7 Uniform-pore models (figure based on that of Ref. 276). (a) Cubic lattice. (From Ref. 276.)
(b) Conical lattice. (From Refs. 300 and 301.) (c) Spherical lattice. (From Ref. 297.) (d) Cylindrical
lattice. (From Ref. 3.) (e) Circular pores in rectangular sheets. (From Ref. 3.) (f) Rectangular pores.
(From Ref. 364.)



ations, showed that the fraction, ƒ, of the total volume of a suspension of randomly oriented
fibers that can accommodate particles of radius rp, is

ƒ � exp���2��lr2
p � �

4
3

���r3
p�� (4)

where � is the average number of fiber centers/cm3 and l is the half-length of a fiber. The
first term in the exponential represents particle–fiber tangential contacts and the second
term represents particle-to-fiber-end contact. In the original development of the Ogston
equation, it was assumed that the fibers were of infinitesimal thickness, that they were rigid
nonflexible rods, and that the pore space was randomly distributed. Laurent and Killander
[205] have used the Ogston model for analysis of gel filtration. For the case of long fibers,
the end-to-end contacts are small compared to tangential contacts, and with nonnegligible,
but small, fiber radii, the Ogston equation becomes

ƒ � exp[�(�2�l(rp � rr)2)] (5)

where the fiber radius rr has been added to the particle radius. Laurent and Killander [205]
assumed that the distribution coefficient from gel chromatography, Kav, was equal to the
fraction, ƒ, obtained from the Ogston model. They verified this approach by correlating Kav

determined for a variety of proteins in agarose gels with rp determined from diffusion 
coefficients via the Stokes equation. The product of parameters (l�) was determined from
the best fit of the data to the preceding equations. Early work used gel chromatography of
proteins to assess the structure of polyacrylamide and agarose gels; in turn, through cali-
bration of such gels with known proteins, these gels were used to determine molecular
properties of unknown proteins. In the early work, the polyacrylamide or agarose continu-
ous slab gels were broken into small pieces and placed in chromatography columns for gel
chromatography studies. Calibration required the assumption of particular functional forms
for the structural properties of gels, and empirical fitting of the data to the model provided
coefficients that were assumed to reflect the structural properties of the gels. Most work has
considered the radius of the polymer network fiber to be an adjustable coefficient. By fit-
ting data from chromatography or electrophoresis to Ogston-type models, this coefficient
has been obtained and compared to values of fiber thicknesses from other models and 
experiments. Through extensive studies, a highly reliable database of electrophoresis mea-
surements of proteins, viruses, and subcellular particles in polyarcylamide and agarose gels
has been assembled and used to verify the Ogston model [75,391] for gel structure and the
Ogston–Morris–Rodbard–Chrambach model for gel electrophoresis (see electrophoresis
section, later).

Richards and Temple [313] extended the Ogston theory by considering the properties
of an ideal gel. In their approach, an ideal gel is a gel in which all the tetrafunctional cross-
linker, e.g., Bis, molecules are connected to four nearest neighbors, and all these cross-linked
residues are distributed randomly in space by a Poisson distribution. There are two types of
gels in their classification: gels with monomer concentrations below the critical value for an
ideal gel—“crumpled gels,” and gels with monomer concentrations above the critical value
for an ideal gel—“clustered gels.” In their scheme, “In a clustered gel there is insufficient
acrylamide to connect the Bis residues to their nearest neighbors; if all the Bis residues form
knots, the acrylamide chains must either extend beyond their equilibrium mean end-to-end
distance or the distribution of Bis molecules must become nonrandom and clustered.”

In their analysis Richards and Temple assumed that the end-to-end distance of a
growing polymer chain follows a Gaussian distribution, the ratio of the probability of a Bis



and an acrylamide residue incorporated in the gel is constant, and the number of chains con-
nected to each knot is four. Thus, they do not take into account the formation of network
defects that would arise from topological considerations discussed later. Their work im-
plies that at high Bis content the structure of an acrylamide gel may become more hetero-
geneous as the Bis “clusters” together; recent evidence from light scattering supports this
view [80]. They further stated that “in the case of crumpled gels there is an excess of acry-
lamide and either the chains must be less extended or they must connect more distant Bis
residues.” A “crumpled” gel would be expected to “relax” to an ideal gel if it was allowed
to swell in a solvent. Through combination of these arguments with the Ogston theory they
found

ƒ � exp(�T [C(rp � rc)3/6/ � k1(1 � C)(rp � rc)2]) (6)

where T and C are the usual monomer and cross-link percentages, / is the mean number of
Bis residues in a cluster of effective radius rc, and k1 is a constant that may depend upon C;
however, no explicit relationship for k was provided by Richards and Temple. They found
that their model fit gel filtration data and osmotic swelling results for polyacrylamide gels.
One of the major results of their model is the clear link between gel structure, including the
aggregation of residues, and the composition of the gel, i.e., T and C. In addition, the con-
cept of “clusters” of Bis, which implies a heterogeneous structure for the polyacrylamide
gel, has been confirmed more recently by light scattering and a number of other theoretical
and experimental approaches. Richards and Temple also noted that at C � 0 the fraction ƒ
is finite and that this implies that even un-cross-linked PA will have some molecular sieve
properties. Recent electrophoresis studies with un-cross-linked polyacrylamide and other
polymers confirms the sieving properties of these un-cross-linked solutions.

Figure 8, adapted from Refs. 314, 444, and 445, shows the basic topological struc-
tures in cross-linked polymers. A cross-linked gel such as polyacrylamide may have a va-
riety of topological structures, and the nature and distribution of these structures will
strongly affect macroscopic properties such as elasticity, swelling behavior, and possibly
transport characteristics. Ziabicki [445] classifies the basic topological elements of a net-
work by considering the ways that chains can be connected to cross-links. For a single
cross-linker one can consider elements that take up one of the functionalities (e.g., for a
tetrafunctional Bis one of the double bond reactions): (1) singlets—chains connected with
their two ends to two different cross-links, (2) free-end chains—chains connected with one
end only to a given crosslink, and (3) voids—no chains connected to that cross-linker. For
elements taking up two of the functionalities of a given cross-linker one can consider: (1)
doublets—two chains connecting the same pair of cross-linkers, (2) loops—chains con-
nected with both ends to the same cross-links. Higher-order structures, including triplets,
quadruplets, and entanglements, have also been described [444,445]. It is important to note
that loops and entanglements will have significant effects on the elastic behavior of the me-
dia and no longer lead to the “ideal gels” considered in the framework of Ogston, Richards
and Temple, and Flory. Figure 8 also shows Righetti’s concept of a variation in Bis content
on the structure of polyacrylamide. When no Bis is present, a viscous liquid of linear poly-
acrylamide is formed, and in gels with high Bis content the cross-links form heterogeneous
regions. In the limit of a gel with only cross-linker, a dense network of Bis remains.

Righetti and Caglio [315] have also found that Bis reacts faster than acrylamide and
that this leads to the formation of nonhomogeneous regions in the gel. At the critical gel
point they found 50% of the acrylamide monomer and 80% of the Bis monomer had 
reacted. The reaction was found to continue beyond the gel point, with an eventual 99%



conversion of total monomer. According to their work it is the reactions of pendant groups
after the gel point that have the strongest effect on the gel structure. They found that a gel
polymerized at 50°C was transparent and that a gel polymerized at 2°C was turbid. A gel
that was formed at 2°C until the gel point, with its temperature thereafter raised to 50°C for
the final reactions of the pendant groups, was found to be clear. They interpreted this result
in terms of intrachain hydrogen-bond stabilization of PA chains to form heterogeneous do-
mains at low temperature, while higher temperatures disrupt the hydrogen bonds and lead
to the formation of more homogeneous gels. The switch from low temperature to high tem-
perature at the gel point indicates that the cross-linking reactions that stabilize, or “freeze,”
the heterogeneous structure have not yet occurred at the gel point and that they occur pri-
marily after the gel point.

Some Bis reactions may lead to intramolecular cycles that will not affect the elastic-
ity behavior of the gel, and pendant, unreacted, groups may form where only the cross-
linker reacts at one of its double bonds [315]. Tobita and Hamielec [393] found that pri-
mary cyclization, i.e., the formation of loop cycles, may consume as much as 80% of

FIG. 8 Topological structures of polymer gels. (a) Structural elements for gels with bifunctional
cross-linking. (Redrawn with permission from Ref. 445, Copyright 1978, American Chemical 
Society.) (b) Entanglement formation. (Redrawn with permission from Ref. 444, Copyright 1979, El-
sevier Science.) (c) Proposed gel structure with varying Bis content. (Redrawn by permission of Wal-
ter de Gruyter & Co. from Ref. 314.)



pendant double bonds. Primary cyclization does not lead to elastically active gels, in com-
parison to secondary cyclization, where a cycle is formed between two different chains. It
has also been more recently concluded that only a small fraction of the Bis normally pro-
duce effective cross-links and that a large amount of Bis leads to intramolecular cyclization
of the pendant chains [74].

It is clear that there is a common agreement that nonhomogeneous (tens of nanome-
ters to several hundred nanometers) gels are made during polyacrylamide polymerization
and that the degree of this nonhomogeneity varies strongly with the Bis content. However,
the finer details of the gel structure are still not clear. In addition to Bis variation, more re-
cent studies to make other modifications to the gel structure also lead to increased nonho-
mogeneity in the gel and to other structural changes. For gels polymerized in continuous
slabs as used in electrophoresis, the pore space has been generally considered to follow
Ogston-type behavior; however, gels polymerized by emulsion polymerization or other
methods [25,163] to create gel filtration chromatography (i.e., macroscopic particles or
beads) media have been assumed to have more uniform pore shapes. In addition, some re-
searchers, as discussed earlier, concluded that the gels used for slab electrophoresis have
microdomains of Bis; however, it is not clear whether the geometrical shape of these mi-
crodomains is better represented by acrylamide fibers of varying thickness or of spherical
clumps linked together by thin strands of PA (see Fig. 3). These finer details of structure,
as will be pointed out later, may have a significant affect on the diffusion and elec-
trophoresis properties in the gels.

3. Gel Pore-Size Distributions
Gel filtration chromatography has been extensively used to determine pore-size distribu-
tions of polymeric gels (in particle form). These models generally do not consider details
of the shape of the pores, but rather they may consider a distribution of effective average
pore sizes. Rodbard [326,327] reviews the various models for pore-size distributions.
These include the uniform-pore models of Porath, Squire, and Ostrowski discussed earlier,
the Gaussian pore distribution and its approximation developed by Ackers and Henn
[3,155,156], the log-normal distribution, and the logistic distribution.

Partition coefficients for various gel models are given in Table 3. This table shows
the dependence of Kav on the assumed structure of the pores. The Ogston model, for ex-
ample, gives

���ln� (�K�av�)� � (2l��rr) � (2l��rr) �
r
r
p

r
� (7)

or

���ln� (�K�av�)� � a1 � a2rp (8)

which, according to Rodbard [326], implies that the log-normal and logistic pore distribu-
tions are approximations of Ogston’s model. The first derivative of the partition coefficient
with respect to the pore size gives the pore-size distribution function.

Polyacrylamide and agarose pore-size distributions have been measured using
NMR T1 relaxation methods by Chul et al. [79] using an extension of the analysis of
Brownstein and Tarr [53] (Fig. 9). The distribution of pore sizes was seen to narrow sig-
nificantly as the amount of acrylamide or agarose increased. This T1 relaxation method-
ology requires a priori knowledge of the mean pore size in order to determine the pore
distribution. Chul et al. [79] assumed mean pore sizes based upon simple geometrical



considerations, and they concluded that variation of the total acrylamide, keeping Bis
constant, had no effect on the overall configuration of the gel structure. One of the ma-
jor problems with the result reported in this study is that the length scale over which the
Brownstein and Tarr [53] NMR method is sensitive (i.e., �20 microns) is much larger
than the nanometer-length scales of the pores in the gels reported in this work. It is there-
fore not clear whether the resulting size distributions from T1 relaxation are meaningful
for PA and agarose gels.

Agarose pore-size distributions, as measured by atomic force microscopy, show a
strong dependence on the salt content and indicate that the gels are more homogeneous with
lower buffer concentration [226]. Pore size ranged from 200 nm to 800 nm as the agarose
concentration varied from 5% to 0.5%. These results are considerably different from those
of Chul et al. [79], where the pore size at 5% was closer to 50 nm. Although Chul et al. [79]
do not give the buffer conditions of their solutions, for a 1% agarose Maaloum et al. [226]

TABLE 3 Partition Coefficients

A. Uniform Pores
1. Porath: Kd1/3 vs M1/2

2. Ostrowski: Kd1/3 vs M1/3

3. Ornstein
4. Giddings

B. Gaussian

1.

Kav � �
�2�

1
����
� �∞
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(x

2

�

�

�
2

)2

�� dx

2. Ackers’ approximation

erfc�1 (Kav) � a � bRs

erfc(x) � �
�

1
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� �∞

x
exp (��2/2) d�

C. Log-normal

erfc�1 (Kav) � a � b log (M) � a � b log (Rs)

D. Logistic

ln ��1 �

Ka

K
v

av
�� � a� � b� log (M)

E. Ogston

���ln� (�K�av�)� � (2L��rr) � (2L��rr)rp/rr

F. Gaussian chain (at theta conditions)

Kav � exp (�(2L�vrr � 2Lv�rp)2) � exp (��((rp � rr)/(rr))�) � � 2

Kav � exp (��((rp � rr)/(rr))�) � � 1

G. Fractal
H. Random pores



showed that at 0.001 M ionic strength the pore size was over 300 nm, and it increased as a
power law with slope 0.25.

In the case of polyacrylamide gels, Stellwagen [367] found that buffer type (TAE vs
TBE) did not affect the apparent pore size (21 nm for 10.5% T/5% C to 200 nm for 4.6%
T/2% C), although more extreme variations in salt content and buffer physical properties
may very likely strongly affect pore structure in polyacrylamide gels.

Johansson and coworkers [182–184] have analyzed polyacrylamide gel structure via
several different approaches. They developed an analytical model of the gel structure using
a single cylindrical unit cell coupled with a distribution of unit cells. They considered the
distribution of unit cells to be of several types, including: (1) Ogston distribution, (2) Gaus-
sian distribution of chains, and (3) a “fractal” network of pores [182–184]. They [183] used
the equilibrium partition coefficient

Kav � e��(�rp�
rr

rr
�)*

(9)

where � is volume fraction of the network, * � 2 for the Ogston model, * � 1 for a Gaus-
sian distribution of chains [180], and * is given by 3 � deff for the fractal model. Jansons

FIG. 9 Polyacrylamide and agarose size distribution. (a) Agar gels, (b) polyacrylamide gels, and
(c) agarose gels. (Reprinted with permission from Ref. 79, Copyright 1995, Academic Press.)



and Phillips [180] applied geometric probability theory to determine equilibrium partition-
ing behavior in polymer networks, and they showed that for a Gaussian distribution of
chains * � 1. For the fractal model deff was given by

deff � �
d

d
ln

ln
hN

N
�2

� � 2 (10)

where p is the persistence length of the chain molecule. This expression was derived by us-
ing theoretical results on the mean square end-to-end distance, h2, for wormlike chains as
function of the persistence length, p, the number of units in the chain, N, and the radius of
the chain, rr, given by

h2 � 2�6�Nrrp � 2p2(1 � exp (��6�Nrr/p)) (11)

Figure 10 shows a plot of * versus the ratio of persistence length to fiber radius. Shown in
this figure are points obtained by fitting computer simulations of polymer networks of
chains with different flexibility, the solid line represents Eqs. (10) and (11). The limit at low
persistence length can be seen to give Ogston behavior at * � 1, and the limit at very large
persistence length gives Gaussian chain behavior * � 2. To fully test this model, indepen-
dent measurements of the persistence length of the polymer in the gel would be required.

The effects of various pore-size distributions, including Gaussian, rectangular 
distributions, and continuous power-law, coupled with an assumption of cylindrical pores
and mass transfer resistance on chromatographic behavior, have been developed by Goto
and McCoy [139]. This study utilized the method of moments to determine the effects of 
the various distributions on mean retention and band spreading in size exclusion 
chromatography.

4. Statistical Mechanical Models
Using the formalism of statistical mechanics, Giddings et al. [135] investigated the effects
of molecular shape and pore shape on the equilibrium distribution of solutes in pores. The
equilibrium partition coefficient is defined as the ratio of the partition function in the pore

1 � �
2rr

p

�6�
� (1 � e�2rr

�
�
p

6�
�)

���

1 � e�2rr
���

p
6��

FIG. 10 Scaling parameter for the fractal model. (Reprinted with permission of American Institute
of Physics and the authors from Ref. 183, Copyright 1993, American Institute of Physics.)



to that in the bulk solution. Assuming linear isotherms and rigid molecules and integrating
over the space of possible configurations, Giddings et al. [135] found expressions for cases
with (1) spherical particles in uniform pore networks of circular pores, infinite rectangular
pores, pores made from infinite parallel plates, and pores of elliptical cross-section, (2)
rigid molecules with rotational symmetry—i.e., thin rods in the same type of pores as just
mentioned, and (3) molecules of any shape in isotropic networks of random planes and ran-
dom fibers. The last case reproduced the Ogston equation. Figure 11 shows plots of several
of these expressions and clearly illustrates a strong relationship between pore shape and
partition behavior for various molecular shapes. This is one of the first demonstrations of
the importance of the pore and molecule structures on gel chromatography partitioning, and
it provides an important motivation for the exploration (experimentally and theoretically)
of a much wider variety of structures than those considered before.

FIG. 11 Pore-size distributions. (a) Spherical molecules in various pore types, (b) thin rods in var-
ious pore types. (Reprinted with permission from Ref. 135, Copyright 1968, American Chemical So-
ciety.)



Rikvold and Stell [319,320,365] have developed an expression for the partition co-
efficient in a random two-phase medium made up of spherical particles. They found the
partition coefficient to be essentially an exponential function of the solute radius, which is
in qualitative agreement with the Ogston theory.

5. Hydrodynamic Theories
Extensive work has been performed to determine partition and transport behavior in mem-
branes and other media using hydrodynamic theories. Deen [89] reviews literature on 
hindered transport and partitioning in pores filled with liquids. Glandt [136] considered
partitioning of solutes in membrane pores of various cross-sectional shapes, including
rhomboidal pores and general polygonal shapes. Anderson and coworkers [5,15,16,190]
considered a range of different-shaped molecules, including linear, comb-branched, and
star-branched polymers as well as short-chain polymers and disklike molecules. Thompson
and Glandt [390] have determined the distribution coefficient for flexible linear polymers
into a porous solid as functions of the polymer molecular weight and concentration. This
work further indicates the importance of the molecule shape and size on the partitioning
into well-defined pores.

6. Macroscopic Structures
An additional factor in the comparison of gels made for electrophoresis and gel particles
made for gel chromatography is the effect of the macroscopic geometrical structure on the
microscopic pore structure. Waldmann-Meyer postulates that the pores in gel particles
made for gel filtration chromatography may have a more conical shape due to a higher de-
gree of swelling near the surface of the particle than in the center. Waldmann-Meyer, in an
extension of Porath’s approach, developed expressions for conical pores and applied this
approach to controlled pore glass [413] and gels [414]. In the latter case he tested his model
with eight proteins in 12 different gels. He concluded that the Ogston model is not appli-
cable to agarose particle gels because the agarose radius determined from his data using the
Ogston equation did not agree with the radius determined from electron microscopy and 
x-ray diffraction. This point further underscores the need for experimental–theory compar-
ison where all the parameters in the models are obtained from independent experiments. It
is also important to consider carefully the differences between gel polymerized in slabs for
electrophoresis and gels polymerized in particles for gel chromatography or electrochro-
matography.

7. Thermodynamic Models
Elasticity measurements can serve as a measure of the degree of interconnection in gels.
Covalently cross-linked networks can be distinguished from physically cross-linked net-
works by the use of a technique termed mechanical spectroscopy [333]. Compression of
gels has also been used to assess the physical structure [28,168,303].

Swelling and solvent effects can be used as an alterative to elasticity measurements
to characterize gel networks. Swelling characteristics of uncharged and charged gels have
been considered by a number of workers, beginning with Flory and extending to more re-
cent work by Prausnitz and coworkers [28,168,303] and others [169]. Within a thermody-
namic framework for osmotic swelling, Baker et al. [28] considered the swelling of un-
charged and charged polyacrylamide gels. The osmotic swelling pressure at
thermodynamic equilibrium is given by

��swelling  �
��1

gel

V
�

1

�1
bath

� � ��mixing � ��elastic � 0 (12)



where �1 is the chemical potential of the solvent, water, and V1 is the solvent molar vol-
ume. The osmotic swelling pressure was divided into contributions due to polymer solvent
mixing and elastic effects from network deformation. The Flory–Huggins theory for the
mixing effects was used:
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R
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a
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2] (13)

where �2 is the mass swelling ratio, � is the Flory polymer–solvent interaction energy, R is
the universal gas constant, and Ta is the absolute temperature. The contributions due to the
elasticity of the network were of two types. An affine network is defined as a network
where no fluctuations in the cross-links occur. For an idealized affine network, the osmotic
pressure is
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where Cc is the concentration of cross-links in the reference state and �2c is the volume
fraction of hydrogel in the reference state at preparation. In the opposite case, a phantom
network is one where the cross-links are free to move without being affected by neighbor-
ing chains. The phantom network model gives for the osmotic pressure
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Baker et al. [28] fit swelling data on polyacrylamide gels to the foregoing model for the
phantom elastic model to determine the Flory parameter of 0.48. Figure 12 shows the
swelling data from Baker et al. fit to the foregoing model for PA gels in pure water with
varying amount of total acrylamide. They concluded that the phantom model gives a better
description than the affine model of the gel during swelling as a function of the total acry-
lamide since it is based on a more realistic description of allowable motion in the network.
They also found, however, that for variation of Bis, holding acrylamide constant, a some-
what more complex equation, including both affine and phantom contributions, held [168]
for Bis content between about 0.2% and 8.0%. At smaller Bis content the data showed a
significant positive deviation from the model fit. Using their concept of an ideal gel and in-
cluding only the affine elastic contributions and the first term in the mixing contributions
to the gel swelling, Richards and Temple [313] found the swelling equilibria for an ideal
gel to be represented by

Q[2Q2/3 � 1] � ��T/C (16)

where Q is the volume expansion factor and �� is the partial specific volume of the gel ma-
trix. For clustered gels �� is replaced by zBis��, where zBis is the number of Bis residues in an
aggregate or cluster. Figure 13 shows a plot of swelling data contours as functions of T and
C with fixed swelling. The dashed line in this figure shows the model results for an ideal
gel obtained from
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where 
 is a proportionality coefficient between the root mean end-to-end distance of a
growing chain and the number of acrylamide residues in the chain. This expression was ob-



tained directly from the monomer material balance, the assumed Gaussian distribution of
end-to-end distances in the chain, and a Poisson distribution in space of the Bis residues.
Comparison of data with the thermodynamic model for gel swelling is shown in Figure 14.
Richards and Temple conclude that a detailed quantitative analysis of gel structural data
will require more knowledge of the “statistical nature of the clustering of the Bis residues,
which in turn depends upon the kinetics of polymerization.”

Anseth et al. [20] have reviewed the literature dealing with the mechanical properties
of hydrogels and have considered in detail the effects of gel molecular structure, e.g., cross-
linking, on bulk mechanical properties using theories of rubber elasticity and viscoelastic-
ity.

8. Kinetic Models
Classical models of gel formation (or sol-gel transitions [4]) by Flory [394], Gordon, Ma-
cosko and Miller [228,245], and others (see Ref. 4 for a more complete review) considered

FIG. 12 Swelling data. (a) Variation of swelling ratio with % C. (Reprinted with permission from
Ref. 168, Copyright 1990, American Chemical Society.) (b) Variation of swelling ratio with % T.
(Reprinted with permission from Ref. 28, Copyright 1994, American Chemical Society.)



FIG. 13 Gel data contours of constant swelling factor from experimental data. Dashed line indi-
cates the composition of an ideal gel. (Reprinted with permission from Ref. 313, Copyright 1971,
Nature.)

FIG. 14 Swelling data as function of % C. (Reprinted with permission from Ref. 313, Copyright
1971, Nature.)



the formation of treelike branched structures shown in Figure 15. Subsequent analysis, 
using percolation theory by Hammersley [50,147], De Gennes, and Stauffer allowed con-
sideration of different types of matrix topology. These theories do not strictly consider the
kinetics of gelation; rather, they seek to predict critical conditions for gelation, molecular
weight distributions, and extent of reaction. More recent work has been performed by
Arhabi and Sahimi to consider critical viscoelastic properties of gels using Monte Carlo
simulation and scaling theories [21,22,342]. Monte Carlo methods have been very useful
for polymer solutions and dilute gels; however, there are no simulations for highly cross-
linked gels in which the effects of the gel structure are examined in detail [39].

Kinetic gelation simulations seek to follow the reaction kinetics of monomers and
growing chains in space and time using lattice models [43]. In one example, Bowen and
Peppas [155] considered homopolymerization of tetrafunctional monomers, decay of 
initiator molecules, and motion of monomers in the lattice network. Extensive kinetic 
simulations such as this can provide information on how the structure of the gel and the
conversion of monomer change during the course of gelation. Application of this type of
model to polyacrylamide gels and comparison to experimental data has not been reported.

Experimental data on polyacrylamide polymerization, in addition to that previously
discussed by Righetti and coworkers, has been reported by Nieto et al. [262]. The kinetics
of polyacrylamide gelation were studied by Nieto et al. [262] using high-field 1H-NMR
spectroscopy. The signal from the —CH2— bridges in the network was followed with time
over the course of 10 hours, and the polymerization was carried out in D2O to minimize sig-
nal from the solvent. Figure 16 shows sample data of acrylamide and Bis conversion as a
function of time from their publication. The gel point is clearly seen in this figure, and it is
also shown that conversion continues to increase beyond the point of gel formation. Other

FIG. 15 Gel treelike structure. (Reproduced with permission from Ref. 4, Copyright John Wiley
& Sons, Ltd.)



kinetic studies of gel formation by NMR have been reported by Cohen Addad [81] for dif-
ferent types of polymer gels.

Torkelson and coworkers [274,275] have developed kinetic models to describe the
formation of gels in free-radical polymerization. They have incorporated diffusion limita-
tions into the kinetic coefficient for radical termination and have compared their simula-
tions to experimental results on methyl methacrylate polymerization. A basic kinetic model
with initiation, propagation, and termination steps, including the diffusion limitations, was
found to describe the gelation effect, or time for gel formation, of several samples sets of
experimental data.

The effects of diffusion control on cross-link kinetics were investigated by Dusek
[102] within the context of polymerization reaction kinetics.

III. GENERAL EQUATIONS FOR TRANSPORT IN ELECTRIC
FIELDS

The field of electrohydrodynamics deals with the transport of charged species in fluids un-
der the action of applied electric fields [111,112,203,239]. The general field equations for
continuum approaches in single-phase fluids, i.e., gases and liquids, without emphasis on
electric fields have been developed and reviewed extensively [40,92,143,360]. Prior to an-
alyzing electric-field-induced transport in gels or heterogeneous materials, the equations
required for the analysis of electrohydrodynamic transport in homogeneous multicompo-
nent fluids will be considered.

Under the conditions of a static electric field, the Maxwell’s field equations reduce
to the Poisson equation [111,112,172,261], given by
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FIG. 16 Gel kinetics from NMR data: conversion of acrylamide and Bis versus time. (Reprinted
from Ref. 262, Copyright 1987, with permission from Elsevier Science.)



where ci is the molar concentration of the ith species in the mixture, zi is the solute charge,
F is Faraday’s constant, 2d is the dielectric permittivity of the medium [160], N is the total
number of charged species in the mixture, 1 is the electric potential, and the superscript k
denotes the phase under consideration. The general field equations for electromagnetic
fields (Maxwell’s equations) are derived using concepts from irreversible thermodynamics
by Kuiken [202], and other derivations are also available [111,112]. The molar species con-
centration [40] can be determined from the solution of
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when no reactions occur. The molar flux Nk
i is usually given by the Nernst–Planck [261]

constitutive equation for dilute solutions as

Ni
k � ci

kv k � Di
k�ci

k � ziuici
k�1k k � 	, 
, . . . , � (20)

where ui is the electrophoretic mobility, Di is the dilute solution diffusion coefficient, and
v is the mass average velocity (assumed equal to the molar average velocity for dilute 
solutions). Equation (20) is valid only for dilute solutions. In the case of concentrated
electrolytes it is necessary to utilize the electrochemical potential in a derivation of a
generalized Stefan–Maxwell equation that includes electric interactions [261]. In general,
the species continuity equation for all charged species must be considered. However, for
a number of specific applications where the solute of interest is in much lower concen-
tration than the current carrying ions and where electroneutrality [261]

∑
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i�1

ci
kzi � 0 k � 	, 
, . . . , � (21)

can be assumed it is possible to assume a constant electric field and consider only the
species continuity equation for the dilute solute of interest [217,218,261]; alternatively,
where the species of interest is not in much lower concentration than the current carrying
ions, Eq. (21) can be combined with Eqs. (20) and (19) to determine the ion concentrations
and the electrostatic potential [261]. Analysis of ion transport in charged nanometer-size
pores within biological context, i.e., transport through membrane-spanning proteins, has
been conducted by Barcilon, Eisenberg, and Chen [30–32,109]

For a dilute aqueous solution the mass average velocity is determined from the equa-
tion of motion for a Newtonian fluid, the Navier–Stokes equation,
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� � ��pk � %kb � �k�2v k � 3 ci
kziF�1k k � 	, 
, . . . , � (22)

where the last term on the right-hand side of the equation represents the effect of the 
electrical body forces on the fluid motion [239,346]. Whitaker [427,430,435] gives an 
excellent derivation of the general momentum balance and the specific equations of motion
for Newtonian fluids in the absence of electric fields, beginning with the species momen-
tum balance (see also Slattery [360]). Non-Newtonian fluids will also be of interest, espe-
cially in the cases of the addition of viscous polymers to the separation mixture. Extensive
discussion of the electrical body and surface forces present in the equation of motion are
given in the fluid mechanics and colloids literature [160,172,173]. The thermal energy



balance, neglecting viscous dissipation, radiative heat transfer, reaction sources, and work
terms due to volume expansion, reduces to

%kCk
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� � kk�2Tk � Qk k � 	, 
, . . . , � (23)

where Qk is the volumetric heat source given by I2
eRe. Whitaker [431] again gives an 

excellent derivation of the thermal energy balance in the absence of electric fields, begin-
ning with the species energy balances. The current Ie [261] is given by the flux of ions by
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The foregoing equations are coupled and are generally nonlinear; no general solution
exists. However, these equations serve as a starting point for most of the analysis that is 
relevant to electrophoretic transport in solutions and gels. Of course, the specific geometry
and boundary conditions must be specified in order to solve a given problem. Boundary
conditions for the electric field include specification of either (1) constant potential, (2)
constant current, or (3) constant power.

It can be noted that other approaches, based on irreversible continuum mechanics,
have also been used to study diffusion in polymers [61,224]. This work involves develop-
ment of the species momentum and continuity equations for the polymer matrix as well as
for the solvent and solute of interest. The major difficulty with this approach lies in the de-
termination of the proper constitutive equations for the mixture. Electric-field-induced
transport has not been considered within this context.

IV. DIFFUSION

The physical properties of gels, and of porous media in general, are known to significantly
influence the diffusion of probe species in gels. The dimensions and concentration of 
obstacles and the pore size and size distribution are some of the physical factors that affect
diffusion in porous media. In addition to these factors, the solute size, shape, and type will
influence the diffusion. A number of theories to describe diffusion in porous media have
been developed to account for these factors. Models for diffusion in porous media can be
classified based upon the method of derivation; for example, they may include: (1) conti-
nuum theories, where the solute is much smaller than the obstacles [e.g., volume averaging,
exact solutions, variational bounds, perturbation methods, and effective medium approxi-
mations], (2) continuum theories that account for hydrodynamic interactions, (3) network
theories, (4) free volume theory, (5) molecular dynamics simulations, and (6) statistical the-
ories applicable to a variety of cases where the solute can be of similar magnitude or of very
different magnitude to the obstacles—these may include Brownian motion or random walk
simulations [171] and Monte Carlo simulations. Alternatively, diffusion theories can be
classified based upon the physical factors that they address. These may include the effects
of: (1) obstructions and path length and tortuosity, (2) the solute size, (3) hydrodynamic in-
teractions, or (4) variations in solvent properties. The following review is not meant to be
an exhaustive review of the literature; the objective is to provide a survey of several mod-
els that may be relevant to diffusion in electrophoresis media and to highlight the theories
for diffusive transport that have been extended to account for electrophoresis in gels or
porous media in general.



A. Comments on Diffusion Coefficients in Single-Phase Media

Before attempting to review the available literature on diffusion in gels, it is important to
understand the definitions and nomenclature of diffusion coefficients. The fundamental 
relationships between transport flux and their driving forces can be obtained using irre-
versible thermodynamics or molecular-kinetic theory. The fundamentals of irreversible
thermodynamics have been well reviewed and discussed in the literature [92,143,202,421].
For the case of diffusive transport the Stephan–Maxwell theory, originally developed 
for gases and subsequently applied to liquids [202], provides the appropriate framework 
for obtaining the constitutive flux. Whitaker [434] provides a very clear development of 
the classical Stephan–Maxwell diffusion theory, without electric or other body forces, by
utilizing the species momentum balances.

The relationship between the diffusional flux, i.e., the molar flow rate per unit area,
and concentration gradient was first postulated by Fick [116], based upon analogy to heat
conduction Fourier [121] and electrical conduction (Ohm), and later extended using a num-
ber of different approaches, including irreversible thermodynamics [92] and kinetic theory
[162]. Fick’s law states that the diffusion flux is proportional to the concentration gradient
through

J i � �Dij�ci (25)

where J i is the diffusive flux vector of component i and cj is the molar species concentra-
tion per unit volume. Here Dij is the mutual or interdiffusion coefficient and has units of
area per unit time.

Fick [116], using his own data and those of Graham [140], analyzed the diffusion of
solutes in a two-component mixture (as cited in Cussler [88]). The diffusion coefficients
obtained from this type of experiment are called interdiffusion coefficients. Interdiffusion
coefficients must be distinguished from the intradiffusion coefficient, first introduced by
Albright and Mills [10]. An intradiffusion coefficient is defined for a multicomponent sys-
tem in which a fraction of molecules of one component are labeled, or distinguished from
other molecules of the same component. These molecules may be labeled or distinguished
from others of the same species by isotopic labeling or, for example, nuclear magnetic vec-
tor orientation [401]. A self-diffusion coefficient is a special case of intradiffusion for a sys-
tem containing only one chemically distinguished species. If a trace of labeled diffusant is
introduced at some point in space into otherwise homogeneous medium, which may or may
not contain the unlabeled species, the resulting diffusion coefficient is termed a tracer dif-
fusion coefficient. At low concentrations of labeled species in comparison to the total 
concentration, the intra- and tracer diffusion coefficients are the same. The intra- and in-
terdiffusion coefficients are equal at infinite dilution of one of the components. For other
than limiting concentrations, a number of correlations are available [401]. For the present
purpose we will be concerned primarily with the dilute-solution limit of a single solute in
a solvent.

B. Comments on Diffusion in Porous Media

A number of different approaches have been taken to describing transport in porous media.
The objective here is not to review all approaches, but to present a framework for compar-
ison of various approaches in order to highlight those of particular interest for analysis of
diffusion and electrophoresis in gels and other nanoporous materials. General reviews on
the fundamental aspects of experiments and theory of diffusion in porous media are given



by Karger and Ruthven [189], Alder [6], and Sahimi [341]. The types of models used in 
the analysis of transport in porous media ranges from models derived using basic steady-
state Laplace equations (e.g., thermal and electrical conduction problems) in simple 
geometries to complex models based upon rigorous derivations in highly complex struc-
tures. In order to provide some context to the more advanced models and to illustrate the
physical processes without undue mathematical complexity, it will be useful to consider
some of the elementary models. The present review shall rely heavily on the rigorous
framework developed extensively by Whitaker in a number of publications over the last 30
years [62,337,420,422,423,426–429,433,436].

Before presenting the details of the volume averaging method, it would be useful first
to discuss some of the limitations and advantages and disadvantages of the volume ave-
raging method. The volume averaging theory utilizes the basic material, energy, and 
momentum balances developed for individual species in pure fluids. The effect of obsta-
cles and media structure on transport in these pure fluids is described through boundary
conditions. Since most porous media of interest has very complex geometry, it is generally
not feasible, nor is it usually desirable, to solve these equations, either in principle or in ap-
proximation, throughout the complex structure. It is not desirable since most experiments
do not provide that level of detail with regard to concentration, velocity, or temperature 
distributions in micron or smaller scales. The volume averaging method provides a direct
and rigorously defined process to take these point equations and develop averaged expres-
sions that describe more closely the observed behavior on the macroscopic scale. A major
advantage of this method is the clear delineation of assumptions made in the formulations
and specification of order-of-magnitude estimates necessary to justify various assump-
tions; many methods for analyzing transport in porous media make hidden and ad hoc as-
sumptions that are not so clearly explained. The method of volume averaging requires the
solution of a well-defined closure problem in a representative region that reflects the ma-
jor features of the media geometry. The closure problem provides the link between the 
microscopic physical properties and the macroscopic properties.

Generally, the closure problem reflects the idea of a spatially periodic porous media,
whereby the entire structure can be described by small portions (averaging volumes) with
well-defined geometry. Two limitations of the method are therefore related to how well the
overall media can be represented by spatially periodic subunits and the degree of difficulty
in solving the closure problem. Not all media can be described as spatially periodic [6,341].
In addition, the solution of the closure problem in a complex domain may not be any eas-
ier than solving the original set of partial differential equations for the entire system.

Despite these limitations, the method has been shown to be well suited for a wide
class of heat transfer, mass transfer (with and without chemical reactions) of point solutes,
and flow problems in a variety of geometries of both heterogeneous and homogeneous
porous media. For systems with well-defined geometry and where the closure problem cor-
rectly mimics the actual geometry of the system, comparison with experimental data [436]
has been quite good. In addition, calculations by volume averaging have been shown to
compare vary well with direct simulations using Monte Carlo methods [400]. The method
has not been applied to cases of macromolecular transport in porous media, to cases with
highly nonlinear transport processes, or to some classes of fractal or other types of porous
media with, for example, continuous distributions of porous structures. This is not to say
that the method cannot be adapted to those problems; future work should be developed
along those lines. However, the general question remains as to whether or not there is an
advantage to adapt the method to a given problem or if another approach may prove



simpler. The method remains, however, one of the most powerful techniques for deriving,
from the basic equations of change for transport in single-phase fluids, transport parame-
ters, e.g., effective diffusion coefficient, thermal conductivity, and flow permeability to re-
flect macroscopic measurements.

Consider a porous medium as shown in Figure 17. This example medium consists of
two phases, 	 and 
, whereby phase 
 is completely impermeable to the solute of interest.
The solute of interest is a point species, with no interactions with the interface bounding 
the two phases. The species continuity equation for single-phase homogeneous media is
given by
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and is valid only in the 	 phase. Measurement of the flux of solute through or across the
composite media, i.e., both 	 and 
 phases, will usually provide values for average fluxes,
and measurements of the concentration will generally provide the average concentration in
the 	 phase (assuming of course that the other phase is impermeable to the solute of inter-
est). [An illustration of this is the pulsed-field gradient NMR experiment, provided the time
for the experiment is long enough so that the distance traveled by the species of interest is
much larger than the space between obstacles.] Therefore, Eq. (26), the point species con-
tinuity equation, cannot describe properly the overall transport in the porous media.

Previously (e.g., Ref. 344), it has been noted that Eq. (26) will still be valid if the
point concentration variable is replaced by the average concentration; however, the diffu-
sion coefficient was found to differ from the molecular diffusion coefficient obtained in the
pure fluid. This diffusion coefficient was termed the effective diffusion coefficient. The 

FIG. 17 Generalized model of multiphase media. (Reprinted with permission from Ref. 215,
Copyright 1998, American Chemical Society.)



single-phase species continuity equation (26) in this case is replaced by the average equa-
tion [423],
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where 
c� is the phase average concentration in the media, analogous to a superficial ve-
locity and defined rigorously by [422]
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V
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where V is a suitably defined representative averaging volume [423]. The phase average
represents the concentration of the solute of interest over the entire media. It is generally
more convenient to work with the intrinsic phase average, defined as
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V
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where V	 is a suitably defined representative averaging volume in the 	 phase. The intrin-
sic phase average represents the concentration measured inside the 	 phase or measured by
extraction of the fluid from the 	 phase. This average is analogous to the interstitial velo-
city from elementary fluid mechanics. For the case of diffusion in a two-phase (isotropic)
porous media with one phase impermeable to the solute of interest, the point species 
continuity equation in the 	 phase can be averaged to
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Note that the intrinsic phase average and the overall phase average are related by the poros-
ity or volume fraction of the phases by [423]
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The average molar flux across some domain in terms of the intrinsic phase average con-
centration or the phase average concentration is [427]


N� � �Deff ��
c�	 � �Deff�
c�	 (32)

where we have defined

Deff � Deff� (33)

It is important to point out that care must be taken when comparing effective diffusion 
coefficients from the literature to distinguish the effects of the porosity as given in Eq. (33).
If one measures diffusive transport through use of the point species equations, as, for 
example, in pulsed-field gradient NMR spectroscopy, the diffusion coefficient determined
will be Deff, whereas if one measures average macroscopic flux across some domain using
Eq. (32), as in a diffusion cell [26], in terms of the phase average concentration gradient,
Deff will be determined.

The objective of most of the theories of transport in porous media is to derive ana-
lytical or numerical functions for the effective diffusion coefficient to use in the preceed-
ing averaged species continuity equations based on the structure of the media and, more re-
cently, the structure of the solute.



C. Obstruction Effects

Many investigators have studied diffusion in systems composed of a stationary porous solid
phase and a continuous fluid phase in which the solute diffuses. The effective transport co-
efficients in porous media have often been estimated using the following expression:
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where D0 is the diffusion coefficient in the continuous phase in the absence of porous
solids, � is the pore volume fraction, and � is the “tortuosity” factor (here including all fac-
tors that affect the diffusion in the porous media—both increased pore path length and con-
striction effects). This equation was originally postulated as an empirical relationship and
much effort was expended in measuring the tortuosity factor for heterogeneous catalysts
[344] and other applications.

Simple mathematical expressions for the tortuosity factor have been developed in the
literature (see Ref. 344 for a review of some of the early literature related to heterogeneous
catalysis). Carman [63] studied the analogous problem of hydrodynamic flow of gases in
porous media, and he defined the tortuosity factor as the square of the ratio of an effective
path length in the porous media to the shortest distance measured in a given direction (� �
(la /l)2). This increase in path length due to the “tortuous” nature of the porous media will
decrease the effective diffusion coefficient by making a given solute travel a farther dis-
tance than it would need to in the absence of the porous solid. In addition to a “pure” “tor-
tuosity” effect, defined here as �, it has been further noted that the porous media will con-
strict the motion of a given solute. This constriction factor, �, has been assumed to be
separable from the tortuosity factor through
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In order to illustrate the effects of media structure on diffusive transport, several sim-
ple cases will be given here. These cases are also of interest for comparison to the more
complex theories developed more recently and will help in illustrating the effects of media
on electrophoresis. Consider the media shown in Figure 18, where a two-phase system con-
tains uniform pores imbedded in a matrix of nonporous material. Solution of the one-di-
mensional point species continuity equation for transport in the pore, i.e., 	 phase, for the
case where the external boundaries are at fixed concentration, cI and cII, gives an expres-
sion for total average flux
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where a1 and a2 are the cross-sectional areas of the nonporous material and the open chan-
nels, respectively, and L is the length of the channel. It is clear that an effective diffusion
coefficient can be defined by
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The Deff across the porous medium for this example is linearly related to the porosity of the
path, which is in turn simply the ratio of the open cross-sectional area to the total cross-sec-
tional area. There are no constriction or tortuosity effects in this example; i.e., � � 1 and
Deff � D0.



For the case of a two-phase system with two parallel noninteracting paths that both
contribute to the diffusion of the solute and where the diffusion coefficients of the solute of
interest are different in the two phases, the solution of the two isolated one-dimensional
steady-state diffusion models gives
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When a two- or higher-phase system is used with two or more phases permeable to
the solute of interest and when interactions between the phases is possible, it would be nec-
essary to apply the principle of local mass equilibrium [427] in order to derive a single ef-
fective diffusion coefficient that will be used in a one-equation model for the transport. Ex-
tensive justification of the principle of local thermal equilibrium has been presented by
Whitaker [425,432]. If the transport is in series rather than in parallel, assuming local equi-
librium with equilibrium partition coefficients equal to unity, the effective diffusion coef-
ficient is
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Combination of these two models for a combined series- and parallel-path system gives
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where the porosities are defined by

�	 � �
L(a

l

1

1

�

a1

a2)
� �
 � �

(
L
L
(a

�

1 �

L1

a
)a

2

1

)
� �� � �

L(a1

La
�

2

a2)
� (41)

Michaels [241], using a model pore shown in Figure 19, considered the constriction
effect by solving the steady-state species continuity equations in a model pore consisting
of a single constriction. The result for the pore shown in Figure 19 is given by
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FIG. 18 Parallel-pore model of multiphase media.



or in terms of L and � by
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where A, L, and � are defined by
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This example will be of particular interest in our consideration of electrophoresis, and it is
also of interest from the point of view of introducing anisotropy into the media structure.
Figure 20 shows plots of the effective diffusion coefficient versus porosity for various 
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FIG. 19 Model media based on concept proposed by Michaels [241].

FIG. 20 Effective diffusion coefficients using Michaels’ model [241], Eq. (43), versus porosity for
various ratios of pore lengths.



values of the length scale ratio L. It is clear that certain values of porosity are inadmissible
and that the range of validity of porosity for this model depends upon the value of L. The
lower limit for the value of porosity for a given value of L is given by L/(L � 1). This re-
flects the fact that for certain length scales the geometry becomes closed, i.e., percolation
occurs. Percolation concepts have been extensively considered in the literature on transport
in porous media [6,341]. Various pores with different geometries, including sinusoidally
varying pores, have also been considered in the literature [292].

Wakao and Smith [411] examined diffusion of gas molecules in porous media com-
posed of micropores (free space in the solid particles) and macropores (space between the
solid particles). The diffusing molecule was considered to be moving through three possi-
ble paths: (1) through the macropores, (2) through the micropores, and (3) through micro-
pores and macropores in series. In order to solve for the diffusion coefficients, they used a
general equation for the diffusion flux of gas A in a circular capillary at constant pressure
in a binary system of gases A and B and applied it to all three diffusion mechanisms. The
resulting diffusion coefficient for the aggregation of fluxes corresponding to all three dif-
fusion mechanisms was

Deff � �2Da � (1 � �)2Di � 2�(1 � �) (45)

where the first two terms are the contributions from parallel diffusion in macropores and
micropores, respectively, and the last term is the contribution from macro-/micropores in
series. It was assumed in this derivation that the pores are randomly distributed. The diffu-
sion coefficient in the micropores is given by

Di � (46)

where yA is the mole fraction of species A, 	 is a coefficient given by 1 plus the ratio of
fluxes of species A and B, and the diffusion coefficient in the macropores is given by

Da � (47)

The contributions of the individual fluxes were based upon the volume fractions of the 
respective areas available for diffusion, as would be expected from the simple models 
given earlier. For low-density pellets only the macropore contribution is significant, and if
the macropores are large enough, or the pressure high enough, the Knudsen part of the 
diffusion in the macropores can be neglected. Under these conditions their expression sim-
plifies to
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It is clear that by making more and more complex structures and including nonunity
partition coefficients the effective diffusion coefficient can be derived using the simple
straightforward approach outlined earlier. This type of approach has been considered in a
number of models of interest in biomedical engineering and chemical reaction engineering.
For example, Michaels et al. [242] have developed a more extensive model of drug perme-
ation across skin using this methodology. However, it is important to recognize that there
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are a number of shortcomings with this type of approach. First, it is not strictly valid to ig-
nore the connections between the constriction effects and the tortuous-path effects. Second,
simple one-dimensional models will fail to properly account for effects due to two- and
three-dimensional transport. Third, it may be difficult or impossible to extend these models
to more complex media.

One approach to extend such theories to more complex media is network theory. This
approach utilizes solutions for transport in single pores, usually in one dimension, and cou-
ples these solutions through a network of nodes to mimic the general structure of the porous
media [341]. The complete set of equations for all pores and nodes is then solved to deter-
mine overall transport behavior. Such models are computationally intense and are some-
what heuristic in nature.

One must be very careful in reviewing the older, and some more recent, literature in
consideration of the tortuosity and constriction factors; some work has attempted to sepa-
rate these two factors; however, more modern developments show that they cannot be
strictly decoupled. This aspect will be particularly important when reviewing the barrier
and tortuous-path theories of electrophoresis, as discussed later.

In order to overcome these problems, one approach, originally developed by
Whitaker [420], Slattery [359], and Anderson and Jackson [17], involves the method of
volume averaging. Using volume averaging theory, Whitaker and coworkers
[193,264,268,337,436] found the effective diffusion tensor for a two-phase system to be
given by
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and the vector field is determined by solving the closure problem in a unit cell. This ex-
pression is valid for anisotropic as well as isotropic media. Ochoa [193,268], Nozad [264],
Ryan et al. [337], and Saez et al. [340] have developed extensive analysis and computations
of the effective diffusion coefficient in model porous media using the volume averaging
method. Whitaker [427] and Kim et al. [193] compared the results from volume averaging
for an isotropic media (Figure 21a) with those of Maxwell, Wakao and Smith, and Weiss-
berg. They found the Wakao and Smith result to underpredict the diffusion coefficient at
low porosities and the Weissberg results to slightly overpredict the volume averaging re-
sults. As expected, the Maxwell model also gives an upper limit to the range of diffusion
coefficients. The results of Kim et al. [193] for a unit cell analogous to the constriction
model developed by Michaels, discussed earlier, are particularly interesting. The volume
averaging method gives both diagonal components of the diffusion tensor, and, as seen in
Figure 21b, a percolation limit is observed in a fashion analogous to that seen in the simple
one-dimensional model. Figure 21b shows volume averaging results for various length
scales of the unit cell. This plot can be compared to Figure 20, developed using the analy-
sis of Michaels. The more rigorous analysis using volume averaging methods of course
give the two-dimensional results (and three-dimensional results can also be obtained with
this method); i.e., both Dx and Dy and that of the one-dimensional model of Michaels can
only give a one-dimensional result. It is interesting to note that the simple one-dimensional
analysis gives percolation limits in an analogous fashion to that given by the multidimen-
sional model, however, significant quantitative differences exist. Saez et al. [340] and
Quintard [305] performed more extensive calculations for three-dimensional media and
found some degree of improvement in the comparison with the experimental results for
anisotropic media. Trinh et al. [398,400] showed good agreement between Monte Carlo
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FIG. 21 Effective diffusion coefficients from Refs. 337 and 193 showing comparison of volume
average results (Ryan) with models of Maxwell, Weisberg, Wakao, and Smith for isotropic systems
(a), and volume averaging calculations (solid lines) and comparison with data for anisotropic sys-
tems (b). (Reproduced with kind permission of Kluwer Academic Publishers from Ref. 193, Fig. 3
and 12, Copyright Kluwer Academic Publishers.)



simulations and calculations using volume averaging for these two-dimensional isotropic
and anisotropic media. Figure 22 shows the excellent agreement of Monte Carlo simula-
tions with volume averaging results for isotropic systems.

For the case of a three-phase problem, where the solute is accessible to the 	, 
, and
� phases, Whitaker [427] finds the overall average phase concentration for the case of lo-
cal mass equilibrium given by
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with the effective diffusion tensor given by
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and the overall intrinsic phase average concentration was defined by


c� � (52)

In addition to the volume averaging methods and the simple heuristic arguments
given earlier, a number of other techniques, including variational theory [149], macro-
transport [48], effective medium [341], and others, have been applied to determining trans-
port coefficients in porous media. Many theories originally developed for estimating 
thermal conductivity [34], electrical conductivity [23], or magnetic permeability [149] can
be applied to diffusion, since the mathematical treatment of the problem is essentially com-
mon to all, at least for the dilute-solution limit of mass transfer. Some of these theories,
along with equations originally developed for diffusion processes, are reported later. The
derived expressions are reported here in terms of diffusion coefficients and contain the vol-
ume fraction of one of the two phases as the structural parameter.

Neal and Nader [260] considered diffusion in homogeneous isotropic medium com-
posed of randomly placed impermeable spherical particles. They solved steady-state diffu-
sion problems in a unit cell consisting of a spherical particle placed in a concentric shell
and the exterior of the unit cell modeled as a homogeneous media characterized by one pa-
rameter, the porosity. By equating the fluxes in the unit cell and at the exterior and apply-
ing the definition of porosity, they obtained
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This equation is identical to the Maxwell [236,237] solution originally derived for elec-
trical conductivity in a dilute suspension of spheres. Hashin and Shtrikman [149] using
variational theory showed that Maxwell’s equation is in fact an upper bound for the rel-
ative diffusion coefficients in isotropic medium for any concentration of suspended
spheres and even for cases where the solid portions of the medium are not spheres. How-
ever, they also noted that a reduced upper bound may be obtained if one includes addi-
tional statistical descriptions of the medium other than the void fraction. Weissberg [419]
demonstrated that this was indeed true when additional geometrical parameters are in-
cluded in the calculations. Batchelor and O’Brien [34] further extended the Maxwell
approach.
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FIG. 22 Monte Carlo simulations (solid lines) in isotropic systems and comparison to results of
volume averaging theory (horizontal bars). (Reproduced with kind permission of Kluwer Academic
Publishers from Ref. 398, Fig. 6 and 8, Copyright Kluwer Academic Publishers.)



Lord Rayleigh [310] modeled transport in a homogeneous suspension of spheres
placed in a square lattice. In terms of diffusion coefficients, his solution was
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A number of researchers, such as Perrins et al. [291], have followed the method first de-
scribed by Lord Rayleigh to include transport in other geometries.

Jeffrey [181] estimated the effective conductivity in a dilute suspension of spherical
particles, and in terms of diffusion coefficient his solution was
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Meredith and Tobias [240] found
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Archie [23] examined electrical resistivity of various sand formations having pore
spaces filled with saline solutions of different salt concentrations. Based upon his own ex-
perimental results, he obtained a simple relationship for the conductivity of beds of sand
(assuming the sand itself is nonconductive) containing saline solution in terms of the poros-
ity. In terms of diffusion coefficients his expression is
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where m is an empirically determined coefficient that varies with the degree of consolida-
tion of sand. Using concepts from fractal media, Alder [6] was able to derive Archie’s law.
Bruggeman [54] in 1935 extended work by Maxwell [236,237] and Lorentz [221,222] to
conductivities in dispersions composed of concentrated random-size spherical particles.
When the dispersed phase is nonconducting, the coefficient m in Archie’s equation is equal
to 3/2. Meredith and Tobias [240] noted that neither Maxwell’s nor Bruggemann’s equa-
tions yield satisfactory results for their experimental data on conductivities in emulsions at
high particle concentrations. Accounting for the interactions of the fields around the parti-
cles of the dispersed phase, they proposed a simple approximation valid for elliptical or
spherical particles. If the dispersed phase is nonconducting, their equation in terms of the
diffusion coefficients is
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where W is a function of particle geometry; for spheres, W is 3/2. This equation proved to
be much more successful in predicting conductivities in water–propylene carbonate emul-
sions at high particle concentrations as reported by Meredith and Tobias [240].

Prager [302] examined diffusion in concentrated suspensions using the variational
approach. (A discussion of the basic principles in variational theory is given in Ref. 6.)
Prager’s result is applicable to a very general class of isotropic porous media. Prager’s so-
lution for a limiting case of a dilute suspension of particles was
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Akanni et al. [9] employed Monte Carlo simulations for diffusion in porous solids
consisting of overlapping randomly placed spheres in a near-cubical volume and compared
their results to all of the preceding correlations. They concluded that the correlations pro-
posed by Maxwell [236,237], Bruggeman [54], Prager [302], and Weissberg [183,376]
agree well with their results. These models are appropriate for weakly consolidated porous
media. And although Akanni et al. [9] intended their calculations for intermediate degree
of consolidation, their assumptions involving the structure of the porous media are closer
to weakly rather than strongly consolidated media, thus explaining the particular match be-
tween the results. Weissberg reformulated the calculations by Prager so as to apply the vari-
ational theory specifically to a bed of spherical particles. The calculations were simplified
by considering an idealized bed in which centers are randomly situated without restricting
the spheres to nonoverlapping locations. Other investigators [187,188] have further pre-
sented improved derivations based upon the variational theory approach first formulated by
Hashin and Shtrikman [149].

Perrins et al. [291] model for a square lattice of solid cylindrical fibers was
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where � is the volume fraction of fibers (1 � �). The results obtained from this equation
were found to be in good agreement with the experimental data obtained from measuring the
conductivities in unit cells constructed according to the specified geometry. It is also inter-
esting to note that the numerical results of this equation match very well those of volume av-
eraging. Since most of the analytical solutions are applicable to particle media exhibiting in-
significant overlap, the need to account for overlapping was stressed by Milton et al. [246],
who extended the work of Perrins et al. [291] to cylinders placed in square arrays. Tomadakis
and Sotirchos [397] used random walk simulation to derive transport coefficients in media
composed of random arrays of freely overlapping cylinders of various orientation distribu-
tions. They found their results to be in good agreement with the analytical solution that Per-
rins et al. [291] derived for circular cylinders placed in square and hexagonal arrays.

Other expressions, such as

� � 1 � �
1
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have been reported by Weissberg [343], who applied the variational approach of Prager
[302] to a bed of randomly overlapping spheres, and Dullien [55], respectively.

Figure 23 shows some of the one-parameter theories just discussed as functions of the
porosity. It must be noted that all of the theories have been derived using different as-
sumptions, so care must be used in applying them to experimental results. The model of
Maxwell appears to give an upper limit, as was predicted from variational theory. Many of
the models shown in this figure are very close, and it may be difficult to measure diffusion
coefficients accurately enough to distinguish between some of these theoretical results. The
Mackie–Mears model, discussed next for the case of a solute with magnitude of order of
the obstacle size, predicts much lower effective diffusion coefficients than all of the other
models in this figure.
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For the case where the solute of interest is of a similar size to the obstructions, a
stochastic approach was employed by Mackie and Mears [227], who considered the diffu-
sion of electrolytes in a cation-exchange resin membrane. They modeled the resin phase as
a collection of impenetrable objects organized in cubic lattice with one axis parallel to the
direction of diffusion. The resin is an obstacle to the diffusing molecule, thus increasing the
path length over which the molecule must travel. The lattice spacing is considered compa-
rable to the average size of the diffusion jump. Based upon the probabilistic arguments,
they derived an expression for tortuosity:
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They also derived an expression relating mobility to tortuosity, so
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FIG. 23 Comparison of various one-parameter diffusion models. (Reproduced with permission
from Ref. 448, “Analysis of Diffusion and Structure in Polyacrylamide Gels by Nuclear Magnetic
Resonance,” M.S. Thesis, Florida State University, Copyright 1997, Brigita Penke.)



By combining these two expressions, one can relate the diffusion coefficients to the poly-
mer volume fraction:
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The Mackie–Mears expression has been extensively used in the analysis of diffusion in
polymers where it is assumed that the obstacles, i.e., the polymer fibers, are of the same or-
der of magnitude as the radius of the solute.

D. Hydration Effects

Wang [415] considered diffusion of water molecules in elliptical-shaped protein medium.
The much larger protein molecules obstruct the path of the water molecule, thus increasing
its effective diffusional path. Wang derived effective diffusion coefficients by solving the
steady-state diffusion problem and obtaining the diffusional flux. He also considered hy-
dration effects caused when water molecules attached to the proteins do not contribute to
the diffusional flux. Accounting for this effect is more difficult, because of the time factor
introduced by the rate of exchange of labeled water molecules between the bound and free
water. In order to incorporate this effect into the water diffusion equation, Wang suggested
solving the transient diffusion problem. Furthermore, he concluded, based upon his own
experimental evidence, that the rate of exchange of labeled molecules between the bound
and free water states can be considered as instantaneously fast. The steady-state solution of
Wang’s equation was
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where 	 is the mean value of the structural parameters of the ellipsoid. Muhr et al. [256]
noted that the equation of Wang [415] can be derived as a special case of Fricke’s treat-
ment, published 30 years earlier. Fricke [123] investigated the conductivity of a suspension
of homogeneous spheroids and derived an expression relating the conductivity of the sus-
pension, the suspending medium, and the suspended spheroids to the geometry and con-
centration of the spheroids. The result for the case when the conductivity of the spheroids
is zero can be related to the diffusion in a media consisting of suspended stationary
spheroids:
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where � is the volume fraction of the spheroids, x � 2 for spheres, x approaches 0 in the
limit for oblate spheroids, and x approaches 3/2 in the limit for prolate spheroids. When x
� 2, this equation becomes equal to Maxwell’s equation, as x goes to infinity, this 
approaches Wang’s equation. Fricke compared his analytical solution to the experimental
results for the conductivity of the blood of dog and found an excellent agreement for con-
centration from 10 to 90%.

Derbyshire and Duff [93] used NMR self-diffusion measurements of water in
agarose gels to determine the amount of hydrated water. Using Wang’s theory they found
hydration numbers of about 0.35 g of water per gram of agarose. Penke et al. [290] utilized
the volume averaging method, including the effects of water binding, to analyze NMR ex-
perimental data on water self-diffusion and longitudinal relaxation in polyacrylamide gels.
Increases in the concentration of cross-linker did not affect the diffusion coefficient of wa-



ter in the gels; however, it had a substantial effect on the relaxation properties. This effect
could be interpreted by the fact that increases in the more hydrophobic Bis cross-linker
causes less water to interact with the gel. The effective diffusion tensor in this analysis was
found to be given by
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where Keq represents the effects of equilibrium partitioning between phases. The advantage
of the approach reported by Penke et al. [290] is that both diffusion and T1 relaxation could
be accounted for within one self-consistent theoretical framework of the volume averaging
approach.

E. Effect of Solute Size

For any diffusing molecule larger than a point, the volume fraction inaccessible to the so-
lute is larger than the volume fraction of the polymer, since the diffusing molecules occupy
a certain volume in the continuous phase. As mentioned in a previous section, Ogston [269]
derived an expression for the space available to the diffusing molecule in a network con-
sisting of randomly oriented, overlapping straight fibers using purely geometrical and sta-
tistical arguments. Using the Ogston expression developed for partitioning and probabilis-
tic arguments on diffusive transport in porous media, Ogston et al. [270] derived an
equation for diffusion and sedimentation of large particles in polymer solutions (or gels)
with a stochastic method. The result was
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This equation was verified experimentally by comparing the radii of the polymer chains ob-
tained from migration data with those predicted by the equation. The results were found to
be consistent with the values deduced from the equilibrium measurements of proteins be-
tween free solutions and cross-linked gels for hyaluronic acid [205], dextran [271], and
polyacrylamide [251]. In addition, the underlying idea of spaces in a uniform random sus-
pension of fibers has been supported by statistical mechanical calculations and Monte
Carlo simulations of Limbach et al. [209] and Giddings et al. [135]. It can be noted that Eq.
(69) does not predict that Deff/D0 � ƒ, where ƒ is given by the volume fraction of gel avai-
lable for the given solute [see, for example, Eqs. (4) and (5)].

Many investigators have used the Ogston model and its fundamental idea as a basis
for their models. Most recently, Johansson and Elvingson [182] obtained the probability
distribution g(r) for spaces in a random suspension of fibers; i.e., the probability that a ran-
domly chosen point in a network of fibers is found at a radial distance r to the fiber of clos-
est approach. For a cylindrical cell (CC) model, which consists of an infinite cylindrical
cell, containing solvent and polymer, with the polymer represented as a rod centered in the
cell, they obtained g(r) for one cylindrical cell as
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where rp is the polymer radius and Rc is the cell radius, which is a function of the local poly-
mer concentration. S(r � (Rc � rp)) is a step function, which is equal to 1 if r . (Rc � rp)
and 0 if r � (Rc � rp). The total probability distribution is obtained by integrating over all
cells with different radii:

g(r) � �(

rp

ƒ(Rc)gCC(r) dRc (71)

where ƒ(Rc) is the weighting function for each cell. If g(r) is known by measurement or by
assuming a pore distribution, ƒ(Rc) can be calculated by deconvolution. Once the frequency
function is known, the effective diffusion coefficients can be calculated from the local 
diffusion coefficients given by the Fick’s first law in the cylindrical cell models. An ana-
lytical solution for cylindrical cell model assuming Ogston’s expression for the probability
distribution of straight polymer chains was obtained as
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and 	 and E1 are given by the following expressions:
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where rs is the radius of the solute. A simplified expression for their theory was later found
by fitting the data from Monte Carlo simulations to an exponential curve:
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Subsequent work by Johansson and Lofroth [183] compared this result with those obtained
from Brownian dynamics simulation of hard-sphere diffusion in polymer networks of
wormlike chains. They concluded that their theory gave excellent agreement for small par-
ticles. For larger particles, the theory predicted a faster diffusion than was observed. They
have also compared the diffusion coefficients from Eq. (73) to the experimental values
[182] for diffusion of poly(ethylene glycol) in k-carrageenan gels and solutions. It was
found that their theory can successfully predict the diffusion of solutes in both flexible and
stiff polymer systems. Equation (73) is an example of the so-called stretched exponential
function discussed further later.

Diffusion of flexible macromolecules in solutions and gel media has also been stud-
ied extensively [35,97]. The Zimm model for diffusion of flexible chains in polymer melts
predicts that the diffusion coefficient of a flexible polymer in solution depends on polymer
length to the �1/2 power, D ~ N�1/2. This theoretical result has also been confirmed by ex-
perimental data [97,122]. The reptation theory for diffusion of flexible polymers in highly
restricted environments predicts a dependence D ~ N�2 [97,122,127]. Results of various
MC simulations and semianalytical theories for diffusion of flexible polymers in random
porous media, which have been summarized [35], indicate that the diffusion coefficient in
random three-dimensional media follows the Rouse behavior (D ~ N�1 dependence) at
short times, and approaches the reptation limit (D ~ N�2 dependence) for long times. By
contrast, the diffusion coefficient follows the reptation limit for a highly ordered media
made from infinitely long rectangular rods connected at right angles in three-dimensional
space (like a 3D grid).



F. Hydrodynamic Interactions

The hydrodynamic drag experienced by the diffusing molecule is caused by interactions
with the surrounding fluid and the surfaces of the gel fibers. This effect is expected to be
significant for large and medium-size molecules. Einstein [108] used arguments from the
random Brownian motion of particles to find that the diffusion coefficient for a single
molecule in a fluid is proportional to the temperature and inversely proportional to the fric-
tional coefficient by

D � �
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� (74)

where k is Boltzmann’s constant, Ta is the temperature, and ƒ is the friction coefficient. (See
also Refs. 66, 189, 238, and 401 for derivations and further discussion of Brownian mo-
tion.) Strictly speaking, this equation is applicable only in the limit of infinite dilution, since
no account has been taken of any correlation of the motion of one particle with another. For
a sphere moving in a continuum or a large spherical particle in a solvent of low relative
molecular mass [363], the frictional coefficient based upon Stokes’ [375] solution of the
equation of motion for a Newtoniam fluid is given by

ƒ � 6��rs (75)

where � is the viscosity coefficient and rs is the radius of the sphere. Combining these equa-
tions, one arrives at the well-known Stokes–Einstein equation:
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It was suggested by Sutherland [363] that for a sphere diffusing through a medium con-
sisting of molecules of comparable size to the diffusant, the friction coefficient is equal to

ƒ � 4��rs (77)

The Stokes–Einstein equation can be successfully used to explain diffusion under the fol-
lowing conditions [401], where (a) the diffusing molecule is large with respect to the
molecules defining the medium, (b) the medium has a very low viscosity, and (c) no so-
lute–solvent interactions occur.

Thus, the Stokes–Einstein equation is expected to be valid for colloidal particles and
suspensions of large spherical particles. Experimental evidence supports these assumptions
[101], and this equation has occasionally been used for much smaller species.

The Stokes–Einstein equation predicts that D�/Ta is independent of the solvent; how-
ever, for real solutions, it has long been known that the product of limiting interdiffusion
coefficient D12 for solutes and the solvent viscosity decreases with increasing solute molar
volume [401]. Based upon a large number of experimental results, Wilke and Chang [437]
proposed a semiempirical equation,

D � 7.4 � 10�8 �
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where M is the molecular weight of the solvent (g/mol) and V is the molar volume (mL/mol)
of the diffusant at the normal boiling point. The association factor 
 is equal to 2.6 if the
solvent is water and unity for nonassociated solvents.

Cukier [87], using an effective medium-type approach, analyzed the diffusion of
Brownian spheres in two semidilute polymer solutions: The first was composed of long



rodlike polymers, and the second was a random coil solution. He obtained an expression
for the normalized diffusion coefficient as an exponential function of the screening con-
stant and solute radius,
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where k is the screening constant of the semidilute polymer solution; k � ( fn/�0)0.5, ƒ is the
friction coefficient, and n is the number density of the polymer rods or monomers. The hy-
drodynamic interactions were examined using the Navier–Stokes equation in the presence
of polymer networks. Since the radius of the rod or monomer appears in the friction pa-
rameter, Cukier’s solution can be written as
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where K is a constant and c is the concentration of the polymer rods in g/mL. Although
Cukier based his derivation on hydrodynamic interactions, the expression for rodlike 
media has the same form as the Ogston et al. [270] model. Johansson et al. [184] compared
their experimental results for diffusion in rodlike and coil solutions with the Cukier model
that predicts that diffusion is faster in a solution of rods than in a solution of random coils.
They found faster diffusion in random coil solutions, in contradiction to Cukier’s results.

Phillies [296] observed that several authors [87,270] using different underlying 
arguments have obtained stretched exponential form for diffusion in presence of 
polymer matrix:
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where 	 and * are constants. Based upon the hydrodynamic interactions between the dif-
fusing molecule and the polymer and on scaling concepts of polymer chemistry, de Gennes
[127] suggests * � 1 for Mp � 50,000, * ) Mp

�0.25 for 50,000 � Mp � 500,000, and 
* � 0.5 for Mp � 500,000, and 	 ) (MaMp)0.5. Phillies [293] compared the stretched ex-
ponential function to a wide range of literature data on diffusion of particles and molecules
in polymer gels and solutions. He found that the data generally fit the model with * in the
range of 0.54–1.86 and that this coefficient varied with molecular weight to the �0.25
power. He further developed methods to derive the form of Eq. (81) and to account for both
the concentration of the polymer and the size of the diffusing molecule [210,294,295].

It is interesting to note that Johansson and Lofroth [183] found * to equal 1.09 for the
diffusion analysis, but the partition coefficient followed a streched exponential with vary-
ing * from 1 to 2, indicating that the ratio of diffusion coefficient is not equal to the acces-
sible volume fraction for large molecules, as is assumed in the ORMC model for gel elec-
trophoresis.

Amsden [14] used the Ogston model coupled with probability argument to find
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where � is the Flory–Huggins interaction parameter and C( is the characteristic ratio of the
polymer. This equation is restricted to good solvents (i.e., water for hydrogels), larger dis-
tances between cross-links than the polymer persistence length, and fully swollen gels. He
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showed that this model worked well for a range of solutes from 1.9 to 53.5 Å in diameter
in polyethylene oxide, polyvinyl alcohol, and dextran gels.

Altenberger and Tirrell [11] utilized the Langevin equation for particle motion cou-
pled with hydrodynamics described by the Navier–Stokes equation to determine particle
diffusion coefficients in porous media given by
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where A and B are function of the solute and obstacle sizes. This equation is valid for small
volume fractions, �, of the porous media. This group extended their results for diffusion
and developed results for suspension viscosity using mean-field theory [12,13].

For heterogeneous media composed of solvent and fibers, it was proposed to treat the
fiber array as an effective medium, where the hydrodynamic drag is characterized by only
one parameter, i.e., Darcy’s permeability. This hydrodynamic parameter can be experi-
mentally determined or estimated based upon the structural details of the network [297].
Using Brinkman’s equation [49] to compute the drag on a sphere, and combining it with
Einstein’s equation relating the diffusion and friction coefficients, the following expression
was obtained:
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Brinkman’s equation is a semiempirical modification of the Navier–Stokes equation whereby
an additional term to account for the forces exerted by the porous media is added to the forces
acting on the fluid. (Note that Whitaker showed that this correction could be derived through
the application of volume averaging methods to the equation of motion in porous media
[424,436]). Phillips et al. [298] compared this result with more rigorous calculations using a
generalized Taylor dispersion model. They concluded that the agreement between the results
is best when the fiber to particle radii are of the same dimensions. Poor agreement was ob-
served for other solute–fiber radii ratios and less uniform fiber arrangements.

On the basis of hydrodynamic arguments first suggested by Brady, Johnson et al.
[186] proposed that the hydrodynamic and steric effects that influence the diffusivity of a
macromolecule in a fibrous medium can be separated into two multiplicative factors. The
overall functional dependence is of the form
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where F(rs/�k�) is the contribution from the hydrodynamic drag, k is Darcy’s permeabil-
ity, and S(ƒ) is the steric effect. The hydrodynamic effect is approximated here using
Brinkman’s result, although other theories could be used as well. The other factor is a
steric tortuosity effect, or obstruction effect, discussed previously. The steric factor S can
be obtained using the models of Perrins et al. [291], Johansson and Lofroth [183,184],
volume averaging [436], or other methods mentioned earlier. Johnson et al. [186] noted
that use of Perrins model in Eq. (85) agrees with the Phillips et al. [298] rigorous calcu-
lations.

It is also useful to note that other approaches to describe diffusion in solvent–poly-
mer systems have been developed using free-volume theory [408–410].
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G. Experimental Methods and Comparison to Theories

Several studies have been performed to measure diffusion of a range of molecules in poly-
acrylamide [131,289,290,394], agarose [47,138,186], and other gels [29,130,145,176].
Pavesi and Rigamonti [289] used pulsed-field gradient NMR to measure water self-diffu-
sion in a number of polyacrylamide gels with different concentrations of acrylamide and
Bis. They did not compare their data to any theoretical models; however, they did observe
a log-linear decrease in water self-diffusion as the amount of cross-linker increased and a
decrease in diffusion coefficient with the diffusion time of the NMR experiment. Figure 24
shows data on water self-diffusion in polyacylamide gels and solutions of un-cross-linked
monomers obtained by Penke et al. [290]. This figure clearly shows that the water self-dif-
fusion in the gels is slower than the solution of un-cross-linked monomers and that the 
diffusion coefficients decrease with increasing total monomer. Not shown in this figure is
the result that variation of Bis content has no effect on the water self-diffusion in the cross-
linked gels and the fact that no time dependence on diffusion coefficients was observed.
The theoretical models shown for reference in this figure indicate that the Maxwell rela-
tionship is an upper limit, and the Mackie–Meares relationship is a lower limit. Both the

FIG. 24 Water self-diffusion in polyacrylamide gels with various Bis content with comparison to
various models from the literature. (Reprinted from Ref. 290, Copyright 1998, Academic Press.)



Perrin model and the Johansson and Elvingston model fall above the experimental data.
Also shown in this figure is the prediction from the Stokes–Einstein–Smoluchowski ex-
pression, whereby the Stokes–Einstein expression is modified with the inclusion of the Ein-
stein–Smoluchowski expression for the effect of solute on viscosity. Penke et al. [290]
found that the Mackie–Meares equation fit the water diffusion data; however, upon con-
sideration of water interactions with the polymer gel, through measurements of longitudi-
nal relaxation, adsorption interactions incorporated within the volume averaging theory
also well described the experimental results. The volume averaging theory had the advan-
tage that it could describe the effect of Bis on the relaxation within the same framework as
the description of the diffusion coefficient.

Tokita et al. [394] measured diffusion of different molecules with molecular weights
varying from 18 to 342 in polyacrylamide gels with constant percentage cross-linker and
varying total acrylamide concentration. They found the data to be in good agreement with
the stretched exponential of the form
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Johnson et al. [186] measured diffusion of fluorescein-labeled macromolecules in agarose
gels. Their data agreed well with Eq. (85), which combined the hydrodynamic effects with
the steric hindrance factors. Gibbs and Johnson [131] measured diffusion of proteins and
smaller molecules in polyacrylamide gels using pulsed-field gradient NMR methods and
found their data to fit the stretched exponential form
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where T is the concentration of acrylamide. Brown and Stilbs [52] measured diffusion co-
efficients of ethylene glycol and crown ether in cellulose. They found a first-order decay in
diffusion coefficient as the cellulose content increased in the range of 20–55% (w/w).
Boyer and Hsu [47] measured protein diffusion (molecular weights 16 kDa to 225 kDa) in
Sepharose gel particles using a moment analysis of chromatographic pulses. They found
that their results follow generally the stretched exponential of Cukier. The stretched 
exponential equation therefore represents diffusion behavior for a wide range of different-
size molecules in polymer gels with different total monomer concentration.

Balcom et al. [29] have developed a method to use one-dimensional nuclear magnetic
resonance imaging to measure mutual diffusion coefficients of paramagnetic species in
aqueous gels. This method is different from the pulsed-field gradient method employed by
others [130,131,289,394], in that the spatial variation in concentration is determined 
by measurement of a spatial variation in T1 relaxation time within the gel. This method may
be useful to study spatial distributions of diffusing molecules in the gels; however, the
method is limited by MRI resolution of at best 20–50 micron pixels. Therefore, for systems
with heterogeneity below this scale, average diffusion coefficients will be obtained.

Another important factor in diffusion measurements that is often encountered in
NMR experiments is the effect of time on diffusion coefficients. For example, Kinsey et al.
[195] found water diffusion coefficients in muscles to be time dependent. The effects of dif-
fusion time can be described by transient closure problems within the framework of the vol-
ume averaging method [195,285]. Other methods also account for time effects
[204,247,341].



V. ELECTROPHORESIS

The observation that a charged particle or macromolecule will move in an electric field, a
phenomenon called electrophoresis, has been well known since the experiments of Reuss
in 1809 [312]. Since this beginning, a plethora of experimental and theoretical approaches
have been taken to utilize and understand electrophoresis. For example, the molecular size,
structure, and charges of proteins have been studied using electrophoresis, and elec-
trophoresis has been used to analyze, isolate, purify, and separate proteins from mixtures
[18]. Abramson [1] reviewed the early literature on protein electrophoresis, with emphasis
on the early experimental work on electrophoresis in free solution, i.e., without any solid
matrices. Andrews [18] reviewed the current literature on electrophoresis, with emphasis
on electrophoresis in polyacrylamide and agarose gels. More recent work on the elec-
trophoresis of elongated macromolecules, primarily nucleic acids, is reviewed by Zimm
and Levine [447]. This section will consist of a review of the general approaches taken to
describe electrophoretic motion in free solution and in gels or other structured media. The
emphasis will be on the transport of biological (primarily proteins) macromolecules; how-
ever, general principles will also be discussed in order to elucidate the relationships among
gel structure, macromolecular properties, and electric field conditions that govern the
molecular motion in the gel environment under the influence of an applied electric field.

A. Electrophoresis in Solution

Much of the early work focused on the experimental and theoretical analysis of colloidal
particle electrophoresis in free, unbounded solutions. For general reviews in this area see
Refs. 141,172,220, and 281–284. Table 4 summarizes various expressions developed for
the electrophoretic mobility of a spherical colloidal particle with a uniform distribution of
charge spread over the surface of the colloid. Electrophoretic mobility is defined as the ve-
locity of the particle due to an applied electric field divided by the electric field strength.
For a single isolated charged particle, the electrophoretic mobility is determined by the re-
sultant of the Stoke’s drag force and the coloumbic force of the electric field. The mobility
is directly proportional to the particle’s intrinsic charge and inversely proportional to its 
radius and the viscosity of the solution. Through combination of the Stoke’s–Einstein rela-
tionship and the foregoing description of the electrophoretic mobility, the Nernst–Einstein
equation [261] gives the relationship between electrophoretic mobility and diffusion coef-
ficient for dilute solution and small molecules:

D � RTau (88)

where R is the universal gas constant, Ta is the absolute temperature, and u is the elec-
trophoretic mobility. This relationship is very important for understanding some of the
early arguments for electrophoretic mobilities in gels, as discussed in a later section.

When a charged particle is placed in aqueous media, however, the mobility may no
longer be proportional to the intrinsic particle charge, since free counterions in solution will
associate and move with the particle and thereby alter the net force exerted on the particle
by the electric and fluid flow fields. The region of free or mobile counterions surrounding
the particle has been termed the electrical double layer or ionic atmosphere.

In order to describe the effects of the double layer on the particle motion, the Poisson
equation is used. The Poisson equation relates the electrostatic potential field to the charge
density in the double layer, and this gives rise to the concepts of zeta-potential and surface
of shear. Using extensions of the double-layer theory, Debye and Huckel, Smoluchowski,



and Henry have found the mobility to be inversely proportional to the viscosity and directly
proportional to the potential at the surface of shear; i.e., the zeta-potential [157,284].

The Huckel equation describes the case where the double layers are large in relation
to the particle size; in this case the surface of shear lies inside the double layer. The
Helmholtz–Smoluchowski equation describes the case of small double layers in relation-
ship to particle size; in this case the surface of shear is approximately at the particle surface.
In both cases the net particle charge is related to the zeta-potential by integrating the Pois-
son equation from the particle surface to the surface of shear; the net charge therefore 
accounts for all the ions in the double layer and not just the intrinsic charge of the c
olloid surface. The Huckel and Helmholtz–Smoluchowski equations in Table 4 represent
limiting cases of the more general Henry model for very small particles and very large 
particles, respectively.

Henry [157] solved the steady-flow continuity and Navier–Stokes equations in spher-
ical geometry, neglecting inertial terms but including pressure and electrical force terms,
coupled with Poisson’s equation. The electrical force term in Henry’s analysis consisted of
the sum of the externally applied electric field and the field due to the double layers. His
major assumptions are low surface potential (i.e., potentials less than approximately 25
mV) and undistorted double layers. The additional parameter �a appearing in the Henry

TABLE 4 Theoretical Equations for the Transport of a Single
Spherical Particle in a Constant Electric Field
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model consists of a, the particle geometric radius, and �, the inverse of the radius of the sur-
face of shear. It should be noted that � is a strong function of ionic strength. At high ionic
strength the double layer around the colloid is small (Helmholtz-Smoluchowski limit) and
hence � is large, and at low ionic strength the double layer is large (Huckel limit) and hence
� is small. Henry derived a correction term that gives the proper limits of the Huckel and
Helmholtz–Smoluchowski theories. This term varies from 1.0 to 1.5, and Michov
[243,244] gives a simplified equation for the complex term derived by Henry, as shown in
Table 4.

Overbeek and Booth [284] have extended the Henry model to include the effects of
double-layer distortion by the relaxation effect. Since the double-layer charge is opposite
to the particle charge, the fluid in the layer tends to move in the direction opposite to the
particle. This distorts the symmetry of the flow and concentration profiles around the 
particle. Diffusion and electrical conductance tend to restore this symmetry; however, it
takes time for this to occur. This is known as the relaxation effect. The relaxation effect is
not significant for zeta-potentials of less than 25 mV; i.e., the Overbeek and Booth 
equations reduce to the Henry equation for zeta-potentials less than 25 mV [284]. For an
electrophoretic mobility of approximately 10 � 10�4 cm2/V-sec, the corresponding zeta
potential is 20 mV at 25°C. Mobilities of up to 20 � 10�4 cm2/V-s, i.e., zeta-potentials of
40 mV, are not uncommon for proteins at temperatures of 20–30°C, and thus relaxation
may be important for some proteins.

Gorin has extended this analysis to include: (1) the effects of the finite size of the
counterions in the double layer of spherical particles [137], and (2) the effects of geometry,
i.e. for cylindrical particles [2]. The former is known as the Debye–Huckel–Henry–Gorin
(DHHG) model. Stigter and coworkers [348,369–374] considered the electrophoretic 
mobility of polyelectrolytes with applications to the determination of the mobility of 
nucleic acids.

Many other workers have expended considerable effort in extending the theoretical
treatment for single-particle motion. For example, Weirsema et al. [417] extended the De-
bye–Huckel analysis for spherical colloids to potentials of 125 mV by solving the Pois-
son–Boltzmann equation numerically. O’Brien and White [265] developed a more general
numerical scheme that would work with the highest experimentally observable potentials
of 250 mV. They found that the mobility reaches a maximum with increasing potential.
Ohshima et al. [272] developed a semiempirical formula for similar cases valid for �a
greater than 10. Hermans [158] derived an expression for the mobility of a porous sphere.
Ohshima and Kondo [273] found an expression for the case where the colloid has fixed 
uniform charge distribution within a surface layer and where the ions from solution could
penetrate this layer. Ivory [179] developed a model for the transient response of a dielec-
tric sphere with a thin double layer to step changes in the electric field. Volkel and Noolandi
[405,406] and Muthukumar [257] have developed expressions for mobilities of flexible and
stiff polyelectrolytes. Thus, much theory has been developed, but correspondingly little 
experimental work has been done to test the various theories. This is particularly true for
testing the theories with data on proteins.

An important reason for this lack of experimental work is that the zeta-potential can-
not be easily determined independent of the electrophoretic mobility [284]; however, in the
case of proteins (as well as some other charged colloids), the intrinsic charge obtained by
titration is a parameter that can be measured independent of the electrophoretic mobility.
The charge obtained from electrophoretic measurements (i.e., the net charge) via the pre-
ceding theories is generally not the same as the charge obtained from titration (i.e., the in-



trinsic charge). This has commonly been attributed to the binding of counterions to the 
protein’s surface; titration measures only proton, or hydronium ion, equilibria that arise
from the charged amino acid groups on the protein surface. Metals, other cations, and many 
anions are known to bind to a wide range of proteins, and they will affect the net charge and
thus the electrophoretic motion of the protein.

For example, Barlow and Margoliash [33] showed that phosphate, chloride, iodide,
and sulfate, in decreasing order of effect, reduced the electrophoretic mobility of human 
cytochrome c at pH 6.0 by up to a factor of 2. The cations lithium, sodium, potassium, 
and calcium had no effect. It is possible to account for the binding equilibria of these coun-
terions so that the titration and electrophoresis results can be compared; however, in many
of the early electrophoresis experiments these data were not available and relevant 
conditions were not recorded or controlled. For general discussions on the extensive field
of ligand binding to proteins, see Cantor and Schimmel [60] and van Holde [403].

The charge of a number of proteins has been measured by titration. The early exper-
imental work focused on the determination of charge as a function of pH; later work 
focused on comparing the experimental and theoretical results; the latter obtained from the
extensions of the Tanford–Kirkwood models on the electrostatic behavior of proteins. Ed-
sall and Wyman [104] discuss the early work on the electrostatics of polar molecules and
ions in solution, considering fundamental coulombic interactions and accounting for the 
dielectric properties of the media. Tanford [383,384], and Tanford and Kirkwood [387] de-
scribe the development of the Tanford–Kirkwood theories of protein electrostatics. For
more recent work on protein electrostatics see Lenhoff and coworkers [64,146,334].

Example studies of protein charge include: ribonuclease [385,386], horse
hemoglobin [279,280], lysozyme [388], a range of marine mammals and horse myoglobin
[234,354,355], bovine serum albumin [389], and human hemoglobin [234,235]. However,
only in a few cases have the titration data been directly compared to the electrophoretic
measurements in order to directly test the theories of electrophoresis. Ovalbumin and
lysozyme [384] are two cases where this has been done. Qualitative, but not quantitative,
agreement between titration and electrophoresis was observed for these two proteins. Ac-
cording to Tanford, the data on the binding of counterions were sparse; however, even
when the data were available, he concluded that the buffer ion binding was not the only 
reason for the lack of quantitative agreement. Figure 25 shows an example comparison of
mobility and titration data for a range of pH values [98].

Waldmann-Meyer [412] has proposed a useful method for evaluating the net charge
on a protein that eliminates the need for titration data. By determining the change in elec-
trophoretic mobility for a protein with charged counterions, he was able to calculate the net
protein charge and ligand binding constant. For the case of human serum albumin with cad-
mium ion binding equilibria at pH 5.95, he found a difference of less than 2% between his
measured ratio of charge to mobility and the ratio calculated using the DHHG model. Al-
though Waldmann-Meyer suggested that this demonstrates the validity of the DHHG
model for proteins, this approach has yet to be applied to a wide range of proteins or even
to a single protein over a wide range of pH values.

Douglas et al. [98] have measured protein (serum albumin, ovalbumin, and
hemoglobin) mobilities over a range of pH values using a free-flow electrophoresis appa-
ratus and a particle electrophoresis apparatus. They found good agreement between the two
measurements; however, they also found some differences between their measurements
and those reported in the older literature. They attributed the differences to the use of mov-
ing-boundary electrophoresis methods in the early experimental work and to differences in



buffer and salts. Using titration data from the older literature to determine protein charge
and a correction factor for the binding of chloride ions, they calculated the protein mobil-
ity using Henry’s equation for electrophoretic mobility. They found the mobility to agree
with their experimental data over a range of pH values for all three proteins. Figure 25
shows mobility versus pH measurements and comparison with theory for two proteins from
the work of Douglas et al. [98].

Chae and Lenhoff [64] have developed a method to determine the free solution 
mobility of proteins taking into account the details of the protein shape and charge distri-
bution. Using boundary integral formulation, including the velocity distribution, the 
equilibrium electrostatic potential around the molecule, and the potential distribution due
to the applied electric field, they found good agreement between the theoretical predictions
and the data for lysozyme and ribonuclease A. Extension of this approach to a wide range
of pH values and protein types for comparison of mobility-charge data would be very use-
ful and interesting.

For further discussion of experimental methods for determination of electrophoretic
titration curves of proteins, see the recent study by Gianazza et al. [129]. For discussion of
the free solution mobility of DNA see Stellwagen et al. [368].

B. Electrophoresis of Noninteracting Solutes in Gels

1. Ogston–Morris–Rodbard–Chrambach Theory

Morris [250] extended the Ogston model to gel electrophoresis. He found empirically that
the product of parameters (lv) for gel filtration was proportional to the total monomer con-

FIG. 25 Titration theory vs mobility charge. (Reprinted from Ref. 98, Copyright 1995, with per-
mission from Elsevier Science.)



centration, T, and therefore

ln (Kav) � �koT (89)

where ko can be determined from the Ogston equation; however, it is usually used as an em-
pirical constant.

The electrophoretic mobilities in gels are generally related to the mobilities in free
solution by the empirical logarithmic Ferguson equation [18,115,154]

ln �
u
u
0
� � �KRT (90)

where u is the mobility in the gel, u0 is the mobility in free solution, i.e., at zero concentra-
tion of the gel, and KR is the retardation constant. The retardation constant has been found
to depend upon pH, ionic strength, buffer type, degree of cross-linking, and polymerization
[18]. It was originally found empirically that the retardation constant was linearly related
to the molecular weight; however, other work subsequently indicated that the square root
of the retardation constant is proportional to the cubic root of the molecular weight and is
also proportional to the Stokes radius of the protein [329]. This has been widely used to de-
termine the molecular weights or Stoke’s radii for unknown proteins from a set of known
standard proteins.

Because of the similarity in form between the Eqs. (89) and (90), and since diffu-
sional transport occurs in both electrophoresis and gel filtration, Morris [250] reasoned that

Kav � �
u
u
0
� � �

D
D

0
� (91)

The mobility ratio equal to the diffusion ratio in this equation would naturally follow 
from application of the Nernst–Einstein equation, Eq. (88), to transport gels. Since the
Nernst–Einstein equation is valid for low-concentration solutes in unbounded solution,
one would expect that this equation may hold for dilute gels; however, it is necessary to
establish the validity of this equation using a more fundamental approach [215,219]. (See
a later discussion.) Morris used a linear expression to fit the experimental data for mo-
bility [251]
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where a and m are adjustable coefficients. Morris and Morris [251] studied the gel filtra-
tion and gel electrophoresis of eight proteins in polyacrylamide gels at constant tempera-
ture, pH, and ionic strength. They found a to vary from 0.76 to 0.90 and m to be very small.
The constant a is a function of the amount of cross-linker in the gel; for cross-linking above
5%, a was close to 0.9. The intercept m was found to be related to the water content of the
gel and thus also related to the degree of cross-linking. They did not investigate the effect
of electric field on Eq. (92).

Rodbard and Chrambach [328] suggested using the equation
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where a is an empirically determined parameter. They found the constant a in Eq. (93) to
be 0.7 for a 5% cross-linked polyacrylamide gel [77,329]. According to Rodbard and



Chrambach this indicates that the effective protein size for gel filtration is larger than the
effective size for gel electrophoresis. They concluded that this could not be accounted for
by gel swelling, pH, or ionic strength effects. Biefer and Mason [36] found the constant a
in Eq. (93) to be 0.93. They measured the conductance of cellulose acetate filter pads with
porosities from 0.5 to 0.9 in solutions of 10�2 M KCl.

Rodbard and Chrambach [77,329] developed a computer program that allows the de-
termination of molecular parameters, i.e., free mobility, molecular radii, molecular weight,
and charge or valence, from measured electrophoretic mobilities in gels with different
monomer concentrations. For a set of mobility versus gel concentration data they used the
Ferguson [18,115,154] equation to obtain the retardation constant from the negative slope
and the free mobility from the extrapolated intercept. From the retardation constant they de-
termined the molecular radius using

(KR)1/2 � 	(rp � rr) (94)

where 	 has been determined by fitting a set of known standard proteins. Equation (94) fol-
lows directly from the Ferguson equation (90), the definition of Kav, and Eq. (5). The
molecular weight was determined by

Mwt � 4/3r3
p�Nav/�p (95)

where Nav is Avogadro’s number and �p is an assumed molecular volume. Rodbard
[326,327] and Chrambach [75] give comprehensive reviews of these and other methods for
protein molecular weight determination. In addition to molecular weight, the other major
property of proteins is charge. Extensive studies and applications of this approach have
been reported by Chrambach [75] and Tietz [391].

To determine the charge, the Gorin version of the modified Henry equation was used.
Rodbard and Chrambach [330] suggested that due to the assumptions and limitations in 
the calculations, the determined charge could be in error by as much as a factor of 2, and
since the Gorin model had not been experimentally justified, they remained skeptical 
about charge predictions. Their original article stated that the charges determined for 
bromophenol blue and methyl green were in good agreement with their chemical struc-
tures; however, data for proteins were not cited. Rodbard and Chrambach [330] also noted
that extreme caution should be used in comparing the free mobilities from their program,
which relies on data from moving-boundary electrophoresis in gels, to data from free-so-
lution measurements.

Mobility data versus monomer concentration have been found to deviate from the
form implied by the Ferguson equation [56]. The mobility of proteins and other spheri-
cal subcellular particles in agarose gels were found to deviate from the Ferguson equa-
tion at low values of monomer concentration. These deviations were attributed to changes
in gel fiber properties with gel concentration [56,392]. Additional studies have also con-
cluded that the fiber properties of polyacrylamide also change with both monomer con-
centration and degree of cross-linking of the gel. This implies that the determination of
free electrophoretic mobilities by extrapolating to zero gel concentration can lead to se-
rious errors.

The OMRC does not account for the orientation or structure of the probe species, nor
does it account for the interconnectedness (i.e., the possibility of percolation in the gel
whereby certain regions of the gel may be inaccessible to a particular species) of the ma-
trix [361]. The OMRC also assumes a uniform electric field and does not consider the ef-
fects of the gel on the electric field.



2. Tortuous-Path and Barrier Theories

The tortuous-path and barrier theories consider the effects of the media on the elec-
trophoretic mobility in a way similar to the effect of media on diffusion coefficients dis-
cussed in a previous section of this chapter. The tortuous-path theory seeks to determine the
effect of increased path length on electrophoretic mobility. The barrier theory considers the
effects of the barrier or media conductivity on the electrophoretic mobility.

Giddings and coworkers [44,45,134] expanded the barrier and tortuous-path theories
for electrophoresis in porous membranes originally developed by Tsieluis and Synge [379].
The barrier theory applies to electrophoretic transport in a medium where all the obstruc-
tions are conductors; i.e., to the case where the barriers are completely permeable to the
background electrolyte and completely impermeable to the migrant [44]. In the barrier the-
ory the electric field was found to have an effect on the mobility ratio. This was the first
theoretical case in the literature where the electric field was observed to affect the mobility
ratio. This effect could be relatively large for the extreme case assumed in barrier theory;
however, in the more realistic intermediate case between the barrier theory and the tortu-
ous-path theory, this effect is much smaller [134]. The tortuous-path theory applied to
transport in a medium where all the obstructions are complete insulators [45]. Boyack and
Giddings [44] applied this approach to the data of Biefer and Mason [36], with good qual-
itative agreement. Giddings and Boyack [134] also extended these concepts to the cases in-
termediate to the two extremes.

Boyack and Giddings [44,45,133,134] considered several cases of electrophoresis in
porous media that are of interest in the present context. In the case of a single binary equi-
librium between the two species
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where k1 and k2 are the kinetic constants for the reversible reaction and A1 and A2 have dif-
ferent electrophoretic mobilities given by mi � ziDi/RTa. An effective diffusion coefficient
for the mixture was found by simple arguments to be
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with D0 � x1D1 � x2D2. An order of magnitude analysis leads to
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For cases of univalent ions, the magnitude of this quantity was found to be small; however,
for large macromolecules with high surface charge, there could be significant electric-field-
induced dispersion.

In a more extensive development of the tortuous-path and barrier theories, Boyack
and Giddings [45] considered the transport of solute in a simple geometrical system simi-
lar to that used in the diffusion analysis of Michaels [241] but with added tortuosity effects.
The effective mobility in this system was found to be
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Boyack and Giddings [45] considered the tortuosity effects to be separable from the con-
striction effects. In their derivation they assumed that the electric field in the constricted
channel decreased proportionally to the decrease in cross-sectional area and changes in
path length. The field was assumed not to penetrate the barrier. The effect of constriction
can be written in terms of porosity and L as
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1
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� (100)

Figure 26 shows plots of this constriction factor verses porosity for various values of L. As
observed in Figure 21 for the Michaels’ model of diffusion in such a cell, the percolation
limits are seen where the constriction factor goes to zero at 2 � L/(1 � L).

Trinh et al. [399] derived a number of similar expressions for mobility and diffusion
coefficients in a similar unit cell. The cases considered by Trinh et al. were: (1) elec-
trophoretic transport with the same uniform electric field in the large pore and in the con-
striction, (2) hindered electrophoretic transport in the pore with uniform electric fields, (3)
hydrodynamic flow in the pore, where the velocity in the second pore was related to the ve-
locity in the first pore by the overall mass continuity equation, and (4) hindered hydrody-
namic flow. All of these four cases were investigated with two different boundary condi-
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FIG. 26 Effective mobility versus porosity for various length ratios using Eq. (100). (Based on
Ref. 45.)



tions at the external boundaries of the model system. For the case of electrophoretic trans-
port they found
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A
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L

�

�

1
1
)
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where Pe � ul1/D is a measure of the strength of the applied electric field. Figure 27 shows
plots of the mobility ratio as a function of porosity for given L and Pe. These curves differ
from those of Giddings and Boyack and those of Michaels in that a maximum is observed
in the effective transport coefficient at a given porosity, and this maximum becomes more
pronounced as the parameter L increases, and there is an obvious dependence upon the
electric field through the Pe.

Combining hindered diffusion theory with the diffusion/convection problem in the
model pore, Trinh et al. [399] showed how the effective transport coefficients depend
upon the ratio of the solute to pore size. Figure 28 shows that as the ratio of solute to pore
size approaches unity, the effective mobility function becomes very steep, thus indicat-
ing that the resolution in the separation will be enhanced for molecules with size close to
the size of the pore. Similar results were found for the effective dispersion, and the im-
plications for the separation of various sizes of molecules were discussed by Trinh et al.
[399].

Giddings and Boyack further extended their analysis to account for different geome-
tries [45] and matrices that were able to conduct the current and partially affect the solute

1 � exp (�Pe(1 � 1/L))
������
1 � exp (�Pe) � A exp (�Pe) * [1 � exp(�Pe/L)]

FIG. 27 Effective transport coefficient versus porosity from the model of Trinh et al. (Reproduced
with permission from Ref. 399.)



transport [134]. They assumed that the overall tortuosity could be decoupled into the purely
constriction effects and the purely tortuosity effects through
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For a system on nonconducting spherical particles of radius r, Boyack and Giddings found
that the constriction and tortuosity factors are given by

� � (�)�1�1 � +1/3 � �
�4�/��

4�

�� +�2/�3�
� tan�1 �

�4�/

+

��

1/

��

3

+�2/�3�
�	

�1
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and

� � [1 � 0.178(1 � �)]2 (104)

Similar expressions for cubic obstacles and cylindrical fibers were also determined, and
Figure 29 shows the results for beds of fibers [45,134].

3. Volume Averaging
The volume averaging approach discussed in the section on diffusive transport can also be
extended to account for electrophoresis [215] and hydrodynamic flow [215,436]. Locke
[215] considered the application of volume averaging to the determination of the effective

FIG. 28 Effective electrophoretic mobility in the case of hindered diffusion. (Reproduced with
permission from Ref. 399.)



mobility and dispersion coefficients in uncharged porous media upon the application of an
electric field. The following discussion outlines the basic results from that study. Consider
a two-phase medium consisting of an 	 phase and a 
 phase as shown in Figure 30. The
point species molar continuity equation, including the Nernst–Planck expression for the
molar flux for the 	 phase, is given by

�
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'

c
t
i	
� � �  ci	v	 � �  (Di	�ci	 � ui	ci	�1	) (105)

FIG. 29 Obstruction factor from barrier theory of Boyack and Giddings for fibers. (Reprinted with
permission Ref. 45, Copyright 1963, Academic Press.)

FIG. 30 Unit cell for transport in anisotropic media. (Reprinted with permission from Ref. 215,
Copyright 1998, American Chemical Society.)



Examples of the electrophoretic mobility, ui, as functions of the molecular properties, e.g.,
solute size, charge, and shape, and solution conditions, were discussed in a previous sec-
tion. For the two-phase system considered in Figure 30, the flux and equilibrium boundary
conditions at the interface between the 	 and 
 phases are given by

ci	 � ci
 n	
  Ni	 � n	
  Ni
 on A	
 (106)

where we have assumed for simplicity a unit partition coefficient and have neglected mass
transfer resistance across the interface between the two phases [435]. In order to solve for
the concentration field, the velocity and the electrostatic potential must be known. In ge-
neral the velocity, the electrostatic potential, and the species concentration are coupled
through the equation of motion, Eq. (5), with body forces due to the applied electric field,
and the Poisson equation, for the electrostatic potential. In order to illustrate the methodol-
ogy and to apply the volume averaging method to cases where the medium is uncharged,
the solute of interest is considered to be in the dilute-solution limit, the current-carrying
ions are assumed to be uniformly distributed [217], and the electric field has negligible 
effects on the hydrodynamics. A single solute is thus considered, and therefore all species
indices will be dropped in further equations. These assumptions will allow for a sequential
coupling of the equation of motion for the velocity field and the Poisson equation, reduced
to the Laplace form, for the electrostatic potential to the species continuity equation in a
fashion similar to that used by Sauer et al. [345] for modeling electrokinetic transport in a
single-phase system, i.e., a capillary tube, with parallel and orthogonal applied fields by
area averaging in the tube.

(a) Electric Field. The electrostatic potential in the system, assuming electroneutrality,
neglecting surface charges on the medium at the 	–
 interphase and any contributions of
the solute of interest to the electric field, can be determined following the methodology de-
veloped for the analogous heat conduction problem by Nozad et al. [264]. The point values
of the electrostatic potentials in the two phases are given by

�21
 � 0 �21	 � 0 (107)

with boundary conditions

1
 � 1	, k
n	
  �1
 � k	n	
  �1	 on A
	 (108)

1
 � W(t) on A
e 1	 � Y(t) on A	e (109)

where k	 and k
 are the electrical conductivities of the two phases, A	e and A
e represent
the areas of exits and entrances to the two phases, A
	 represents the bounding surface 
between the 	 and 
 phases, and W(t) and Y(t) are prescribed functions at the entrances
and exits. As noted by Nozad et al. [264], use of the boundary conditions [Eq. (109)] im-
plies that the radius of the averaging volume, r0, is bounded by the length scale of the
macroscopic domain, L, and the length scale of each phase, l	 or l
, by l	, l
 �� r0 ��
L. A one-equation model for the overall average potential was shown [264] to be given
by
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1
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The effective conductivity tensor can be determined from
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where � is the ratio of electrical conductivities in the two phases. The functions and 
are vectors determined from the solutions in a suitably defined unit cell representation of
the porous medium of the closure problem given by

�2 � 0 � V
, �2 � 0 � V	 (112)

with boundary conditions given by

� 
	  � � �n
	  � � (� � 1)n
	 on A
	 (113)

(r � l i) � (r) i � 1, 2, 3, . . .

(r � l i) � (r) i � 1, 2, 3, . . .
(114)

and for spatially periodic media
Analytical solutions for the closure problem in particular unit cells made of two con-

centric circles have been developed by Chang [68,69] and extended by Hadden et al. [145].
In order to use the solution of the potential equation in the determination of the effective
transport parameters for the species continuity equation, the deviations of the potential in
the unit cell, defined by

1	 � 1̃	 � 
1	� 1
 � 1̃
 � 
1
� (115)

and the average potential over the macroscopic region, determined through solution of the
preceding equations, are needed. The deviations can be determined from the f and fields
and the average potential by

1̃
 �  �
1� 1̃	 �  �
1� (116)

Note that for a macroscopically isotropic medium, the tensor given by Eq. (111) has
equal elements along the diagonal, and therefore Eq. (110) is equivalent to

�2
1� � 0 (117)

Extensive studies of anisotropic diffusion have also been reported [193,266,267].
Determination of the effective transport coefficients, i.e., dispersion coefficient and

electrophoretic mobility, as functions of the geometry of the unit cell requires an analogous
averaging of the species continuity equation. Locke [215] showed that for this case the clo-
sure problem is given by the following local problems:

D	�2G1 � u	( � � )  �
1�  �G1 � 0

D	�2G2 � u	( � � )  �
1�  �G2 � 0
(118)

Analogous equations can be derived for the F1 and F2 fields. The boundary conditions are

F1 � G1 F2 � G2 on A	
 (119)

and
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It is important to note that the closure problem for the species continuity equation requires
solutions for the deviations of the potential, i.e., the and fields, and knowledge of the
average potential 
1�. This result is very similar to that found by the area averaging method
in Sauer et al. [345]. Utilizing the closure expressions the average species continuity equa-
tion becomes
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where the effective transport coefficients are given by the tensors

eff � u	( �	 � 
G2� �) � u
( �
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F2� �) (123)

and
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(124)

It can be noted that in general this result predicts that the ratio of the dispersion co-
efficient to the free-solution diffusion coefficient is different from the ratio of the effective
mobility to the free-solution mobility. In the case of gel electrophoresis, where it is ex-
pected that the 
 phase is impermeable (i.e., the gel fibers), the medium is isotropic, and
the 	 phase is the space between fibers, the transport coefficients reduce to

eff � u	(�	 � 
G2� �)

eff � �	D	 � �
D
V

	
� �

A	


n	
G1dA � �
1� 
�  G1�u	 (125)

The standard Rodbard–Ogston–Morris–Killander [326,327] model of electrophoresis which
assumes that ueff/u	 � Deff/D	 is obtained only for special circumstances. See also Locke and
Trinh [219] for further discussion of this relationship. With low electric fields the effective
mobility equals the volume fraction. However, the dispersion coefficient reduces to the ef-
fective diffusion coefficient, as determined by Ryan et al. [337], which reduces to the vol-
ume fraction at low gel concentration but is not, in general, equal to the porosity for high gel
concentrations. If no electrophoresis occurs, i.e., u	 and u
 equal zero, the results reduce to
the analysis of Nozad [264]. If the electrophoretic mobility is assumed to be much larger than
the diffusion coefficients, the results reduce to that given by Locke and Carbonell [218].

Figure 31 illustrates the effect of the Pe (� (
1�/L) u	1	/D	) in the range of 1 to 100
on the y-component of the effective dispersion coefficient tensor for porosities ranging
from 0 to 1 in a porous media consisting of nonconducting obstacles. It is clear that the 
effective dispersion coefficients increase with increasing electric field; however, the mag-
nitude of the increase is not large. The largest effect appears in the intermediate porosities
between 0.5 and 0.8, and at porosities of 0 and 1 the Pe � 0 limits are recovered. At Pe �
0, the dispersion coefficients reduce to the effective diffusion coefficients for the no-flow
case reported by Ryan et al. [337]. The mobility was found to be independent of the Pe and
dependent upon only the porosity of the medium. Since, in this case the medium perturbs
the lines of constant electrostatic potential in a manner analogous to potential flow, the mo-
bility is reduced only by the reduction in area, or volume, available for transport. Of course,
with different type of media and electric fields, especially media that allow the electric field
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to propagate through the obstacles, the effective mobility will be a function of the electric
field.

4. Hydrodynamic Interactions
Lumpkin [223] extended Hermann’s analysis for electrophoresis of porous spheres in free
solution to the case of electrophoresis of porous spheres in gel-like media. He applied the
Ogston model for the gel structure together with Hermann’s hydrodynamic model for the
sphere’s mobility in order to determine the Ferguson equation as a special case of his more
complicated model. He compared his result to only one experimental value and found the
predicted value to be below the experimental. He attributed this to an incomplete descrip-
tion of the gel structure. The logarithm of the mobility was found to vary linearly with the
concentration of obstacles in the limit of large obstacles; however, at low obstacle concen-
tration, the relationship was convex, with the magnitude of curvature dependent on the 
Debye–Huckel screening parameter. Figure 32 shows plots of the mobility versus a pa-
rameter, �, which reflects the density of obstacles in the matrix.

5. Macrotransport Theory
Edwards [105] has extended the macrotransport method, originally developed by Brenner
[48] and based upon a generalization of Taylor–Aris dispersion theory, to the analysis of
electrokinetic transport in spatially periodic porous media. Edwards and Langer [106] ap-
plied this methodology to transdermal drug delivery by iontophoresis and electroporation.

6. Monte Carlo Simulations
Monte Carlo simulations of transport by electrophoresis have also been performed. Recent
simulations by Slater and Guo [356] have tested the fundamental assumption used in elec-
trophoresis given by Eq. (91). Using Monte Carlo simulations in a two-dimensional 

FIG. 31 Effective transport coefficients for unit cell given in Figure 29. (Reprinted with permis-
sion from Ref. 215, Copyright 1998, American Chemical Society.)



periodic gel and a random gel, they concluded that the Ferguson plot is intrinsically non-
linear and that the experimental observations of the curvature of this plot are related to the
intensity of the electric field and the randomness of the gel fibers. Their simulation shows
that the semilog plot of the relative electrophoretic mobility is concave at high gel concen-
tration for the random gel and that this plot is convex for the periodic gel. In both cases the
Ferguson equation is valid only in the asymptotic limit at very low gel concentration. This
appears to be the reverse of the experimental observations seen by Butterman et al. [56],
where the convex deviations from the Ferguson equation were seen at the low arcylamide
concentrations.

The electrophoretic mobilities of flexible macromolecules (e.g., DNA, oligonu-
cleotides, and other polymers) in gel media have also been extensively studied by a num-
ber of methods, including Monte Carlo simulations [159,165,208,357,358,361,362,447]. In
general, the mobility is expected to vary with the length of the polymer to the �1 power (�
~ N�1); however, there are complicating effects of the applied electric field as well as the

FIG. 32 Effective mobility. (Reprinted with permission of the American Institute of Physics and
O. Lumpkin from Ref. 223, Copyright 1984, American Institute of Physics.)



size of the molecules relative to the pores. Biased reptation theory leads to size-indepen-
dent mobility for very large fields in “tight” gels. Monte Carlo simulations reported for
electrophoresis in gels have assumed uniform electric fields unaffected by the presence of
the media to any significant degree. Baumgartner and Muthakumar [35] utilized a De-
bye–Huckel potential on each bead of a chain in combination with excluded volume
interactions and the kink-jump technique in Monte Carlo simulations of flexible macro-
molecules in random media. Effects of media order and nonuniformities in the electric field
have not been considered for the transport of these flexible macromolecules.

C. Electrochromatography

Electrochromatography utilizes an electric field applied cocurrently, i.e., down the axial di-
mension, with the convective flow in a column that is packed with chromatographic media
[218,336]. The polarity of the electric field is usually oriented so that the solute(s) of inter-
est are retarded relative to the motion of the hydrodynamic flow. This process is of interest
in the current review because the separation process is strongly governed by the type of
packing media used. Studies with agarose, polyacrylamide, and other gel particles have
been reported and applications to the separation of proteins and small molecular species
have been considered. The fundamentals of the transport in such a system are similar to
those discussed in a previous section of this review, and further analysis can be carried out
using the volume averaging methods introduced earlier. The convective flow can be ac-
counted for using the solution obtained by Whitaker [424] for the average velocity and the
deviation of the average velocity in the averaging and closure problems of the species con-
tinuity equation.

For the case of a flowing fluid in the 	 phase, Locke [215] showed that the effective
transport equation is given by
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where the effective transport coefficients are given by
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where the last two terms include convective dispersion (Taylor–Aris dispersion [24]) and
the effect of partitioning into the 	 phase, respectively, and

eff � ( � 
 F2�) (128)

and the closure problem for G3 is given by

D	�2G3 � u	�G3   ( � � )   �
1� � (1 � : ) (129)

with boundary conditions
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Equation (130) for the G3 field can be considered a three-dimensional generalization of the
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results of Sauer et al. [345] for flow in a tube. For zero electric field this term will recover
the Taylor–Aris dispersion result.

The form of the effective mobility tensor remains unchanged as in Eq. (125), which
implies that the fluid flow does not affect the mobility terms. This is reasonable for an 
uncharged medium, where there is no interaction between the electric field and the con-
vective flow field. However, the hydrodynamic term, Eq. (128), is affected by the electric
field, since electroconvective flux at the boundary between the two phases causes solute to
transport from one phase to the other, which can change the mean effective velocity
through the system. One can also note that even if no electric field is applied, the mean 
velocity is affected by the diffusive transport into the stationary phase. Paine et al. [285]
developed expressions to show that reversible adsorption and heterogeneous reaction 
affected the effective dispersion terms for flow in a capillary tube; the present problem
shows how partitioning, driven both by electrophoresis and diffusion, into the second phase
will affect the overall dispersion and mean velocity terms.

D. Electrophoretic NMR Spectroscopy

The study of electrophoresis by NMR spectroscopy is a relatively new technique that al-
lows for direct in situ determination of electrophoretic transport parameters. This method
can be applied to multicomponent systems [166] consisting of a number of molecular and
macromolecular species in a wide range of media. In addition, the study of electro-os-
mosis [233] and other electric-field-induced molecular motion may be performed using
NMR instrumentation. Holz [166] reviews some of the early experiments on elec-
trophoretic NMR and discusses the difficulties arising from interactions of the elec-
trophoretic field with the NMR magnetic field as well as from electric heating and bub-
ble formation at the electrode. A number of different types of NMR probes have been
investigated in order to overcome these problems, and recent success by several research
groups [85,131,150–152,161,166,167,185,233,338,339] has shown that PFGNMR spec-
troscopy can indeed be used with high accuracy to determine the electrophoretic mobili-
ties of a wide range of species. Nuclei that may be observed using electrophoretic NMR
include 1H, 7Li, 13C, 19F, 23Na, 29Si, 31P, 87Rb, and 205Tl [166]. Most work to date has
focused on protons and fluorine-labeled species.

Johnson’s research group [131,152,161,185,338] has developed high-resolution elec-
trophoretic NMR to determine the mobilities of ions in mixtures and to evaluate the effects
of electro-osmosis. In addition, extension to two-dimensional electrophoretic NMR allows
for the determination of information on the distribution of diffusion and electrophoresis
transport parameters. Gibbs and Johnson [131] have measured electrophoretic mobilities
(and diffusion coefficients) for small molecules with different molecular weights and diam-
eters ranging from 0.1 to 5.0 nm in polyacrylamide gels containing different amount of total
monomer with fixed percentage of Bis. They found the mobilities (and diffusion coefficients)
of these species to follow the stretched exponential function given by Eq. (87). In addition,
they also found that the ratio of electrophoretic mobility in the gel to that in free solution
equaled the ratio of diffusion coefficient in the gel to that in free solution for a range of poly-
acrylamide concentrations with fixed Bis content for several molecular species. This is the
first rigorous experimental test of Eq. (91) (at least the mobility and diffusion part), and it ap-
pears to justify this equation. Further work using pulsed-field NMR to measure both diffu-
sion coefficients and electrophoretic mobilities to test these predictions is needed. Radko and



Chrambach [307] also used the stretched exponential to describe electrophoresis of spherical
latex particles in polymer solutions.

Pulsed-field gradient nuclear magnetic resonance experiments [145] have shown that
the diffusion coefficients of oligonucleotides (single thymidines [T] to T-30) in Pluronic
F127 gels and in free solution decrease with molecular size raised to the �0.5 power, fol-
lowing Zimm [97,446], behavior that is expected for free-solution conditions. This result is
significant because it demonstrates that these small to medium-size molecules do not diffuse
by reptation in the Pluronic gels. The ratios of the diffusion coefficients in the gels to those
in free solution were independent of molecular size and were equal to 0.5. This factor could
be accounted for using geometrical arguments from volume averaging theory coupled to ex-
perimental results on water self-diffusion in the same system. Volume averaging methods
were used to determine effective diffusion coefficients of small molecules in systems of
spherical geometry consisting of hydrophobic impermeable cores surrounded by hy-
drophilic permeable outer regions of the sphere, which, in turn, were surrounded by free bulk
water. This theory could describe well the effects of Pluronic concentration on water self-
diffusion coefficients. An additional very important and significant result of this work was
the fact that the diffusion coefficient ratio, in the molecular size range studied (i.e.,
300–9000 daltons), was not equal to the electrophoretic mobility ratio, obtained by capillary
electrophoresis [309]. The electrophoretic mobility ratio was, in contrast, a function of the
molecular size of the oligonucleotides, and this functional dependence could be described
by the semiempirical “stretched exponential” equation [131,145]. This molecular weight de-
pendence of electrophoretic mobility and diffusion coefficient is significantly different from
that seen in polyacrylamide gels [131], where the dependence of both diffusion and elec-
trophoresis was found to fit the stretched exponential, albeit for different molecular species
of smaller molecular weight (19–390) and for one protein (bovine serum albumin).

VI. CONCLUSIONS

Electric-field-driven transport in media made of hydrophilic polymers with nanometer-size
pores is of much current interest for applications in separation processes. Recent advances
in the synthesis of novel media, in experimental methods to study electrophoresis, and in
theoretical methodology to study electrophoretic transport lead to the possibility for im-
provement of our understanding of the fundamentals of macromolecular transport in gels
and gel-like media and to the development of new materials and applications for electric-
field-driven macromolecular transport. Specific conclusions concerning electrodiffusive
transport in polymer hydrogels include the following.

1. A wide range of hydrogels with various types of pore structure and size (down
to the nanometer scale) have been developed. Many of these materials are based upon poly-
acrylamide and agarose, and these are the primary materials that have been used in most
applications to electrophoresis and, to a lesser degree, chromatography. Molecular tem-
plating during hydrogel synthesis can lead to materials with nanometer-scale pores that
have been demonstrated to be effective at improving electrophoretic and chromatographic
separations.

2. Experimental data on diffusion of a wide range of molecular size species in 
hydrogels generally fit stretched exponential functions; however, rigorous justification of
these models using nonfitted or independently determined structural parameters of the gels
has not been performed. The stretched exponential remains a useful tool for fitting experi-
mental data. Volume averaging methods have been used successfully to analyze the diffu-



sion of small to medium-size molecules in several types of gels, including polyacrylamide
and Pluronics.

3. Much of the experimental data on electrophoresis in gels generally appear to fol-
low the semilogarithmic behavior of the Ferguson equation; however, there are important
exceptions for the cases of larger macromolecules and at the limits of more concentrated
gels. The method of volume averaging has been used to define the conditions under which
the ratio of the diffusion coefficient in the gel to that in solution equals the electrophoretic
mobility ratio and the volume fraction of voids.

NOTATION

a1, a2, a3, a4 � model coefficients, also used as cross-sectional areas [Eq. (36)]
A � area ratio, Eq. (44)
b � external nonelectrical body force in equation of motion, Eq. (22)
C � mass of bis/total monomer, Eq. (6)

Cc � concentration of cross-links in reference state
Ck

p � heat capacity in k phase
c � species concentration

cI, cII � boundary condition concentrations in Eq. (36)

c� � average species concentration, Eq. (28)

deff � fractal parameter, Eq. (10)
D � diffusion coefficient

D0 � diffusion coefficient in solution
Deff � effective diffusion coefficient
Deff � Deff �, Eq. (33)

ƒ � fraction of space available in Ogston model Eq. (4), friction coefficient in
Eqs. (74) and (75), closure field in Eq. (49)

F � Faraday’s constant
g, h � closure functions in volume averaging method, Eq. (68)

h2 � mean square end-to-end distance, Eq. (11)
I � unit tensor

I k
e � current, Eq. (24)

Ji � molar diffusive flux of species i, Eq. (25)
Kav � gel chromatography partition coefficient, Eq. (2)
K eq � equilibrium distribution coefficient, Eq. (68)
KR � retardation coefficient in Ferguson equation

k0, k1 � model coefficients
k � Boltzmann constant

kk � thermal conductivity in k phase
l � 1/2 of fiber length in Ogston model

L � ratio of pore lengths, Eq. (44), or channel length, Eq. (36)
M � molecular weights

n	
 � unit normal vector, Eq. (49)
N � number of units in chain Eq. (11), number of charged species, Eq. (18)

Nav � Avogadro’s number
Ni � molar flux of species i, Eqs. (19) and (20)
p � persistence length

pk � pressure in k phase



Pe � Pectlet number, Eq. (101)
Q � swelling ratio, Eq. (16)

Qk � heat source in k phase
rc � effective radius of Bis clusters
rp � solute particle radius
rr � radius of polymer fiber
R � gas constant

Re � electrical resistance
Rc � unit cell radius

t � time
T � total acrylamide content, g/100 mL, Eq. (6)

Ta � absolute temperature
u � electrophoretic mobility

ueff � effective electrophoretic mobility
v � mass average velocity, Eq. (20)
V � volume

Ve � elution volume
V0 � interstitial volume
VT � total bed volume

x � model parameter, Eq. (67)
z � charge on solute

zBIS � number of Bis residues in a cluster, following Eq. (16)

Greek
	 � model coefficient, Eq. (66)

 � constant, Eq. (17)
� � density of fibers per unit volume
�̄ � partial specific volume, Eq. (16)

�i � chemical potential of species i, Eq. (12)
� � viscosity
� � constriction factor, Eq. (100)
� � porosity, Eq. (31)

�d � dielectric permittivity of the medium, Eq. (18)
/ � mean number of Bis residues in a cluster, Eq. (6)
� � Debye screening length
* � model parameter

� � osmotic pressure
% � density
� � tortuosity factor

, � swelling ratios
� � network void fraction Eq. (9), volume faction of media (� 1 � �), Eq. (60)

�2 � swelling ratio, Eq. (13)
� � Flory model parameter, Eq. (13)

1 � electrostatic potential
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I. INTRODUCTION

The solid–electrolyte interface takes a variety of geometrical expressions in the nanometer
scale. Figure 1 illustrates some examples of these “solid”–electrolyte interfaces. The clas-
sical picture of Figure 1(a) is a charged planar rigid surface meeting a semi-infinite region
of electrolyte solution. Induced by fixed charges of the solid surface, a differential distri-
bution of ions forms in the solution layer adjacent to the interface. This electrochemical
double layer has been a focus of investigations in electrochemistry and related fields such
as colloids, materials science, and biology. Classical theories of Gouy–Chapman [1,2] and
Stern [3] for the electrochemical double layer have formed the basis for intelligible inter-
pretation of experiments and for useful applications in electrochemical and materials 
technologies. An electrolyte confined between two surfaces separated by nanometer di-
mensions behaves differently compared to the case of an open semi-infinite boundary. This
confined situation can be found in colloids, as shown in Figure 1(b), or in a porous solid or
membranes, as shown in Figure 1(c). The confining boundary or internal pores can be with
or without fixed wall charges. Complexity increases with the dynamics of the fixed charges
or solid structures in the molecular scale. In Figure 1(d), the dynamic surface structure of a
polyelectrolyte (or macroion) has an interdependent relationship with other electrolyte and
polyelectrolyte molecules in the solution. An important area is the study of protein folding,
where, at the moment, consideration of interaction with explicit electrolyte molecules is
rare. One class of these polyelectrolytes is ionic surfactants. Different levels of ordering in
ionic or nonionic amphiphilic molecules can lead to a monolayer structure or a mi-
croemulsion, as shown in Figure 1(e), and a bilayer membrane with pores, as shown in 
Figure 1(f). Modern technology has exploited the nanoscopic domains, and important ap-
plications can be found in these nano-electrolyte interfaces in Figure 1. One example is the
application of scanning probe microscopy in a solution environment. The scanning tip in-
teracts closely with the solid surface and the electrolyte. The scanning tip can be that of an
atomic force microscope (AFM), a scanning tunneling microscope (STM), or a near-field
scanning optical microscope (NSOM).

The role of electrolyte is critical in these nanoscopic interfaces, but is difficult to pre-
dict and quantify. For sufficiently large rigid interfacial structures, one can apply the model
of electrolyte interaction with a single charged surface in Figure 1(a). The double-layer 
theories or the recent integral-equation theories have been applied. Reviews of this subject
are available in the literature [4,5]. For electrolytes in a nanostructure, the double layers
from two surfaces overlap and behave differently from the case of a single surface. Ad-



vances have been made in experimental studies of nanoscopic phenomena, but studies of
electrolytes confined in nanostructures are not common, due partly to the difficult charac-
terization of the charged nanosurface and partly to the dynamics in a solution environment.
Molecular modeling provides a useful tool for understanding electrolytes in nanostructures
and near nano-surfaces. This chapter attempts to review some of the latest developments in
the molecular modeling of electrolytes confined in nanostructures. We will focus our at-
tention on the electrolyte solution and mostly ignore the molecular details and dynamics of
the solid structure. Some pertinent questions of interest are: What are the equilibrium 
concentrations of ions in nanopores? What is the selectivity? What is the force between
charged surfaces immersed in an electrolyte solution? How does nano-confinement affect
ion diffusion and migration? Because of limitations in analytical theories, mainly computer

FIG. 1 Geometries of electrolyte interfaces. (a) A planar electrode immersed in a solution with
ions, and with the ion distribution in the double layer. (b) Particles with permanent charges or ad-
sorbed surface charges. (c) A porous electrode or membrane with internal structures. (d) A poly-
electrolyte with flexible and dynamic structure in solution. (e) Organized amphophilic molecules,
e.g., Langmuir–Blodgett film and microemulsion. (f) Organized polyelectrolytes with internal struc-
tures, e.g., membranes and vesicles.



simulations results will be presented. Section II introduces some models of electro-
lyte–solid interface studies. Equilibrium properties of adsorption, neutrality, solvent effect,
and selectivity will be discussed in Section III. Electrolyte-mediated forces between
charged surfaces will be discussed in Section IV, and transport properties will be discussed
in Section V. Relevant experimental studies will be discussed, especially those made by re-
cent advances in the nanometer scale.

II. MODELS

A typical biological example of electrolytes confined in a nanostructure is the gramacidin
channel in a molecular electrolyte environment. A complete atomistic description of the
electrolyte–nano-surface interactions is desirable, for it can account for all the degrees of
freedom at the atomic level. Analytical solutions and theories of such a model are difficult,
if not impossible, and have not been developed. Computer simulation techniques of mole-
cular dynamics and Monte Carlo simulations have been applied to various extents to the
gramacidin channel [6–14]. The computational demand for a complete atomistic model of
channel and electrolyte, however, exceeds the present power of computers and restricts the
time scale, length scale, and concentration range of electrolytes to be modeled. Only short-
time dynamics and short-range structural information can be probed. Capturing the linkage
of electrolytes from the nanostructure to the bulk state is difficult. For long-time dynamics,
equilibrium concentrations, and profiles of electrolytes from within the electrolyte to the
bulk solution, simplifications and approximations have to be made in the model. Table 1
lists some common approaches to describe the surface, the solvent, and the ions.

A. Electrolytes

1. Solvent Primitive Model

The simplest way to treat the solvent molecules of an electrolyte explicitly is to represent
them as hard spheres, whereas the electrostatic contribution of the solvent is expressed im-
plicitly by a uniform dielectric medium in which charged hard-sphere ions interact. A
schematic representation is shown in Figure 2(a) for the case of an idealized situation in
which the cations, anions, and solvent have the same diameters. This is the solvent primi-
tive model (SPM), first named by Davis and coworkers [15,16] but appearing earlier in
other studies [17]. As shown in Figure 2(b), the interaction potential of a pair of particles
(ions or solvent molecule), i and j, in the SPM are:

TABLE 1 Models of Electrolytes in a Nanostructure

Surface Ion Solvent

Hard wall Point ions (Debye–Huckel) Constant dielectric background
Soft and smooth wall Charged hard spheres Low dielectric layer
Discrete sites with axial Charged soft spheres (LJ) Neutral hard spheres and constant

and/or radial variations dielectric background
Atom dynamics Specific adsorption Dipolar hard sphere
Group contribution and SPC, ST2, TIPS

rigid bonds/angels Polarizable; H Bonds



uij(rij) � �� � (1)

where rij is the distance between two particles i and j, dij � (dii � djj)/2, and dii is the di-
ameter of the i species and i can be �, �, or s, representing either the cation, the anion, or
the solvent, respectively. Here, e is the electronic charge of 1.6 � 10�19 C, zi is the charge
valency of the ion, 20 is the permitivity in vacuum, and is 2 the dielectric constant. The
molecular packing will depend on the number density of the solvent %s and the number den-
sity of the ions %� and %�. The concentration of a symmetric electrolyte in moles/liter will
be %�/(1000NAv), where NAv is Avogadro’s number and %� is in molecules/m3. For an
asymmetric electrolyte, the smaller of %� and %� will be used to calculate the molar con-
centration. The more popular restricted primitive model (RPM)[18–30] and point ions (De-
bye–Hückel) model [32–34] can be treated as simplified and degenerate cases of the SPM.
More realistic models of solvent with a hard-sphere core, such as the dipolar hard sphere
(DHS) model [35–39] and simple point charge (SPC) model [43,44], can be treated as an
extension of the SPM by adding extra solvent–solvent and solvent–ion interactions.
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FIG. 2 (a) Solvent primitive model, with charged hard spheres representing the ions, neutral hard
spheres as solvent, and a dielectric background. (b) The pair potentials in the SPM model. (c) The
primitive model with no explicit presence of solvent molecules. (d) The point-ion model.

all pairs

ion–ion

solvent–solvent, solvent–ion

rij . dij

rij � dij



2. Primitive Model
The popular and well-studied primitive model is a degenerate case of the SPM with %s �
0, shown schematically in Figure (c). The restricted primitive model (RPM) refers to the
case when the ions are of equal diameter. This model can realistically represent the pack-
ing of a molten salt in which no solvent is present. For an aqueous electrolyte, the primi-
tive model does not treat the solvent molecules explicitly and the number density of the
electrolyte is unrealistically low. For modeling nano-surface interactions, short-range in-
teractions are important and the primitive model is expected not to give adequate account
of confinement effects. For its simplicity, however, many theories [18–22] and simulation
studies [23–25] have been made based on the primitive model for the bulk electrolyte. Ap-
plications to electrolyte interfaces have also been widely reported [26–30].

3. Point-Ions Model
Further simplification of the SPM and RPM is to assume the ions are point charges with no
hard-core correlations, i.e., dii � 0. This is called the Debye–Hückel (DH) level of treatment,
and an early Nobel prize was awarded to the theory of electrolytes in the infinite-dilution
limit [31]. This model can capture the long-range electrostatic interactions and is expected
to be valid only for dilute solutions. An analytical solution is available by solving the Pois-
son–Boltzmann (PB) equation for the distribution of ions (charges). The PB equation is
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where k is the Boltzmann factor, T is the absolute temperature, � is the electric potential,
and other symbols are the same as in Eq. (1). At low surface charges and dilution concen-
tration, the DH model has been applied successfully to a single isolated double layer to
yield the Gouy–Chapman theory [1,2]. The application of the DH model to other interfaces
[32–34] often requires numerical solution of the PB equation.

4. Soft-Core Models
Instead of the hard-sphere model, the Lennard–Jones (LJ) interaction pair potential can be
used to describe soft-core repulsion and dispersion forces. The LJ interaction potential is
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where �LJ is the well depth of the attractive dispersion interaction potential, located at rij �
21/6dij. The soft core is therefore the cut-and-shift version of the LJ core potential. If only
the soft-core part is modeled, then a cut-and-shift version of the LJ potential can be used to
replace the hard core in the primitive model and solvent primitive model, as described by

u(rij) � � (4)

The soft-core model may be more convenient in molecular dynamics simulation, since a
continuously differentiable potential is available to calculate the force. In the case of a hard-
core potential, collision times of all atom pairs have to be monitored and used to control the
time step.
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5. Water Solvent Model
More realistic treatment of the electrostatic interactions of the solvent can be made. The
dipolar hard-sphere model is a simple representation of the polar nature of the solvent and
has been adopted in studies of bulk electrolyte and electrolyte interfaces [35–39]. Recently,
it was found that this model gives rise to phase behavior that does not exist in experiments
[40,41] and that the Stockmeyer potential [41,42] with soft cores should be better to avoid
artifacts. Representation of higher-order multipoles are given in several popular models of
water, namely, the simple point charge (SPC) model [43] and its extension (SPC/E) [44],
the transferable interaction potential (TIPS)[45], and other central force models [46–48].
Models have also been proposed to treat the polarizability of water [49].

B. Nano-Surface

1. Hard Wall

The simplest description of a charged nano-surface is a hard impenetrable wall with elec-
tric charges uniformly distributed and localized at the surface, as shown schematically in
Figure 1(a). For a smooth planar hard wall, the ion–wall interaction potential is described
mathematically as

uwall(x) � � (5)

where

vqw(x) � ��
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is the electrostatic interaction of the charged wall with a charge away from the surface and
�w is the surface charge density. The model of point ions interacting with a charged hard
wall is the classical Gouy–Chapman (GC) theory [1,2]. The modified Gouy-Chapman
(MGC) model can treat the ion–wall interaction with a hard core, but still ignores the
ion–ion core interaction. The MGC theory can adequately describe the ion distribution near
the charged surface when the Debye length is large. For electrolytes confined in small
length scales, the double layers of different surfaces will interact, and at the same time, the
ion–ion correlation becomes important. Also, numerical solution of the point-ion model is
needed for the ion-pore model with a finite boundary [34,50]. Using integral equation the-
ories and grand canonical Monte Carlo (GCMC) simulations, Vlachy, Haymet, and
coworkers have shown that the point-ion approach is still good for certain cases of 1:1 elec-
trolyte but fails for 2:2 electrolytes [51,52]. They have quantified salt exclusion behavior
in charged micropores [53].

2. Soft Wall
To represent the elasticity and dispersion forces of the surface, an approach similar to that
of Eqs. (3) and (4) can be taken. The wall molecules can be assumed to be smeared out. And
after performing the necessary integration over the surface and over layers of molecules
within the surface, a 10–4 or 9–3 version of the potential can be obtained [54,55]. Discrete
representation of a hexagonal lattice of wall molecules is also possible by the Steele po-
tential [56]. The potential is essentially one dimensional, depending on the distance from
the wall, but with periodic variations according to lateral displacement from the lattice
molecules. Such a representation, however, has not been developed in the cylindrical pore

x � dij/2
x � dii/2

(
zievqw(x)



wall geometry except for a smeared-out version of the lattice [57]. The alternate approach,
as adopted by Gubbins and coworkers [58], is to predetermine the potential distribution by
calculating the values in a fine grid.

3. Electrostatics of the Nano-Surface
The technical difficulty in calculating long-range electrostatic interactions is the major
stumbling block in simulation of the electrolyte interface. For a bulk electrolyte, the three-
dimensional symmetry allows special techniques of Ewald summation [59] and reaction
field method [60] to be deployed. The loss of three-dimensional symmetry in an inhomo-
geneous interface requires modifications of these techniques [61–63] or use of other tech-
niques. In a planar geometry, Torrie and Valleau [27] have used uniform charged sheets to
represent the periodic charge images in the lateral dimensions and a closed-form expres-
sion was obtained. Boda et al. [39] have extended the method and used one charged sheet
per real charge in the simulation cell in order to achieve a better Markov chain in Monte
Carlo procedures. Lee and Chan [64] have applied this method to electrolytes confined in
a slit pore. A schematic diagram is shown in Figure 3(a) for two infinitely charged planes
and the periodic boundary conditions. This method has not been applied to molecular dy-
namics simulation. For a cylindrical geometry, i.e., a nanopore, a closed-form expression
of the integration over charged cylindrical sheets cannot be obtained. Charged lines may be

FIG. 3 Setup of simulation cell of confined electrolyte with periodic boundary conditions. (a) Elec-
trolyte bound by two infinitely long charged plates, representing a slit pore. (b) Electrolyte in a cylin-
drical nanopore.



used instead to represent the images. In the simulations of Lo and Chan [65] and Lee et al.
[66], a simple cutoff was used. Their justification was that with a sufficiently long simula-
tion cell, the truncated tail was negligible. The electrostatic interaction of a given ion to the
cylindrical charged pore wall is given as
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where R is the radius of the pore and H is the length of the simulation cell, which must be
more than 10R for the cutoff to be reasonable. A schematic diagram of the simulation setup
is shown in Figure 3(b).

III. ELECTROLYTE ADSORPTION

A question of practical interest is the amount of electrolyte adsorbed into nanostructures and
how this depends on various surface and solution parameters. The equilibrium concentration
of ions inside porous structures will affect the applications, such as ion exchange resins and
membranes, containment of nuclear wastes [67], and battery materials [68]. Experimental
studies of electrosorption studies on a single planar electrode were reported [69]. Studies on
porous structures are difficult, since most structures are ill defined with a wide distribution
of pore sizes and surface charges. Only rough estimates of the average number of fixed
charges and pore sizes were reported [70–73]. Molecular simulations of nonelectrolyte ad-
sorption into nanopores were widely reported [58]. The confinement effect can lead to ab-
normalities of lowered critical points and compressed two-phase envelope [74].

The theoretical and simulation studies of electrolyte adsorption in nanopores were re-
ported using the restricted primitive model [51–53,64–66,75–77]. The main questions are
how the equilibrium concentration of counterion and coion can be affected by the confine-
ment and the electrostatics of the charged surfaces. Based on the RPM model, Haymet et
al. reported that for 1:1 electrolyte, there is good agreement between integral equation the-
ory, PB theory, and Monte Carlo results but that for 2:2 electrolyte the theories break down
[51]. The salt exclusion effect based on coion concentration were reported for a number of
pore geometries and charges [52,53]. In experimental studies of the ion exchange capacity,
it was conveniently assumed that (1) all coions will be excluded and (2) the number of
counterions will be equal to the number of fixed charges. The activity of ions in solution,
however, will mean that some coions can enter, and both assumptions will not be valid.
Some experimental studies of ion exchange membranes have confirmed this [78,79]. On
the other hand, for larger porous structures, it may be assumed that no coions are excluded,
and its concentration is the same as that in the bulk, whereas the concentration of the coun-
terion will be in excess to balance the wall charges. In the theoretical approaches, it is usu-
ally assumed that the excess charges in the pore solution (i.e., the number of counterions
minus the number of coions) should balance those of the fixed charges. This is the elec-
troneutrality assumption. The concentration of coion, however, will be determined by its
activity inside the pore and the confinement effect can lead to its exclusion.

A. Charge-Induced Concentration Profiles

In the theoretical approaches of Poisson–Boltzmann, modified Gouy-Chapman (MGC),
and integral equation theories such as HNC/MSA, concentration or density profiles of
counterions and coions are calculated with consideration of the ion–wall and ion–ion in-



teractions. The amount of ions or charges adsorbed in an idealized single pore can be ob-
tained by integrating the local density over the cross section of the pore. A similar approach
is taken in molecular simulation in the canonical ensemble (constraints of constant tem-
perature and of volume and number of particles), but the exact number of counterions and
coions can also be counted throughout the simulation. In the grand canonical ensemble
Monte Carlo (GCMC) simulation, however, a more direct link between the pore fluid and
an equilibrium external fluid can be made by specifying the chemical potential and allow-
ing the number of ions to fluctuate until equilibrium is reached. The chemical potential can
be expressed by Widom’s equation [80,81],


�i(r) � ln %i(ri) � 3 ln 5i � ln[
exp(�
{u(rij) � uwall(ri)})�] � zie6 (7)

where %i(ri) is the local number density of ion i, 5i is the thermal de Broglie wavelength, 
 �
is the ensemble average, 
 � 1/kT and 6 is the external potential. In Eq. (7), the first two
terms account for the ideal activity of the ideal gas, the second term accounts for interac-
tion with the wall and other particles, and the last term accounts for interaction with an ex-
ternal field.

Figures 4 and 5 show the concentration profiles determined by theory and simula-
tion for a 1:1 electrolyte inside an uncharged and a charged cylindrical pore, respectively,
with radius five times the diameter of the ion. Results for the RPM and SPM models are
presented for the simulation. In an uncharged pore, the profiles of cations and anions in
a symmetric electrolyte are the same. The concentration is higher at contact with the wall,
and with a solvent, the packing effect is stronger and the profiles more structured, as
shown in the curves of the SPM model. The normalized profiles are the same for the neu-
tral hard-sphere solvent and the charged ions. These results are identical to hard spheres
inside a pore, for which the integral equation theory predictions, such as HNC, agree with
the simulation results. For the pore with a surface charge of �0.05 C/m2, the induced
profiles of counterion and anion are markedly different, especially near contact with the
wall. For a 1:1 electrolyte, the Poisson–Boltzmann prediction is roughly correct for the

FIG. 4 Normalized concentration distribution of a 0.1 molar 1:1 electrolyte in an uncharged cylin-
drical pore of radius five times the diameter of the ions. The dashed line, solid up-triangles, and solid
down-triangles are the neutral solvent particles, cations, and anions, respectively, in an SPM model
with 0.3 solvent packing fraction. The open symbols are for the cations and anions in the RPM
model.



RPM model, but theories for the SPM model electrolyte inside a nanopore have not been
reported. It is noticed that everywhere in the pore, the concentration of counterion is
higher than the bulk concentration, also predicted by the PB solution. However, neutral-
ity is assumed in the PB solution but is violated in the single-ion GCMC simulation, since
the simulation result of the counterion in the RPM model is everywhere below the PB re-
sult. There is exclusion of coion, for its concentration is below the bulk value throughout
the pore. Only the solvent profile in the SPM model has the bulk value in the center of
the pore.

B. Reduced Ion Exchange Capacity/Nonneutrality

A key question in equilibrium adsorption of ions is whether fixed charges in the pore are
balanced by an equivalent amount of excess counterions. In theories and simulations, it was
convenient to assume the electroneutrality condition in a nanopore. In the earlier simula-
tions in the GCMC ensemble [51–53], ions were inserted and deleted one pair at a time and
electroneutrality was preserved. In their molecular dynamics (MD) simulations, Lo et al.
[50] notice that the chemical potentials of counterions and coions in a symmetric RPM
electrolyte are not equal unless electroneutrality is violated inside the pore. Grand canoni-
cal Monte Carlo (GCMC) simulation works were reported [64–66,75] in which single
ionic activities are specified and the number of individual ions can be varied without the
necessity of an overall neutral pore. This nonneutrality effect has been reported in spheri-
cal pore [75], cylindrical pore [65,66], and slit pore [64]. Lozada–Cassou and coworkers
have also shown the excess charges in a slit pore using integral equation theories [82–85].
The dependence of excess charges on pore size obtained from the GCMC is shown in Fig-

FIG. 5 Normalized concentration distribution in the pore of Figure 4 but charged with �0.05 C/m2.
The symbols are the same as in Figure 4, with the cations being the counterions. The anions (coions)
of the RPM and SPM model are not distinguishable on the present scale. The dotted line is the pre-
diction of the modified Gouy–Chapman theory and approximates the simulation results of the RPM.



ure 6. The excess surface charge per unit pore area is defined as

�ex � �
(N� �

A
N�)

� � �w (8)

where N� is the number of cations in the pore, N� is the number of anions, A is the area of
the pore wall, and �w is the surface charge density of the pore wall. Without loss of gener-
ality, it can be assumed that the wall is negatively charged and cations will be the counte-
rions. From Figure 6 it can be seen that in the limit of large pores, �ex is basically zero and
electroneutrality is obeyed. In the limit of very small pores, no ions can enter and �ex � �w;
i.e., the excess unbalanced charges will be the same as the fixed-wall charges. In between
the two limits, there will be a gradual variation of counterion exclusion. The exclusion of
counterion expressed in terms of excess charges is successively one order of magnitude
higher in going from a slit pore to a cylindrical pore and then to a spherical pore. This is
due to the successive reduction in the degrees of freedom. The results in Figure 6 are from
the primitive model. Anticipating a more severe confinement effect in the more densely
packed SPM model, it was surprising, however, to find that the exclusion of counterions is
nearly the same as compared to the RPM results in Figure 7. It could be interpreted that the
electrostatics effects are similar in the two models, and the exclusion effect depends on the
difference of chemical potential between the bulk and the pore fluid. Though the packing
is dense in the SPM pore fluid, it is also higher in the bulk, and therefore no extra exclusion
is experienced in the SPM model, compared to the RPM model electrolyte.

C. Salt Exclusion

Since there is normally adsorption of counterion, the exclusion of electrolytes has been
conventionally defined based on the exclusion of the coion. The exclusion coefficient is de-
fined as
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FIG. 6 The unbalanced surface charge in a nanopore with different size and charges and in equi-
librium with a 0.1 molar 1:1 RPM model electrolyte. The solid squares, circles, up-triangles, and
down-triangles represent original surface charges of �0.001, �0.005, �0.01, and �0.2 C/m2, re-
spectively, in a cylindrical pore. The open squares, circles, up-triangles, down-triangles, and dia-
monds represent original surface charges of �0.05, �0.1, �0.2, �0.25, and �0.3 C/m2, respec-
tively, in a slit pore.



where 
Ccoion� is the statistical average of the coion concentration and Cbulk is the concen-
tration of the coion in the bulk solution. Figure 8 shows the exclusion coefficient for a 1:1
electrolyte inside a cylindrical pore in the RPM and SPM models, obtained by GCMC sim-
ulation. The RPM shows a higher exclusion effect for the coion, whereas there is little dif-
ference in the amount of unbalanced charges between the SPM and RPM models. It means
that exclusion of the counterion is also higher in the RPM model. While the packing is less
dense in the RPM model, this result could be due to osmosis effect of the solvent. The pres-
ence of solvent molecules may enhance the adsorption of the ions into the nanopore. Com-
paring results for different pore sizes, it is also seen that the exclusion decreases rapidly

FIG. 8 Salt exclusion as a function of surface charge in a cylindrical pore in equilibrium with a 0.1
molar electrolyte. The open circles are GCMC results for 1:1 RPM electrolyte in a pore of R � 5d.
The circles with a centered cross are results for a 2:1 electrolyte in a pore of R � 5d. The up-trian-
gles are results for a 2:1 electrolyte in a pore of R � 10d. The solid circles are results for a 1:1 SPM
model with 0.3 solvent packing fraction in a pore of R � 5d. The solid squares are the same results
for a pore of R � 7d.

FIG. 7 Unbalanced surface charges in a cylindrical pore in equilibrium with a 0.1 molar 1:1 elec-
trolyte. The solid squares, circles, up-triangles, down-triangles, and diamonds represent original sur-
face charges of �0.01, �0.03, �0.05, �0.05, and �0.1 C/m2, respectively, from the GCMC results
of an SPM model with an 0.3 solvent packing fraction. The open squares, crosses, stars, open up-
triangles, and open down-triangles represent original surface charges of �0.01, �0.02, �0.04,
�0.05, and �0.07 C/m2, respectively, from the results of an RPM model electrolyte.



with pore size. The exclusion shows a monotone increase with surface charge, but for a 2:2
electrolyte it was found that maximum exclusion occurs at a particular surface charge, as
shown in Figure 9. Again, the decrease of coion exclusion at a higher surface charge may
be due to electrosmosis since the drop in concentration is enhanced for a divalent coion.

D. Donnan Potential and External Field

With a membrane that selectively excludes one type of ions but not the counterions, an elec-
tric potential is built up between the pore fluid and the bulk fluid and defined as the Don-
nan potential. This is potential counterbalance to the nonneutrality created by the exclusion
of one type of charges. A similar situation is present with the nonneutrality in a charged
nanopore, even for a symmetric electrolyte where the counterion and coion have the same
size. Lo [86] has explored the effect of an external potential on the electrolyte equilibrium
in a charged nanopore. Figure 10 shows the change of excess charges as a function of ex-
ternal potential and the surface charges. Electroneutrality is retained with a specific exter-
nal potential equivalent to the Donnan potential [87]. Figure 11 shows the potential varia-
tion from a confined fluid to the bulk solution. With the Donnan potential, the transition of
electric potential from the internal to the external fluid is smooth. The Donnan potential
varies linearly with low-surface-charge density, as shown in Figure 12.

IV. FORCES BETWEEN CHARGED SURFACES

The force between charged objects and surfaces in an electrolyte solution is mediated by
the ions and the solvent. This is referred to as solvation forces or electrolyte-mediated

FIG. 9 Salt exclusion as a function of surface charge in a cylindrical pore in equilibrium with an
SPM electrolyte of 0.1 solvent packing fraction. The open squares and circles are results of a 0.4 mo-
lar 1:2 electrolyte in a pore of R � 5.0d and R � 7.0d, respectively. The open up-triangles and down-
triangles are results of a 0.4 molar 2:2 electrolyte in a pore of R � 5.0d and R � 7.0d, respectively.
The corresponding solid symbols are results under the same conditions, but with a 0.1 molar elec-
trolyte.



forces between charged surfaces. The charged surfaces can be colloidal particles, nanopar-
ticles, biological cells, or the tip of an atomic microscope (AFM) operating in solution. Ex-
perimental studies of electrolyte-mediated forces were made to understand the stability of
suspended colloids, monodispersity of composite nanomaterial, attachment of biological
cells, and resolution of the AFM image.

A. Theories and Experiments

The DLVO theory [88,89], a landmark in the study of colloids, interprets stability as de-
pendent on the competition between the long-range repulsion forces of similarly charged

FIG. 11 Schematic illustration of the electric potential profiles inside and outside a nanopore with
lipid bilayer membranes separating the internal and external electrolyte solutions. The dotted line is
a junction potential representation where the internal potential is shifted.

FIG. 10 Normalized unbalanced surface charge in a cylindrical pore with R � 5d in the presence
of an external potential 1. The results, from left to right, are for original surface charge densities of
�0.001, �0.005, �0.01, �0.02, �0.04, �0.05, �0.07123 C/m2, respectively. The x-intercepts are
values of the corresponding equilibrium Donnan potentials.



objects and the short-range dispersion attractive forces. The electrolyte simply plays the
role of a dielectric continuum to mediate electrostatic forces. Using a surface force appara-
tus, Israelachvili [90] measured the force between mica surfaces with a liquid between the
surfaces. He found oscillating forces with periods equal to the diameter of the solvent. By
HNC/MSA theory, Henderson and Lozada-Cassou [91] were able to show similar oscillat-
ing forces, logically interpreted as due to successive displacement of layers of solvent
molecules. Similar force measurements were extended to charged objects in electrolyte us-
ing an AFM [92–95]. Different reports of the existence of oscillating forces and the extent
of long-range repulsion were given. Rotsch and Radmacher [96] reported reduction of re-
pulsion forces in changing the electrolyte from univalent to divalent electrolyte. Muller et
al. showed that with careful adjustment of electrolyte concentrations, the electrolyte force
can be eliminated to give a better AFM resolution [97].

B. Monte Carlo Simulations

Monte Carlo simulations to calculate the electrolyte force between colloids have been re-
ported [98–100]. Valleau and coworkers[98] revealed the components of forces between
two charged surfaces in the RPM model. As shown in Figure 13, the overall pressure
(force) has a mild oscillatory behavior with an attractive region between 1.3–1.8 times
the diameter of the ions. The electrostatic part is always attractive, indicating favorable
electrostatic mediation of the ions. Excess counterions between the surfaces screen the
repulsion between them and contribute to an overall minimum-energy configuration,
analogous to ionic bonding in a salt crystal. The collisional contribution represents hard-
sphere interaction among the ions and is always positive (repulsive). The kinetic part is
collision of particles with the wall and is equivalent to the ideal gas pressure. The results
of Valleau et al. [98] are obtained in the canonical ensemble with assumption of elec-
troneutrality. The GCMC work of Lee and Chan [101] show that with an open system
and single ion equilibrium, the total force for RPM electrolyte is similar to the results in
the canonical ensemble, as shown in Figure 14. An attractive region is found only for 2:1
and 2:2 electrolyte, i.e., divalent counterions. For 1:1 RPM electrolyte, the total force is
always positive. The results for the SPM model electrolyte, however, show no attractive

FIG. 12 Donnan potential as a function of surface charge density obtained from Figure 10.



FIG. 13 Contributions to the pressure between two �0.244 C/m2 charged planar surfaces sepa-
rated by a 0.1 molar 2:2 RPM electrolyte. The open squares, circles, down-triangles, and diamonds
are the kinetic, collision, electrostatic, and total pressures, respectively, from results of Valleau et al.
[98]. The corresponding solid symbols are unpublished results of Lee and Chan. The lines are cal-
culations by the hypernatted-chain (HNC) equation.

FIG. 14 Comparison of total pressure between two charged surfaces in 1:1, 2:1, and 2:2 elec-
trolytes. The open squares, up-triangles, and down-triangles are results of 1:1, 2:1, and 2:2, respec-
tively, for the SPM model of 0.3 packing fraction. The corresponding solid symbols are for the RPM
model.



region, even for divalent counterions. The collision contribution from the solvent ap-
peared to play a major role here. The damping of repulsion forces in going from mono-
valent to divalent ions is in agreement with the experimental observation [96]. One ex-
planation can be offered in comparing the components of pressure. Since fewer ions are
needed for charge balance in the divalent electrolytes, the repulsive-collision term is
smaller. The effect of surface charge on total force is shown in Figure 15 for the 1:1 RPM
model. A large repulsion is shown at higher surface charge, due to an increase in colli-
sions from the increased number of counterions.

Theories and simulation of the operation of AFM in liquid have been attempted
[102–104]. In principle, molecular dynamics or NEMD may be a suitable method to mimic
the operation of a scanning tip. The time scale, however, precludes simulating a long-
enough scan to see a complete atom. Most studies, therefore, were made with equilibrium
conditions and a fixed position of the AFM tip. Explicit consideration of electrolytes and
electrostatic effects has not been modeled.

V. ION TRANSPORT IN NANOPORES

A. Continuum Theory of Ion Transport

A combination of continuum transport theory and the Poisson distribution of solution
charges has been popular in interpreting transport of ions or conductivity of electrolytes.
Assuming zero gradient in pressure and concentration of other species, the flux of an ion
depends on the concentration gradient, the electrical potential gradient, and a convection

FIG. 15 Total pressure between two charged surfaces in a 0.1 molar 1:1 RPM electrolyte. The
down-triangles, up-triangles, circles, and squares are results for surface charges of �0.244, �0.18,
�0.12, and �0.07 C/m2, respectively.



term, expressed as
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where vx is the fluid velocity in the x-direction. This is the Nernst–Planck (NP) theory.
Where there is pressure gradient and gradients in concentration of other species, osmotic
flow or electro-osmotic flow exists, and it will be proper to replace the concentration gra-
dient by chemical potential gradient. Equation (10) is a one-dimensional equation, and ex-
tension to three-dimensional expression can be made. This is a phenomenological equation,
without accounting for interactions between ions and solvents, ions and a confining wall,
or ions with other ions. Equation (10) is for a bulk solution without specific boundary con-
ditions. Dresner [105] and Osterle and coworkers [106] have extended the model for ion
transport in a charged capillary. A recent review of the theoretical applications to microp-
orous membranes is given by Yaroshchuk [107]. The Gouy–Chapman double-layer theory
is used to describe the uneven charge distribution of ions inside the pore. The
Navier–Stokes equation, modified with consideration of electric potential gradient, is used
to consider the viscous-flow effects. Numerical solution is necessary with the boundary
conditions of a long capillary. While the conductivity decreases linearly with the size of the
capillary, it reached a constant value when double-layer effects dominate. Westermann-
Clark and Anderson [108] have experimentally confirmed the limiting behavior using
track-etched mica membrane. The Dresner–Osterle model is two-dimensional and assumes
uniform distribution of charges on the pore wall. To model transport of ions through a bi-
ological ion channel, Eisenberg and coworkers [109,110] proposed to incorporate an un-
even distribution of fixed charges inside the protein channel and solved the one-dimen-
sional Poisson equation within the channel. A numerical iteration based on the Gummel
algorithm [111] is used for this Poisson–Nernst–Planck (PNP) approach. It is clear that for
nanometer-scale pores, molecular interactions dominate the transport of ions. Analytical
theories, however, have not been developed to account for the molecular details and incor-
porate the parameters of ion size and interaction potential. In the spirit of the MSA, Non-
ner et al. [112] have proposed modifications to the PNP model by adding an adjustable pa-
rameter to account for a specific ion’s activity.

B. Experimental Work

Experimental determination of ionic transport through nanoscale pores has met with diffi-
culties of ill-characterized pores and the ability to measure potential and small current lo-
calized to the nanometer scale. Various experimental attempts have been made in conduc-
tivity measurements of membranes in diverse fields, reflecting the corresponding
applications and interests. Alternating current impedance measurements have been made for
perfluorosulfonic acid membranes [113–115]. Conductivity was found to increase with in-
creasing water content in the pore. There is a distribution of pore sizes, and the pore size can-
not be characterized precisely and changes with the amount of water adsorbed. Gierke and
Hsu [70,71] estimated the diameters of pores to be 0.7–1.6 nm, while from x-ray diffraction
analyses, a mean diameter of 6 nm was estimated [72,73]. It was not clean whether the in-
crease in conductivity is due to a hydration effect, dilution effect, electosmotic flow, or re-
duced confinement due to swelling of the pores. In addition, the conductivity varies with the
size and charge of the cation, similar to the conductivity in the bulk solution. Using track-
etched mica membranes, Westermann-Clark and Anderson [108] measured conductivity



through the membrane with various electrolytes, pore sizes, and surface charge densities.
The pores are stable and well defined, with a narrow distribution of sizes, but the surface
charge density can be determined only indirectly by streaming potential measurement and
is assumed to be uniformly distributed over the pore wall. Recent advances in scanning
probe microscopy have made nano-manipulation and nano-characterization possible.
Hansma et al. [116] have developed a scanning ion-conductance microscope (SICM) to im-
age a surface by monitoring the local conductance. Using a bent micropipette, the topogra-
phy can be obtained by AFM in contact mode and tapping mode while the conductance can
be obtained through a electrochemical circuit through the electrolyte inside the pipette [117].
A single pore of 200 nm can be imaged, and pore current 0–150 pA was measured. By a sim-
ilar principle, the scanning electrochemical microscope (SECM) has been applied to image
porous membrane [118]. A redox couple is used and the faradiac current was measured. The
diameter of the platinum electrode tip in the SECM is 1–10 �m, compared to 50 nm for the
micropipette in SICM. The reported resolution of SECM is therefore not as good at the mo-
ment. While both of these techniques have been applied to image individual pores in mem-
branes under solution, no studies of correlation of conductance with pore sizes, electrolyte
concentration, and surface charges have been reported.

In a different context, a micropipette has been applied to monitor the current through
a single-ion channel in a biological membrane. The patch-clamp technique invented by
Sackmann and Neher [119] led to their Nobel Prize in medicine. The variations in channel
current with voltage, concentration, type of ions, and type of channels have been explored.
While the functions of specific channels, in particular their ionic selectivity, have been well
known, only a handful of channels have the internal geometry and charge distribution de-
termined. The development of a theory to interpret the mass of channel data and to predict
channel action is still lacking.

C. Molecular Dynamics Simulation

The Nernst–Planck equation is based on a continuum model and does not capture molecu-
lar details of ion–ion, ion–solvent, and ion–wall interactions. Modeling at the molecular
level is needed, but molecular theories that yield analytical or simple numerical solutions
are still difficult, given the many degrees of freedom. Computer simulation is necessary to
compute the many-body interactions and yield results that can be linked to measurable ex-
perimental quantities. Monte Carlo simulations and energetic calculations have yielded un-
derstanding of binding energies, activation energies, and favorable structures and configu-
rations of electrolytes in ion channels [8–10]. Molecular dynamics simulation, however, is
preferred for the direct computation of time-dependent phenomena and for yielding the
usual results, such as transport properties. Newton’s equations of motion for all particles
are solved at each femtosecond time step. The diffusion coefficient can be related to the
mean square displacement, or velocity auto-correlation function. In nanopores, mobility is
nonisotropic. Mean square displacement in the axial and radial directions have to be sepa-
rately accumulated in the simulations. Under equilibrium conditions, the corresponding
self-diffusion coefficients can be related to the long-time limit of the time derivative of the
mean square displacement in each direction,

D �lim
t→(
�

 | zi(t) �

2t
zi(0) | 2�
� (11)

according to the Einstein relation. Under an external field, in a mixture, nonequilibrium ef-
fects and osmotic flow or the darken coefficient have to be considered.



1. Biological Ion channel
There are few simulations of electrolyte transport in nanopores with a full atomic model of
electrolyte and pore wall. As discussed in Section II, simplifications and assumptions are
made to make simulation feasible. In the biophysics area, molecular dynamics of various
ion channels have been reported [120–125], the Gramicidin channel is a common structure
to study, since its structure is simple and better known. The early simulations focused on
the dynamics of the channel in vacuum [120–123]. Recently, simulations of water and dif-
ferent ions have been reported. The time scale of permeation of one ion through an ion
channel is sufficiently long (~1 �s) and is inaccessible by full atomic simulations with to-
day’s computers. One strategy is to investigate short-time (�1 ns) phenomena and to ap-
ply the resulting diffusion coefficient to cruder models or algorithms. The other limitations
are that simulations reported for ion channels so far have assumed infinite dilution (i.e.,
only one ion), the absence of external field, and external chemical or electrochemical po-
tential. Nevertheless, many interesting and qualitative results have been provided. The lo-
cal mobility of an ion and its correlation to channel structure have been reported [124,125].
It was also known that proton permeability, although lower than that of bulk water, is many
times higher than for other cations [13,14]. Proton permeates via a hopping mechanism
through a water wire or hydronium wire [11], and the main bottleneck is due to reorienta-
tion of the water molecules that hydrate the proton inside the channel [12].

2. Equilibrium Simulations in a Uniform Nanopore
Many molecular dynamics simulations have focused on the electrolyte solution factors
and ignored the atomic features of the pore wall. The assumptions of these simulations
may match more closely the experiments of inorganic channels, such as track-etched nu-

FIG. 16 Reduced self-diffusion coefficients of SPM model ions in pores of different sizes. The
zero solvent packing represents the RPM model.



cleopores [108]. The diffusion coefficients of 0.1 molar 1:1 electrolyte in an uncharged,
infinitely long, and smooth nanopore have recently been studied for the RPM [126] and
SPM models [127] by equilibrium molecular dynamics (EMD) simulations. As shown
in Figure 16, it is demonstrated that confinement reduces the diffusion and mobility of
the ions in the RPM as well as the SPM model, although the diffusion coefficient of the
RPM model is three orders of magnitude higher. The mobility of the SPM solvent is sim-
ilarly reduced by confinement effects. In the SPM model, the mobility of the ion is lower
than that of the solvent, due to a solvation cage effect. The mobility of different mono-
valent ions inside uniform channels of 1.5–5.5 Å has been investigated by Lynden-Bell
and Rasaiah [128]. Using an SPC/E model for water and Lennard-Jones ions, the diffu-
sion coefficients from mean square displacement is about 50% to 10% of the bulk val-
ues. The relative mobilities of different ions are similar to those in the bulk. The effect
of pore size on mobility is investigated for the sodium ion and correlates with the solva-
tion effects.

The previously mentioned MD simulations are for uncharged pore. For a charged
pore, the effect of the wall charges on the axial and radial field is zero, due to symmetry.
The potential in the pore, however, will be different and therefore will affect the chemical
potential and the equilibrium with external bulk electrolyte. Lo et al. [76,86] have reported
some simulation results for a 0.1 molar, 1:1 restricted primitive model in charged
nanopores. While the surface wall charges do not have any contribution to the axial and ra-
dial fields, the balance of the number of counterions versus coions is affected. An exact bal-
ance of surface charges by excess counterions can be assumed, but it was found that the re-
sulting chemical potentials of cation and anion are incorrect, unless an external Donnan
potential is assumed to exist. Since the Donnan potential is uniform and does not give any
field, there is no effect on the motion of the ions. Rather than the MC method discussed ear-
lier in Section III.D, the value of the Donnan potential can be determined in the MD simu-
lation simply by the arithmetic mean of the individual chemical potentials determined by
Widom’s method. Therefore,

zevD � �
1
2

� [��(r) � ��(r)] (12)

The axial diffusion coefficients computed for the 1:1 RPM electroyte are of the order of
10�6 m2s�1 in an uncharged pore and are similar to the values in the bulk. The diffusion
coefficient of the counterion decreases with the surface charge density of a charged pore,
whereas that of the coion remains unchanged, as shown in Figure 17. This difference is due
to the densities of the ions and their distribution. At higher surface charge, there is a higher
density of counterions, which are distributed mainly near the pore wall, hence, mobility is
reduced. The reduction of mobility here is due mainly to double-layer effects rather than
confinement of a small pore. Similar EMD simulation studies have not been reported for
the SPM or other molecular solvent models.

3. Nonequilibrium Molecular Dynamics Simulations
The EMD studies are performed without any external electric field. The applicability of
the EMD results to useful situations is based on the validity of the Nernst–Planck equa-
tion, Eq. (10). From Eq. (10), the current can be computed from the diffusion coefficient
obtained from EMD simulations. It is well known that Eq. (10) is valid only for a dilute
concentration of ions, in the absence of significant ion–ion interactions, and a macro-
scopic theory can apply. Intuitively, the Nernst–Planck theory can be expected to fail
when there is a significant confinement effect or ion–wall interaction and at high electric



or concentration field. It will, therefore, be necessary to calculate the current directly by
performing nonequilibrium molecular dynamics (NEMD) simulations in the presence of
an external electric field. The validity of the Nernst–Planck theory can then be assessed
by comparing the NEMD current and the current obtained via Eq. (10) using EMD diffu-
sion coefficients.

The technique of NEMD is an active area of research [129], and application to bulk
RPM electrolytes has been reported [130,131]. Normally, a concentration gradient or a
chemical potential gradient is imposed to induce the flux of a molecular species. For un-
charged species, the middle term of Eq. (10) will be absent and the current flux will then
be a flux of the uncharged species i. To maintain the two different concentrations at the
source and the drain, a dual-control-volume grand canonical molecular dynamics
(DCVGCMD) method has been introduced [132]. This method required separate grand
canonical simulations at the two different, opposite-end reservoirs. For NEMD simulation
of electrolytes, the DCVGCMD method can be avoided, since the ions can be moved with
zero concentration gradient, provided an electric field is imposed. The constant-concentra-
tion profile, a finite electric field, and the recycling of ions can all be achieved in an NEMD
simulation of a cylindrical geometry, as shown in Figure 18. The results of such NEMD
simulations are reported [126] for a 0.1 molar 1:1 RPM electrolyte for different radii of un-
charged cylindrical pores. The conductivity can be computed by making NEMD simula-
tions at several electric fields and extrapolating to zero fields, assuming the validity of
NEMD in the linear response region. The ohmic heat generated has to be properly treated
by a Gaussian thermostat. The zero-field conductivity �E is given by

� � lim
Ez→0

�
E
Jz

z
� (13)

where Jz is the axial current density at an electric field strength of Ez.
Surprisingly, an enhanced conductivity is shown for a certain range of confinement,

as seen in Figure 19. This can be explained by the decrease in coulombic attractive inter-
action among the ions in a one-dimensional configuration. But when the pore diameter is

FIG. 17 Diffusion coefficients of the counterions and coions of a 1:1 RPM model electrolyte in a
cylindrical nanopore of R � 10d. The circles and triangles represent the results of coions and coun-
terions, respectively.



FIG. 18 Setup of the cylindrical simulation cell with periodic boundary condition in the axial (z)
direction. In the NEMD simulation, a constant gradient in the potential �(z) is applied, and concen-
tration c(z) is maintained constant by recycling ions.

FIG. 19 Extrapolated zero-field conductivity versus pore radius for 0.1 M 1:1 RPM and SPM elec-
trolytes at two solvent packing fractions, 0.1 and 0.2. The conductivity in a pore R � 1.2d is essen-
tially zero on the scale.



about two times the diameter of the ion, significant collisions occur between oppositely
traveling anions and cations, and conductivity decreases rapidly. This maximum conduc-
tivity in a narrow nanopore is found only for the RPM model, where a solvent viscous ef-
fect is absent and changes in coulombic interactions are important. In similar NEMD sim-
ulations for the SPM model [127], the conductivity monotonically decreases with pore size.
A similar NEMD study on finite-length cylindrical pore with SPC/E solvent electrolytes is
also reported [133].

One attraction of MD simulation is the possibility of computer animation. The mo-
bility of ions inside a charged cylindrical pore can be visualized. Some movie clips of EMD
and NEMD are downloadable at http://chem.hku.hk/~kyc/movies/*.mpg. Some features
that escape statistical averages can be learned in watching the animation. While the coions
are present mainly in the center of the pore, occasional collisions with the wall do occur, as
observed in the movie. The time scale of a coion staying near the wall is of the order of 1
ps, compared to 10 ps for the counterion. While the averaged equilibrium distributions in-
dicate an infinitesimal concentration of coion at the wall, reaction of coion with the wall
can occur within a time scale of 1 ps. From the video, it can also be observed that the radial
mobility of the counterion is more significant compared to the coion’s and compared to the
axial mobility. It is consistent with the statistical results.

VI. SUMMARY AND OUTLOOK

Accurate prediction of the thermodynamics, transport, and structural properties of bulk
electrolytes is still technically difficult, even after decades of theoretical and simulation
studies at the molecular level. The physical concepts of how molecular properties affect
bulk electrolyte behavior, however, are fairly clear and well established. Electrolytes in
nanostructures, however, are less understood. The classical theories of Gouy–Chapman
and DLVO only help to understand the limiting cases of smooth, rigid, weakly charged, sin-
gle isolated surfaces and in dilution electrolyte solution. The confinement effects in nanos-
tructures, ion–surface interactions at the nanometer scale, the overlapping of double layers,
the disruption of solvation structures, and the indirect effects on charge balance and osmo-
sis effects all give rise to rich possibilities of phenomena not found in the bulk solution. The
questions of electroadsorption, electroneutrality, surface forces, and diffusion have been
discussed here. Other interesting subjects, e.g., phase transition, dynamic surface, critical
phenomena, migration, electrokinetic phenomena in nanostructures, have been little ex-
plored. Studies of confined electrolytes span a wide array of subject areas, from the old dis-
cipline of colloidal science to modern electrophysiology. Technology development in
many areas provides both the ends and the means of these investigations. Exciting progress
is possible with advances in experimental techniques and computation techniques. Atomic
structures been determined for an increasing number of ion channels in biological mem-
branes. Rapid development has been made in the synthesis of molecular and nanoscopic
structures with well-defined geometries. New optical, spectroscopic, and microscopy tech-
niques are increasing their resolutions to nanometer scale and the single molecule level. On
the other hand, computational power and techniques can provide new understanding via
theoretical approaches. On one hand, the loss of three-dimensional symmetry precludes the
use of standard treatments of long-range electrostatic interaction. On the other hand, elec-
trostatic interaction is only long range in one or two dimensions in a confined geometry. A
better and more efficient model for water is vital to progress further in computational ap-
proaches. For the study of dynamic phenomena, the latest techniques in nonequilibrium
molecular dynamics will be needed. Before comprehensive progress on different fronts, ju-



dicious assumptions and simplifications will be deployed for progress in modeling and sim-
ulation studies.
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Polymer–Clay Nanocomposites: Synthesis
and Properties
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I. INTRODUCTION

Conventional polymer composites are widely used in diverse applications, such as con-
struction, transportation, electronics, and consumer products. Composites offer improved
properties, including higher strength and stiffness, compared to pristine polymers. The
properties of polymer composites are greatly affected by the dimension and microstructure
of the dispersed phase. Nanocomposites are a new class of composites that have a dispersed
phase with at least one ultrafine dimension, typically a few nanometers [1–3]. Nanocom-
posites possess special properties not shared by conventional composites, due primarily to
large interfacial area per unit volume or weight of the dispersed phase (e.g., 750 m2/g). Clay
layers dispersed at the nanoscale in a polymer matrix act as a reinforcing phase to form
polymer–clay nanocomposites, an important class of organic–inorganic nanocomposites.
These nanocomposites are also referred to as polymer–silicate nanocomposites and or-
ganic–inorganic hybrids. Polymer–clay nanocomposites can drastically improve mechan-
ical reinforcement and high-temperature durability, provide enhanced barrier properties,
and reduce flammability [4–6]. Clays that have a high aspect ratio of silicate nanolayers
are desirable for polymer reinforcement.

Colloid and surface chemistry play important roles in the synthesis of polymer–clay
nanocomposites. Dispersion of clay layers in polymers is hindered by the inherent tendency
to form face-to-face stacks in agglomerated tactoids due to high interlayer cohesive energy.
Nanoscale dispersion of the clay tactoids into individual nanolayers is known as exfoliation
or delamination. Exfoliation is further prevented by the incompatibility between hy-
drophilic clay and hydrophobic polymers. Treatment or functionalization of clay by ad-
sorption of organic molecules weakens the interlayer cohesive energy. Intercalation, i.e.,
penetration of organic molecules into the clay interlayers, increases the compatibility be-
tween clay and polymer matrix. Due to the negative charge on the clay surface, cationic sur-
factants and polymers are commonly used for intercalation. The ion exchange of inorganic
cations in clay galleries by organic cations renders the clay organophilic. Such organoclays
have found large-scale applications for decades in cosmetics, drilling mud, paints, coatings,
inks, and wastewater treatment [7]. There is a growing interest in the surface chemistry of
clays in pursuit of nanocomposite synthesis using specific monomers, prepolymers, and
polymer melts. This chapter provides a review of recent developments in the synthesis and
properties of modified clay and polymer–clay nanocomposites.



II. CLAY STRUCTURE AND DISPERSION IN POLYMER

Clay consists of small crystalline particles made up of aluminosilicates of various compo-
sitions, with possible iron and magnesium substitutions by alkalis and alkaline earth ele-
ments [8–12]. The basic silicon-oxygen unit is a tetrahedron, with four oxygen atoms sur-
rounding the central silicon. The tetrahedra are linked to form hexagonal rings. This pattern
repeats in two dimensions to form a sheet. Aluminum, in combination with oxygen, forms
an octahedron, with the aluminum at the center, and the octahedra link to form a more
closely packed two-dimensional sheet. There are two basic types of clay structures (1:1 and
2:1). Kaolinite is 1:1 type of nonswelling dioctahedral clay. The kaolinite crystal is a sheet
of alumina octahedra sitting on top of a sheet of silica tetrahedra. The apical oxygen atoms
from the silica are shared with the aluminum atoms of the upper layer. The other basic type
of clay is of the 2:1 type (i.e., two sheets of silica to one of alumina or two sheets of silica
to one of magnesium oxide). The two parent materials are pyrophyllite and talc, with alu-
mina and magnesia, respectively, in the central layer.

Clays used in preparing polymer–clay nanocomposites belong to the 2:1 layered
structure type. A member of the 2:1 family, montmorillonite is one of the most interesting
and widely investigated clays for polymer nanocomposites. The structure of montmoril-
lonite consists of layers made up of one octahedral alumina sheet sandwiched between two
tetrahedral silica sheets, as shown in Figure 1 [8]. Stacking of the silicate layers leads to a
regular van der Waals gap between the layers. Approximately one in six of the aluminum
ions in the octahedral layers of montmorillonite is isomorphously substituted by magne-

FIG. 1 Idealized structure of a montmorillonite layer showing two tetrahedral-site sheets fused to
an octahedral-site sheet (2:1 type). (From Ref. 8.)



sium or other divalent ions. The isomorphic substitution renders negative charges that are
counterbalanced by cations residing in the interlayer. Pristine clay usually contains hy-
drated inorganic cations such as Na�, K�, and Ca2�. When the inorganic cations are ex-
changed by organic cations, such as from surfactants and polyelectrolytes, the clay surface
changes from hydrophilic to hydrophobic or organophilic [13,14]. The organic cations
lower the surface energy and decrease the cohesive energy by expanding the interlayer dis-
tance, thus facilitating the wetting and intercalation of monomer or polymer. In addition,
the organic cations may contain various functional groups that react with monomer or poly-
mer resin to improve interfacial adhesion between clay nanolayers and polymer matrix.

Complete dispersion or exfoliation of clay tactoids in a monomer or polymer ma-
trix may involve three steps similar to the dispersion of powders in liquids, as identified
by Parfitt [15]. The first step is wetting the surface of clay tactoids by monomer or poly-
mer molecules. The second step is intercalation or infiltration of the monomer or poly-
mer into the clay galleries, and the third step is exfoliation of clay layers. The first and
second steps are determined by thermodynamics, while the third step is controlled by me-
chanical and reaction driving forces. The dispersion of clay tactoids in a polymer matrix
can result in the formation of three types of composites, as shown in Figure 2. The first
type is a conventional composite that contains clay tactoids with the nanolayers aggre-
gated in un-intercalated face-to-face form. In this case, the clay tactoids are dispersed
simply as a segregated phase, resulting in poor mechanical properties of the composite.
The second type is intercalated polymer–clay nanocomposite, which is formed by the in-
filtration of one or more molecular layers of polymer into the clay host galleries. The last
type is exfoliated polymer–clay nanocomposites, characterized by a low clay content, a
monolithic structure, and a separation between clay layers that depends on the polymer
content of the composite. Exfoliation is particularly desirable for improving specific
properties that are affected by the degree of dispersion and resulting interfacial area be-
tween polymer and clay nanolayers.

FIG. 2 Schematic illustration of three types of polymer–clay composites.



Homogeneous dispersion of clay nanolayers in a polymer matrix provides maximum
reinforcement via distribution of stress and deflection of cracks resulting from an applied
load. Interactions between exfoliated nanolayers with large interfacial area and surround-
ing polymer matrix lead to higher tensile strength, modulus, and thermal stability [4–6].
Conventional polymer–filler composites containing micron-size aggregated tactoids also
improve stiffness, but at the expense of strength, elongation, and toughness. However, ex-
foliated clay nanocomposites of Nylon-6 and epoxy have shown improvements in all as-
pects of thermomechanical behavior. Exfoliation of silicate nanolayers with high aspect ra-
tio also provides other performance enhancements that are not achievable with
conventional particulate composites. The impermeable clay nanolayers provide a tortuous
pathway for a permeant to diffuse through the nanocomposite. The hindered diffusion in
nanocomposites leads to enhanced barrier property, reduced swelling by solvent, and im-
provements in chemical stability and flame retardance.

III. CATION EXCHANGE OF CLAY WITH SURFACTANTS

Industrial applications of organoclays [7,16] have stimulated scientific efforts to understand
the mechanism of surfactant ion exchange and adsorption. The adsorption of cationic sur-
factants onto a homoionic montmorillonite dispersed in water was found to be independent
of the size of hydrophilic head group of cationic surfactants at its natural pH [17]. The
amount of cationic surfactant adsorbed as a monolayer is almost the same as the cationic ex-
change capacity, CEC. The critical coagulation concentrations are also close to CEC. The
completeness of the exchange of inorganic cations by cationic surfactants and the chemical
adsorption stability of surfactant–clay complexes greatly affect the application of organ-
oclays [18,19]. The structure of the adsorption layer of cationic surfactants in the galleries
of swelling clays depends strongly on the initial degree of clay dispersion. Initial conditions
that correspond to a homogeneous dispersion of swelling clay (e.g., Na-saturated clay and
low ionic strength) result in random organic/inorganic cation distribution in the interlayers.
Also, the adsorbed surfactant layer has a loose structure at low organic cation concentration.

Adsorption isotherms and precise calorimetric experiments were used to identify dif-
ferent types of adsorption and quantify the interactions between cationic surfactants and
clay [20,21]. The type of clay and the alkyl chain length of surfactant significantly affect
the amount and the enthalpy of adsorption, which is exothermic. Several models have been
proposed to account for surfactant adsorption on solid surfaces. However, these models
rely on assumptions about the structure of the adsorbed surfactant layer [22–24]. Bohmer
and Koopal [25,26] investigated surfactant adsorption on nonswelling clay surfaces using
a self-consistent lattice model. The model predicts the structure of the adsorbed layers and
a gradual increase in surfactant adsorption with surfactant concentration. Most experimen-
tal data supporting the foregoing models were obtained with nonswelling solids. Swelling
layered clays certainly exhibit some differences in adsorption behavior, because the struc-
ture of the adsorbed surfactant is quite different from that on nonswelling clays. The inter-
calation of surfactant in swelling clays is discussed in the next section.

IV. INTERCALATION OF CATIONIC SURFACTANTS IN CLAY
GALLERIES

The exchange of inorganic cations by organic surfactant ions in the clay galleries not only
makes the organoclay surface compatible with monomer or polymer matrix, but also de-



creases the interlayer cohesive energy by expanding the d-spacing. The orientation of the
surfactant in the galleries depends on its chemical structure and the charge density of the
clay. Increasing the surfactant chain length or the charge density of the clay leads to larger
d-spacing and interlayer volume. The adsorbed organic cations in swelling clays such as
montmorillonites and vermiculites may adopt (after drying) several configurations in the
interlayers. Fourier transform infrared spectroscopy (FTIR), x-ray diffraction (XRD), and
differential scanning calorimetry (DSC) are some techniques used to probe the interlayer
structure and packing of intercalated cationic surfactants [27–29]. Some possible configu-
rations, such as flat monolayer, bilayer, pseudo-trilayer, and inclined paraffin structure, are
shown in Figure 3 [27]. Thus, the molecular environment varies from solidlike to liquid-
like. The surfactant chains adopt a more disordered, liquidlike structure with decreasing
packing density or chain length and with higher temperature. When the surface area per
molecule is within an intermediate range, the chains are not completely random, but retain
some orientation, as in a liquid crystalline state.

Recent modeling has provided further insights into the packing characteristics of the
alkyl chains in intercalated clay. Hackett et al. [30] used molecular dynamics (MD) simu-
lations to investigate properties such as density profiles, pressure, chain configurations, and
trans–gauche conformer ratios. The internal gallery pressure determines the d-spacing of
an organoclay, as shown in Figure 4 for three different clays with varying surfactant length.
A random liquidlike arrangement of chains was preferred for mono-, bis, and psuedo-tri-
layers with d-spacings of 1.32, 1.8, and 2.27 nm, respectively. The MD simulations agreed
well with experimental XRD and FTIR data for intercalated surfactants with chain length
less than 15.

V. SYNTHESIS AND PROPERTIES OF POLYMER–CLAY
NANOCOMPOSITES

There are three general approaches to the synthesis of polymer–clay nanocomposites. In
the first approach, a monomer or precursor is mixed with organophilic clay and followed
by polymerization. This in situ polymerization technique was first developed by the 

FIG. 3 Orientations of alkylammonium ions in the galleries of clay layers with different layer
charge densities. (From Ref. 28.)



Toyota group to make Nylon-6 nanocomposites from caprolactam monomer [31–33]. It has
been applied to several other systems, including epoxies [34–43] and styrene [44,45]. The
monomer intercalates into the galleries and swells the organoclay. For clays modified with
a long-chain surfactant, the galleries swollen by the monomer or precursor show a d-spac-
ing indicative of a paraffin monolayer arrangement, as illustrated in Figure 5. Upon poly-
merization, the clay nanolayers are forced apart and no longer interact through the surfac-
tant chains. Thus, highly exfoliated nanocomposites are formed. In terms of both
experimental results and thermodynamic considerations, this method is most promising for
the synthesis of highly exfoliated nanocomposites. The synthesis and characteristics of
nanocomposites prepared via in situ polymerization of various monomers and precursors
are discussed in Sections V.A and V.B respectively.

The second method of nanocomposite synthesis involves dissolving a polymer in a
solvent, mixing with organophilic clay, and then removing the solvent [14,46–48]. Some

FIG. 4 Experimental (vertical bars) and simulated (symbols) values of the d-spacings for alky-
lammonium-exchanged clay at three different cation exchange capacities (CECs): (a) SWy2 mont-
morillonite, CEC � 0.8 meq/g; (b) AMS montmorillonite (Nanocor), CEC � 1.0 meq/g; (c) fluoro-
hectorite (Dow-Corning), CEC � 1.5 meq/g. (From Ref. 30.)

FIG. 5 Model of alkylammonium-exchanged clay swollen by monomer or polymer precursors
such as styrene, �-caprolactam, and epoxide.



examples of this approach are provided in Section V.C. The third approach is melt interca-
lation and involves heating a mixture of polymer and organophilic clay above the glass
transition or melting temperature [5]. Nylon-6–clay [49] and polypropylene–clay [50]
nanocomposites were also prepared via this approach. The properties of nanocomposites
depend on the compatibility or interaction between the polymer and organophilic clay. A
major difficulty in nanocomposite synthesis is that nonpolar polymers such as polypropy-
lene do not easily intercalate into clay galleries. The synthesis and properties of various
polymer–clay nanocomposites via melt intercalation are briefly described in Section V.D.

A. Polymer–Clay Nanocomposites Synthesized from
Monomers

1. Nylon-6–Clay Nanocomposites

Polymer–clay nanocomposites from monomers were first synthesized by the Toyota group
[31–33]. Inorganic cations were replaced by alkylammonium acids to make the clay sur-
face compatible with the monomer, �-caprolactam. The monomer was polymerized in the
interlayer galleries of modified montmorillonite (MMT) to form Nylon-6–clay hybrids or
nanocomposites. The protonated alkylammonium acidic cations catalyze the intragallery
polymerization of caprolactam, thereby providing a driving force for nanolayer exfoliation
in the resulting composite. Individual silicate layers (less than 1-nm thickness) of mont-
morillonite were completely exfoliated and homogeneously dispersed in Nylon-6 matrix,
as revealed by XRD and transmission electron microscopy (TEM). There were significant
improvements in the properties of Nylon-6–clay nanocomposite containing 4.2 wt.% clay
compared with pure Nylon-6, as shown in Table 1 [33]. The strength increased more than
50%, the modulus doubled, and the heat distortion temperature increased by 80°C com-
pared to pristine Nylon-6. Exfoliated Nylon-6 nanocomposites also demonstrated signifi-
cant improvements in dimensional stability, barrier properties, and flame retardant proper-
ties [51,52]. The enhanced ablative performance of Nylon-6–clay nanocomposites was
also studied [53]. 	 and � crystal forms and amorphous region of Nylon-6–clay nanocom-
posites were observed by solid-state nuclear magnetic resonance [54]. The mechanisms be-
hind drastic improvements in the performance of nanocomposites such as Nylon-6 are still
unclear. More significantly, Nylon-6 nanocomposites are being used in under-the-hood ap-
plications in the automobile industry [55]. Nylon-6–clay nanocomposites were also pre-
pared by melt intercalation [49], as discussed later.

TABLE 1 Mechanical and Thermal Properties of Nylon-6 and Nylon-6–Clay
Nanocomposites

Property Nanocomposite Nylon-6

Tensile modulus (GPa) 2.1 1.1
Tensile strength (MPa) 107 69
Heat distortion temperature (&C) 145 65
Impact strength (kJ/m2) 2.8 2.3
Water adsorption (%) 0.51 0.87
Coefficient of thermal expansion (x,y) 6.3 � 10�5 13 � 10�5

Source: Ref. 33.



2. Poly(�-caprolactone)–Clay Nanocomposites
Poly(�-caprolactone)– clay nanocomposites were prepared via in situ polymerization of �-
caprolactone in the presence of treated clay containing chromium [56] and protonated 12-
aminododecanoic acid [57] ions. Poor intercalation was observed with the inorganic cation.
However, the surfactant cation allowed swelling of the galleries at 170°C and also cat-
alyzed the polymerization in the layers. The barrier properties of poly(�-caprolactone)–clay
film prepared by casting were studied by monitoring the adsorption of water. The perme-
ability decreased linearly with clay loading, as shown in Figure 6 [57]. The relative per-
meability of the nanocomposite film was reduced to 0.2 with less than 5% clay by volume.

3. Polystyrene–Clay Nanocomposites
Several attempts to prepare polystyrene–clay nanocomposites are reported in the literature.
The primary technique used is impregnating clay in styrene monomer, followed by poly-
merization. The hydrophilic nature of untreated clay impedes its homogeneous dispersion
in styrene. Either no change or a slight expansion of the d-spacing of clay galleries was re-
ported in early studies by Friedlander and Grink [58] and Blumstein [59]. Recently, Cu��-
exchanged hectorite was used to catalyze the oxidation of styrene in clay [60]. However,
the technique did not work, probably due to the lack of styrene intercalation into clay. The
intercalation of polystyrene (PS) was achieved in stearyltrimethyl ammonium cation–ex-
changed MMT by Kato et al. [61].

Akelah and Moet [62] followed a modified approach to prepare PS–clay intercalated
nanocomposites using a solvent to facilitate intercalation. MMT was ion exchanged using
a polymerizable surfactant, vinylbenzyltrimethylammonium chloride. Acetonitrile was
found to be the most effective solvent, producing a d-spacing of 2.45 nm versus 2.22 and

FIG. 6 Relative permeability (Pc/Po) vs volume fraction of clay for poly(�-caprolactone)–mont-
morillonite nanocomposites. (From Ref. 57.)



18.1 nm for acetonitrile–THF and acetonitrile–toluene mixtures, respectively. Doh and
Cho [63] prepared PS-MMT intercalated nanocomposites by directly mixing styrene with
organoclay followed by in situ polymerization. The resulting nanocomposites exhibited
higher thermal stability compared with virgin PS or PS/pristine-MMT microcomposite.
The PS nanocomposite obtained with organoclay containing benzyl-units exhibited the best
thermal stability. Weimer et al. [64] prepared PS–clay nanocomposites by anchoring a liv-
ing free-radical polymerization initiator inside the clay galleries, followed by intercalation
and polymerization of styrene. Noh and Lee [65] used an emulsion polymerization tech-
nique to prepare PS–clay nanocomposites with enhanced thermal properties.

Fu and Qutubuddin [44,45] synthesized highly exfoliated PS–clay nanocomposites
via in situ polymerization of styrene and reactive organoclay. A representative TEM mi-
crograph is shown in Figure 7 [45]. The organoclay was prepared by cationic exchange
with vinylbenzyldimethyldodecylammonium chloride (VDAC). VDAC-functionalized
clay has a d-spacing of 1.92 nm, compared to 0.99 nm for pristine MMT. VDAC-MMT
swells in styrene more than other functionalized clays [44]. Thus, gelation was observed
when only 3 wt% of organoclay was dispersed in styrene. The storage modulus of the
nanocomposite was higher, depending on the loading of clay, as illustrated in Figure 8 [44].
Exfoliated PS nanocomposites also exhibit a higher thermal degradation temperature than
pristine PS. VDAC can copolymerize with styrene; thus the covalent bonding between PS
and clay improves the interfacial strength.

B. Polymer–Clay Nanocomposites Synthesized from
Precursors

1. Epoxy–Clay Nanocomposites

Epoxy–clay nanocomposites from epoxide precursors have been investigated by research
groups at Michigan State University [34–40], Cornell University [41], and Case Western
Reserve University [42,43]. In general, the synthesis is similar to that of Nylon-6 and PS

FIG. 7 TEM of polystyrene–montmorillonite nanocomposite. (From Ref. 45.)



described earlier, but with the additional need for a curing agent. First, the clay is rendered
hydrophobic by cationic exchange with appropriate surfactant molecules. Next, the organo-
clay is dispersed in a mixture of epoxy resin and curing agent. Finally, the temperature is
increased to cure the resin. Acidic onium ions catalyze intragallery polymerization at a rate
that is comparable to extragallery polymerization. The relative rates of reagent intercala-
tion, chain formation, and network cross-linking have an important effect on the initial
gelation and final curing of epoxy–clay exfoliated nanocomposite [39]. Aliphatic amine,
aromatic amine, anhydride, and catalytic curing agents have been investigated to form an
epoxy composite with broad glass transition temperature, Tg. The thermomechanical prop-
erties of epoxy nanocomposites show dramatic improvements, particularly in the rubbery
state [35]. Figure 9 illustrates how different loadings of exfoliated silicate nanolayers im-
prove the modulus and strength of elastomeric matrix [35]. The dynamic storage modulus
of epoxy nanocomposite containing 4 vol% clay was approximately 58% higher in the
glassy region and 450% higher in the rubbery plateau region, compared to the pristine
epoxy [41]. Different modifications of clay result in variations in the Tg of epoxy nanocom-
posites obtained with the same curing agent [41,43]. Recently, Massam and Pinnavaia [40]
demonstrated that clay nanolayers reinforce glassy epoxy matrix under compressive strain,
as shown in Figure 10 [40]. The clay nanolayers also enhance the dimensional stability,
thermal stability, and solvent resistance of glassy epoxy matrix.

2. Polyurethane–Clay Nanocomposites
Based on the behavior of epoxy–clay nanocomposites, Wang and Pinnavaia [66] obtained
effective reinforcement of polyurethane by alkylammonium-exchanged MMT. Swelling of
the organoclays by polyols commonly used in polyurethane as chain extenders or cross-
linkers was a function of the surfactant chain length (carbon number � 12), but indepen-
dent of polyol MW or cation exchange capacity of the clay. In situ polymerization of
polyol-isocyanate precursor–organoclay dispersions produced nanocomposites containing
intercalated clay (~5-nm d-spacing) in cross-linked polyurethane matrix. The nanolayers

FIG. 8 DMA scans of polystyrene and 7.6 wt% VDAC-MMT polystyrene nanocomposites. (From
Ref. 45.)



increased both the strength and toughness of the elastomeric nanocomposite, as illustrated
in Figure 11 [66].

3. PDMS–Clay Nanocomposites
Mark [3] reported reinforcement of poly(dimethylsiloxane) (PDMS) by precipitating silica
nanoparticles as a highly dispersed phase in the elastomer. Burnside and Giannelis [67] ex-
plored an alternative method of synthesizing PDMS nanocomposites using clay.
Dimethylditallow ammonium–exchanged MMT was mixed with silanol-terminated
PDMS (MW � 18,000) and then cross-linked with tetraethylorthosilicate in the presence
of tin octoate as catalyst. Interestingly, the XRD peak for organoclay disappeared when a
small amount of water (about 0.5 wt%) was added, as shown in Figure 12 [67]. MMT
treated with other organic surfactants, such as benzyldimethyloctadecylammonium, did not

FIG. 9 Dependence of tensile strength and modulus on clay loading for epoxy-CH3(CH2)17NH3
�-

montmorillonite nanocomposites. (From Ref. 35.)



result in intercalation by PDMS prepolymers. The nanocomposite obtained with
dimethylditallow ammonium clay showed increased thermal stability and reduced solvent
uptake compared with conventional PDMS composites containing kaolin or carbon black
as filler.

4. Rubber–Clay Nanocomposites
Rubber–clay nanocomposites are particularly attractive for potential applications where
enhanced barrier properties are desired. Organoclays for rubber intercalation were prepared

FIG. 10 Compressive (a) yield strength and (b) moduli for the pristine epoxy polymer and the ex-
foliated epoxy–clay nanocomposites prepared from three different kinds of organomontmorillonites.
(From Ref. 40.)

FIG. 11 Stress–strain curves for (a) a pristine polyurethane elastomer; (b) a polyurethane–clay
nanocomposite prepared from organomontmorillonite (5 wt%). (From Ref. 66.)



via cation exchange with a protonated form of amine-terminated butadiene acrylonitrile
copolymer (ATBN) [68,69]. Nanocomposites were prepared by mixing the ATBN-inter-
calated clay with nitrile rubber under cross-linking (vulcanizing) conditions. The perme-
abilities of hydrogen and water vapor for the rubber–clay nanocomposites decreased by
about one-third relative to the pristine nitrile rubber [68]. TEM results indicate that the clay
nanolayers are exfoliated in the rubber matrix [69].

C. Polymer–Clay Nanocomposites Synthesized from Polymer
Solution

It is well known that water-soluble polymers easily intercalate into clay galleries in aque-
ous suspension. A comprehensive review of the formation and properties of clay–polymer
complexes is provided by Theng [14]. Recent interest has focused on the blending of organ-
oclay with polymers dissolved in organic solvents. Ogata et al. [46] investigated poly(ethy-
lene oxide) (PEO) mixed with distearyldimethylammonium-exchanged organoclay in chlo-
roform. After the chloroform was evaporated, 100-�-thick films were obtained. The
organoclay accelerated the crystallization of PEO and induced a preferred orientation of the
polymer. Poly(l-lactide)–clay [47] and poly(e-caprolactone)–clay [48] composite films
were also prepared by solvent casting.

Polyimide–clay nanocomposites constitute another example of the synthesis of
nanocomposite from polymer solution [70–76]. Polyimide–clay nanocomposite films were
produced via polymerization of 4,4-diaminodiphenyl ether and pyromellitic dianhydride
in dimethylacetamide (DMAC) solvent, followed by mixing of the poly(amic acid) solu-
tion with organoclay dispersed in DMAC. Synthetic mica and MMT produced primarily
exfoliated nanocomposites, while saponite and hectorite led to only monolayer intercala-
tion in the clay galleries [71]. Dramatic improvements in barrier properties, thermal stabil-
ity, and modulus were observed for these nanocomposites. Polyimide–clay nanocompos-
ites containing only a small fraction of clay exhibited a several-fold reduction in the

FIG. 12 X-ray diffraction patterns of poly(dimethylsiloxane)–clay nanocomposites prepared from
dimethyl ditallowammonium–exchanged montmorillonite as a function of the weight ratio of water
to silicate. (From Ref. 67.)



permeability of small gases, e.g., O2, H2O, He, CO2, and ethyl acetate vapor. For example,
at 2 wt% loading of synthetic mica, the permeability coefficient of water vapor decreased
an order of magnitude relative to pristine polyimide [71]. At a given loading, the perme-
ability decreased with increasing platelet aspect ratio, as shown in Figure 13. Also, the co-
efficient of thermal expansion decreased with increasing nanolayer aspect ratio (hectorite
46, saponite 165, montmorillonite 218, synthetic mica 123). Tyan et al. [73,74] used clay
modified with p-phenylenediamine to synthesize polyimide–clay nanocomposites. A 2.5-
fold increase in the modulus of nanocomposite film was obtained as compared to pristine
polyimide. The imidization temperature and duration were reduced dramatically [73]. For
instance, when 2 wt% organoclay was dispersed in the poly(amic acid), the imidization
temperature was lowered by 50°C (250°C versus 300°C) for complete imidization. In ad-
dition, the imidization time at 250°C was reduced to 15 minutes with 7 wt% organoclay.

The polymer solution approach was also used to prepare polyurethane–clay
nanocomposites [77]. 12-Aminolauric acid and benxidine ion–exchanged organoclays and
polyurethane were mixed in dimethylformamide solvent. After degassing of the mixture
and removal of solvent at 80°C, an elastic nanocomposite film was obtained. Exfoliation of
polyurethane–clay nanocomposites was indicated by XRD and TEM. The tensile strength
and elongation were significantly enhanced, while water absorption decreased.

D. Polymer–Clay Nanocomposites Synthesized via Melt
Intercalation

Vaia and coworkers [78–81] prepared intercalated PS–clay nanocomposites via polymer
melt intercalation using long-chain primary and quarternary alkylammonium–exchanged
clays. The organoclay was mixed with commercially available PS at a temperature above
the Tg via melt processing. The diffusion of PS into the clay galleries is slow and depends
on many factors, including polymer molecular weight (MW), processing temperature, sur-
factant properties, and interactions between the polymer and the organoclay. Hasegawa et
al. [82] used organoclay obtained via ion exchange with protonated amine–terminated PS

FIG. 13 Reduction of the relative permeability coefficient is dependent on the clay platelet aspect
ratio in the system of polyimide–clay hybrid with water vapor as the permeate. Each hybrid contains
2 wt% clay. The aspect ratios for hectorite, saponite, montmorillonite, and synthetic mica are 46,
165, 218, and 1230, respectively. (From Ref. 71.)



of different molecular weights (Mn � 121 and 5800 g/mol) to prepare nanocomposite by
melt intercalation. Individual platelets (1 nm thick and 600 nm long) were obtained only
with applied shear during melt compounding of clay modified with PS of high MW [82].
This result demonstrates that mechanical driving force is important for exfoliation of clay
in a polymer melt. Exfoliated PS–clay nanocomposites were prepared by melt-blending a
styrene-vinyloxazoline copolymer with organophilic clay [83]. The silicate layers were ex-
foliated and dispersed homogeneously at the nanometer level. The moduli of the nanocom-
posites were higher than that of PS copolymer.

Nylon-6–clay nanocomposites were also prepared by melt intercalation process [49].
Mechanical and thermal testing revealed that the properties of Nylon-6– clay nanocom-
posites are superior to Nylon. The tensile strength, flexural strength, and notched Izod im-
pact strength are similar for both melt intercalation and in situ polymerization methods.
However, the heat distortion temperature is low (112°C) for melt intercalated Nylon-
6–nanocomposite, compared to 152°C for nanocomposite prepared via in situ polymeriza-
tion [33].

Polypropylene (PP) is one of the most widely used polyolefin polymers. The
platelet form of talc has been used as filler for PP for several decades. PP composites
containing talc filler exhibit improved stiffness, dimensional stability, and heat distortion
characteristics. Preparation of PP–clay nanocomposites is difficult, since PP lacks polar
groups in its backbone. PP modified with polar groups was used for intercalation into
clay galleries, followed by melt-compounding of organoclay with bulk PP to prepare
nanocomposites [84–87]. Only a limited degree of clay exfoliation was observed by this
approach. Another disadvantage of this method is the use of an organic solvent to facili-
tate the intercalation of modified PP into clay galleries. An alternative method was de-
veloped later by the Toyota research group [50,88,89]. A mixture of maleic anhy-
dride–modified PP oligomer, homo-PP, and stearylammonium-exchanged MMT was
melt-blended to obtain PP–clay nanocomposites. A larger fraction of clay layers was ex-
foliated, as shown by x-ray diffraction. The hydrolyzed maleic anhydride PP intercalated
into the organoclay, expanding the galleries, and facilitating further intercalation by
homo-PP. Interestingly, the density of maleic anhydride groups has a significant effect on
the final morphology and properties of the nanocomposite. The nanocomposites exhibit
improved storage moduli compared to pristine PP in the temperature range from Tg to
90°C. The impact of clay nanolayer reinforcement in PP nanocomposites is not as dra-
matic as in Nylon-6, probably due to lower degree of exfoliation, weaker interfacial ad-
hesion between polymer matrix and clay nanolayers, and the introduction of a large
amount of oligomer.

Silanol-terminated PDMS and hexadecyltrimethylammonium-exchanged clay were
used to prepare PDMS–clay nanocomposites via melt intercalation [90]. The melt interca-
lation nanocomposites did not achieve as high a reinforcement as the aerosilica silicone hy-
brid, but the nanocomposite formed from solution had a nearly identical reinforcing effect
on tensile strength as the aerosilica composite.

Poly(styrene-b-butadiene) copolymer–clay nanocomposites were prepared from
dioctadecyldimethyl ammonium–exchanged MMT via direct melt intercalation [91].
While the identical mixing of copolymer with pristine montmorillonite showed no interca-
lation, the organoclay expanded from 41 to 46 Å, indicating a monolayer intercalation. The
nanocomposites showed an increase in storage modulus with increasing loading. In addi-
tion, the Tg for the polystyrene block domain increased with clay content, whereas the
polybutadiene block Tg remained nearly constant.



E. Other Polymer–Clay Nanocomposite Systems

Other advancements in polymer–clay nanocomposites have included organoclay–liquid
crystal nanocomposites that show a unique light-scattering effect controlled by electric
field, temperature change, or shearing [92–94]. Poly(ethylene terephathalate) (PET) – clay
intercalated nanocomposites showed three times faster crystallization rate than that of pris-
tine PET, and the heat-distortion temperature (HDT) was 20–50°C higher than the pristine
PET [95]. Poly(methylmethacrylate)–clay nanocomposites were prepared via the emulsion
polymerization approach and showed a higher glass transition temperature [96].

VI. THERMODYNAMICS OF INTERACTIONS BETWEEN
POLYMER AND ORGANOCLAY

As described in Section V, organoclays suitable for polymer–clay nanocomposites have
been reported for several systems, including 2-caprolactam [31–33], epoxies [34–36], and
styrene [44,45]. The selection of an organoclay for a given polymer or the modification of
a polymer for a specific organoclay is primarily empirical, as evident in this review. The
surface polarities of the monomer or precursor and the clay should be similar in order to
fully wet and intercalate into clay galleries. Furthermore, specific chemical reactions may
play an important role. For instance, in Nylon-6 and epoxy–clay systems, protonated alkyl
amine cations can catalyze reaction relative to the bulk polymer, providing a driving force
for nanolayer exfoliation. In exfoliated PS nanocomposites [44,45], an important feature is
that the cationic surfactant has a vinybenzyl functional group that copolymerizes with
styrene monomer.

Complete exfoliation of clay nanolayers in nanocomposites yields the highest degree
of reinforcement. The layers persist with a repeating stacking pattern in intercalated
nanocomposites. Incomplete dispersion of the reinforcing phase reduces the interfacial
contact between the polymer and clay, creating domains of pure polymer. This limits stress
transfer through the composite, giving comparatively less than optimal reinforcement.
Thermodynamic modeling of interactions between organoclay and polymer and the pre-
diction of organoclay performance are reviewed next.

Thermodynamics is an important issue that can guide the design of an organoclay and
predict the formation of polymer–organoclay nanocomposites. A successful thermody-
namic model should be able to address questions such as why certain polymer–clay sys-
tems favor intercalated nanocomposites, some form exfoliated nanocomposites, and yet
others result in immiscible conventional macro-composites. The formation of po-
lymer–clay nanocomposites or hybrids is affected by the packing density and chain length
of the surfactant in the organoclay, the charge density of the clay, specific groups on the
polymer, and the type of bonding at the polymer/clay interface (i.e., hydrogen,
dipole–dipole, van der Waals, or covalent). Vaia and Giannelis [97,98] developed a mean-
field, lattice-based thermodynamic model to delineate the factors favoring intercalated ver-
sus exfoliated nanocomposites prepared via polymer melt intercalation. Interplay of en-
tropic and energetic terms dictates the outcome of polymer intercalation. Free-energy
values and their dependence on energetic and entropic terms determine three possible equi-
librium states: immiscible, intercalated, and exfoliated. The thermodynamic calculations
suggest that the entropic penalty of polymer confinement is compensated by the increased
conformational freedom of the surfactant chain as the layers separate. When the total en-
tropy change is small, small changes in the system’s internal energy will determine if in-
tercalation is thermodynamically possible, as illustrated in Figure 14 [97]. However, com-



FIG. 14 h �sv
polymer, h �sv

chain, h �sv as a function of the change in gallery height for an arbitrary
polymer and a silicate functionalized with octadecylammonium groups. (From Ref. 97.)

plete exfoliation depends on the existence of very favorable polymer–organoclay interac-
tions to overcome the penalty of polymer confinement.

Lyatskaya and Balazs [99] developed a free-energy expression for a mixture of poly-
mer and solid, thin disks to model the phase behavior of polymer–clay composites. The
phase diagrams for polymer–clay mixtures were constructed by minimizing the free energy
and calculating the chemical potentials. The calculations indicate that favorable mixing of
polymer and disks like clay is controlled through a balance of the effects of the polymer-
ization number (N) and the Flory–Huggins interaction parameter, �. In particular, an in-
crease in N requires a decrease in � to maintain thermodynamic stability of the mixture.
Both numerical and analytical self-consistent field (SCF) calculations were also used to
study the interactions between two closely spaced clay surfaces and the surrounding poly-
mer [100–102]. Initially, the polymer has to intercalate into the clay galleries from an outer
edge and then diffuse toward the center of the galleries. The SCF calculations and the phase
diagrams suggest that the polymer and sheets are immiscible for � � 0 [99,100]. Intercala-
tion is predicted when � is substantially negative, i.e., the polymer and surface experience
an attractive interaction, as illustrated in Figure 15 [100]. As the polymer diffuses through
the energetically favorable gallery, it maximizes contact with the two confining layers.
However, the real phase behavior and morphology of the mixture are affected by the ki-
netics of the polymers penetrating the gallery. In effect, the polymer “glues” the two sur-
faces together as it moves through the interlayer. This “fused” condition could represent a
kinetically trapped state; consequently, increasing the attraction between the polymer and
clay sheets would only lead to intercalated, rather than exfoliated, structure [100]. Further
work is needed to verify the predictions of the models proposed by Vaia and Giannelis
[97,98] and Balazs and coworkers [99–102].

polymer
v

chain
v v



VII. CONCLUDING REMARKS

Clays functionalized via ion exchange with cationic surfactants have been successfully
used to prepare polymer–clay nanocomposites. Organoclay nanolayers exfoliated in poly-
mer matrix can dramatically improve mechanical reinforcement, thermal and chemical sta-
bility, barrier properties, etc. The replacement of inorganic cations in clay galleries by
cationic surfactant molecules not only renders the clay organophilic but also expands the
interlayer distance and lowers the cohesive energy between nanolayers. The wetting and in-
tercalation of a monomer or a polymer is determined by the surface chemistry, in particu-
lar, the difference in polarity of the surface of organoclay and the polymer matrix. Thus, a
major difficulty in the synthesis of new polymer nanocomposites is the compatibility of the
organoclay surface with the polymer, particularly if it is hydrophobic. The interfacial ad-
hesion between polymer and clay is very important for the reinforcement, due to the
tremendous surface area of clay nanolayers.

Three main approaches for the synthesis of polymer–clay nanocomposites are de-
scribed in this chapter. In situ polymerization of the monomer or polymer precursor seems
to be most effective in achieving exfoliation of the clay nanolayers. In specific cases,
cationic surfactants used for functionalization of clay can also catalyze intragallery poly-
merization reactions or form copolymer with a monomer that facilitates exfoliation of
nanolayers in the polymer matrix. Thermodynamic calculations also predict that increasing
the affinity between polymer matrix and organoclay is an effective way to prepare exfoli-
ated nanocomposites. The melt processing of mixtures of organoclay, oligomer (compat-
ablilizer), and hydrophobic polymers such as polypropylene is an attractive approach for
the synthesis of nanocomposites.

As reflected in this chapter, most of the published literature on polymer–clay
nanocomposites focuses on synthesis and characterization. Future work should address is-

FIG. 15 Free energy per unit area as a function of surface separation for five different values of �.
The parameters are Ngr � 25, % � 0.04, N � 100, and �surf � 0. The cartoon on the left shows the
reference state, where the grafted chains form a melt between the surfaces. In the cartoon on the right,
the surfaces are separated by polymers that have localized between the interfaces. (From Ref. 100.)



sues such as novel applications, scale-up, and industrial processing of nanocomposites, in-
cluding control of rheology, morphology, and specific performance. Fundamental research
is needed to improve the understanding of the mechanisms of exfoliation, interfacial adhe-
sion, and overall reinforcement. New synthesis methods and models for the prediction of
nanocomposite formation and properties are obviously desirable.
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