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Preface

The history of the liquid-liquid interface on the earth might be as old as that of the
liquid. It is plausible that the generation of the primitive cell membrane is responsible
for an accidental advent of the oldest liquid interfaces, since various compounds can
be concentrated by an adsorption at the interface. The presence of liquid-liquid interface
means that real liquids are far from ideal liquids that must be miscible with any kinds
of liquids and have no interface. Thus it can be said that the non-ideality of liquids
might generate the liquid-liquid interface indeed and that biological systems might be
generated from the non-ideal interface. The liquid—liquid interface has been, therefore,
studied as a model of biological membrane.

From pairing two-phases of gas, liquid and solid, nine different pairs can be obtained,
which include three homo-pairs of gas—gas, liquid-liquid and solid—solid pairs. The
gas-gas interface, however, is practically no use under the ordinary conditions. Among
the interfaces produced by the pairing, the liquid-liquid interface is most slippery and
difficult to be studied experimentally in comparison with the gas—liquid and solid—liquid
interfaces, as the liquid-liquid interface is flexible, thin and buried between bulk liquid
phases. Therefore, in order to study the liquid-liquid interface, the invention of innovative
measurement methods has a primary importance.

At the liquid-liquid interface, completely different properties of water and organic
phases can be met in the two-dimensional boundary with a thickness of only 1 nm. In
practical two-phase systems with highly miscible components, however, the formation
of nano- and micro-droplets at the interfacial nano-region is suggested. The structural
and dynamic properties of molecules at the interface are the most important subject in the
study of physics and chemistry at the interface. The solution theory of the liquid—liquid
interface has not been established yet, though the molecular dynamics simulations have
been developed as a useful tool for depicting the molecular picture of the solvent and
solute molecules in the interfacial region.

The adsorption of reactant molecules at the interface significantly affects the overall
reaction rate in the two-phase system by the catalytic function of the interface. The liquid—
liquid interface itself is a unique catalyst with such a flexible adsorbed area, which can
be expanded or shrunk easily only by stirring or shaking. The increase of the adsorbed
reactant molecules results in the promotion of reaction rate and the product will be
extracted into the organic phase depending on its hydrophobicity.
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The accumulation of solute molecule at the interface is ready to produce assemblies
or aggregates at the interface with somewhat oriented structure. Molecular network and
two-dimensionally stacked compound can be produced at the interface. These aggregates
exhibit molecular recognizing ability very often. Studies of these functions are very im-
portant to understand the role of biological membrane and protein—-interface interaction
at the membrane.

This book is intended to make clear the front of the state-of-the art of the nanochem-
istry of the liquid-liquid interface. The plan to make this book had started from the
discussion with Mr. Kenneth Howell of Kluwer Academic Publishers just after the Sym-
posium on “Nano-Chemistry in Liquid-Liquid Interfaces” at the Pacifichem 2001 held in
Hawaii. In the year of 2001, the Scientific Research on Priority Areas “Nano-Chemistry at
the Liquid-Liquid Interfaces” (2001-2003) was approved by the Ministry of Education,
Culture, Sports, Science and Technology of Japan. So, it will be timely to review some
important studies accomplished in the project and to learn more about the liquid-liquid
interfacial science by inviting outstanding researchers through the world as authors.

The title of this book is Interfacial Nanochemistry, but almost all the chapters are
devoted to the research of the liquid-liquid interface and the unique chemistry at the
interface. In spite of its being the most important interface for our biological world, we
have the least knowledge about it. It might be our great pleasure if our readers could find
any new concepts on the physical and chemical functions of the liquid-liquid interface
in this book. I sincerely wish readers to improve their knowledge on the liquid-liquid
interface and to produce any new ideas for the research or application of the liquid—liquid
interface.

I would like to express my sincere thanks to the authors for submitting their worthy
accomplishment and to the members of the Scientific Research of Priority Areas “Nano-
Chemistry at the Liquid-Liquid Interfaces” for cooperating to build the new field of
Interfacial Nanochemistry. I am deeply indebted to Dr. Hideo Akaiwa, a president of
Gunma University, and Professor Fumiyuki Nakashio of Sojyo University for the success
in our project. I also thank Mr. Kenneth Howell for his kind encouragement to produce
this book, and Ms. Keiko Kaihatsu for her efforts on editing the manuscripts. This
work was in part supported by the Ministry of Education, Culture, Sports, Science and
Technology of Japan.

Hitoshi Watarai
Osaka, Japan
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1

Second Harmonic Generation
at Liquid/Liquid Interfaces

Jeremy G. Frey
School of Chemistry, University of Southampton, Southampton, UK

1.1. INTRODUCTION

Processes occurring at the interface between two immiscible liquids underlie many
important phenomena in chemistry and biology, including liquid extraction, liquid chro-
matography, phase transfer catalysis, membrane processes and drug delivery. Under-
standing the role of structure and dynamics of these interfaces on adsorption to, solvation
at and transfer across the interface is of direct relevance to these physicochemical pro-
cesses. The study of such interfaces by macroscopic measurements such as surface
tension while yielding significant information on the interfacial properties cannot yield
microscopic or molecular detail. The non-linear optical techniques of second harmonic
generation (SHG) and sum frequency generation (SFG) have been useful in probing the
liquid/liquid interface.

SHG is a coherent process and in principle the experimental system needed to
observe the response is very simple. The fundamental radiation from a laser source
incident at an interface generates the harmonic beam via non-linear polarization of
the medium. Typically, this beam is observed in reflection, but many studies have been
undertaken in total internal reflection and transmission geometries. As the harmonic beam
is well separated from the fundamental in frequency, it can be detected; the difficulties
arise due to the inherent inefficiency of the harmonic generation and the low intensities
that need to be detected. The sensitivity and selectivity of SHG to the interfacial species in
the presence of the same species in the bulk phase provides the driving force to overcome
these experimental difficulties.

There are several reviews of interfacial SHG which cover the theory and applications
of SHG in general and describe some applications to the liquid/liquid interface [1-5].
In particular, the chapter by Brevet and Girault on Second Harmonic Generation at
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Liquid/Liquid Interfaces [6] is an excellent discussion of the topic. In this review I will
focus on a number of different examples of the application of SHG to liquid/liquid studies
mainly from my own research group.

1.2. SHG THEORY

The SHG signals arise from the second-order polarization P® induced in a non-
centrosymmetric medium by the electric field E(w) of the incident fundamental radiation
given by the tensor equation

P? (w) = g0xPE (0)E (») (1)

where X,(,Z;Z is the third rank tensor expressing the second-order surface susceptibility of

the material. In a centrosymmetric medium, no second-order polarization is possible in
the dipole approximation. At an interface, the inversion symmetry is broken and a dipole
contribution to P? is allowed. The polarization at the interface is usually treated as a
sheet of thickness much smaller than the wavelength of light. This polarized sheet gives
rise to the harmonic wave generated in reflection or transmission, with the propagation
directions being defined by conservation of momentum.

Equation (1) does hide some of the complexities as it emphasizes the local response,
but the non-local terms can be significant and, for example, higher order quadroplar terms
and terms involving the electric field gradient or magnetic terms lead to contributions
to the SHG signal from the bulk. These terms all involve a derivative of the electric
field vector. For most materials the magnetic terms are not significant and the elec-
tric quadrupole term provides the main contribution from the bulk. If SHG studies are
extended to ferroelectric fluids, the magnetic term may need to be included.

The intensity I(2w) of the SHG signal observed from an interface between two
isotropic bulk phases illuminated with fundamental radiation of intensity /() is given
by [7]

327[3602 V€1 (20))
et e(w) (eQQw) — £12w) sin’ 6; 2w)) )

le20) - X - e(w)e(w)]*I*(w)

IQw) =

where e(w) and e(2w) are the polarization vectors for the fundamental and harmonic
beams and include the appropriate combination of Fresnel factors. The refractive indices
and permittivities &;, are defined for each layer of the three-layer model (Figure 1.1)
and 8, is the angle of reflection of the harmonic beam in the upper layer. As written,
Equation (2) applies when the permittivities are real and a more general expression is
given by Brevet [7]. As explained by Brevet (chapter 7), for the three-layer model it is
the real parts of the permittivity that are significant for the leading terms in Equation (2),
though the full complex quantities are involved in the calculation of the Fresnel factors.

For an isotropic (in-plane) interface, only four of the tensor components, xzzz,
Xzxx»> Xzxz and xxyz where Z is the normal to the interface, contribute to the observed
harmonic signal. The electric field of the S(ng) and P(ng) polarized components of
the harmonic beam as a function of the linear polarization angle (y) of the fundamental



SECOND HARMONIC GENERATION AT LIQUID/LIQUID INTERFACES 3

L R R R IR R
H
H

Liquid 2 i

FIGURE 1.1. Layer model with the pernittivity associated with each layer. The upper bulk phase is region 1
and the lower bulk phase surrounding the interface is region 2. The interface is considered as a microscopically
thin region between the two bulk phases. In general, for a liquid/liquid or liquid/solid interface, dispersion
may be significant and the reflection angle for the harmonic will differ slightly from the angle of incidence
of the fundamental.

wave (assuming a pure linear poldrization) are given by

E3, = S (@i xxzx sin 2y + as xxyz ¢os’ y) A3)
£P g [ @xxzx + asXaxx + auXzzz) cos’ y + @
20 7 "\ asxzxx si’ ¥ — @ xxyz sin 2y

The xxyz component is only non-zero for chiral surfaces; the value of yxyz for two
enantiomers will be equal in magnitude but opposite in sign. As the tensor components
can be complex quantities (especially near résonance), the harmonic wave can be el-
liptically polarized even for a linearly polarized fundamental, just as in conventional
ellipsometry. This results in a variety of interesting effects of non-linear optical activity
being observable in SHG [8-13]. The majority of observations of this type have been
made oh chiral films [14,15].

The a; coefficients are combinations of Fresnel factors relating the electric fields
in the interfacial region to the external field and they depend on the exact model for
the interface chosen. For the second harmonic ‘¢alculations, a simple three-layer model
(Figure 1.1) is typically used. The non-linear region is the thin layer between bulk im-
mersion medium layers. It is important to realize that this layer is assumed always to
be vanishing thin, being on the order of the molecular diménsion of the target, because
thicker assemblies of molecules are usually centrosymmetric and do not generate even
harmonics. The second harmonic calculations therefore assume that there is no signif-
icant light interference in this layer, although thére is reflection at its upper and lower
boundaries. This is in contrast to macroscopic layered structures often investigated by
linear ellipsometry, where interference effects within the layer can contribute dominantly
to the overall polarization changes.

In the absence of chiral effects it is often convenient to fit the polarization data, in the
first instance, to the phenomenological equations (5) and (6) that describe the expected
shape of the polarization behaviour [16). For the P-polarized harmonic intensity, {p is
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given by
Ip = |Acos’ y + Bsin’ y|? (5)
and for the S-polarized harmonic intensity, Is is given by
Is = |Csin2y|? (6)

where y = 0° corresponds to P-polarized and y = 90° to S-polarized fundamental fields.
The parameters A, B and C, which may be complex, are linear combinations of the
components of the second-order susceptibility, x tensor, and the non-linear Fresnel
coefficients, a;, This allows the initial model to be fit without the concern of the often
unknown interfacial refractive index that is required to evaluate the Fresnel coefficients,
a;. More details of this procedure and the model-dependent assumptions used in the data
analysis are discussed later.

The additional terms that need to account for the main non-local effects include the
effects of the field gradient at the interface. Following Brevet [7] we can write

P? = x*EE + y V[EE] — V[x,]EE )

Fortunately these terms can be cast into the same form as the surface dipole sus-
ceptibility giving effective surface tensor components which are given by

X)i(n)gface = Xz + Xsnz
= Xxxz X%XZ'E‘S(CZ)_)) — X0z 682 ((ww) ) )

e = Xz + Xy
st X%ZX:T((C‘:}) B ngzx% ©)

XDore = X5x + Xy
= ot (n nglxx)% - (2 + x5) ;((‘2) (10)

where the superscript s specifically indicates the dipole surface terms and eff the effective
surface contribution of the bulk quadruple and gradient terms.

As pointed out by Brevet and Girault [17], this analysis shows that the discussion of
SHG data from liquid/liquid interfaces must be cognisant of the possible contributions
from the bulk and from field gradients at the interface. However, in the liquid/liquid case,
the changes in optical constants from one bulk phase to the other will normally be less
marked than that observed in air/liquid experiments. Of course in the limit of the same
optical constants for the two phases, there would be no gradient effects but there would
also be no reflection.

In order to extract information on the molecular orientation distribution, the rela-
tionship between the macroscopic surface susceptibilities and the molecular hyperpo-
larizabilities, B, needs to be considered. It is usual to consider the intrinsic non-linear
response of each of the molecules as independent of the other molecules so that the
interfacial response is an average over the orientational distribution and scales with the
molecular density (squared). Even the modification of this response due to local field
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effects is usually considered in terms of mean field model and so does not alter the nature
of this averaging (three additional diagonal terms need to be included).

x =T{N(B)} 11

where N is the surface number density and < > represents the average over the orien-
tational distribution. The transformation between the molecular axis system (ijk) and
the interfacial coordinate system (/JK) involves the various direction cosines, and the
tensors involved are both third rank three rotation matrix terms, R, are present [18—-20].

xuk =N (Z Z Z RIiRJjRKk,szk) (12)

In many cases it is possible to simplify these equations because only relatively
few components of § are significant, either because of the symmetry or the electronic
structure of the molecules. When it is possible to reduce the number of distinct significant
components to at most two, then itis often possible to extract the ratio of these components
and geometric information directly from the observed values of the susceptibility. In
these cases the values assumed for the interfacial refractive index and the role of the
contributions from the bulk can make a dramatic difference to the derived geometric
parameters [21-27].

While some qualitative inferences about the nature of the interface can be derived
directly from the SHG observations, extracting detailed quantitative information from
the SHG intensity and polarization data requires the construction of a model of the inter-
face and frequently assumptions about some of the parameters for this model. Parameters
such as the interfacial refractive index and roughness need to be determined separately,
calculated or more frequently obtained by reasonable assumptions {20,21,23-27]. Some
idea of the relationship between the model, assumptions and results is given in Figure 1.2.

SHG intensities Identification of |
& polarization surface phase [T

changes
Fit to phenomenological
SHG equations

- “Effective

Assumption of Derivation of molecular
3-layer interface effective parameters orientation”
model

A 4
Assumption of Derivation of Treatment of
interfacial refractive interface parameters buik
index contributions
Assumptions of Derivation of
dominant molecular molecular orientation
hyperpolarizability l

FIGURE 1.2. A guide to the modelling and assumptions needed to interpret the SHG intensity and polarization
data.
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The SHG results are at their most useful when they can be combined with other mea-
surements and used to validate molecular dynamics simulations of the interface.

1.3. EXPERIMENTAL TECHNIQUES

The original surface SHG experiments were frequently performed with low repe-
tition rate ns Nd:YAG lasers at 1064 or 532 nm (Figure 1.3). The low-intensity SHG
signals were typically detected with a PMT and Box Car combination and averaged over
many laser pulses. Subsequently, SHG spectra were obtained by using a dye laser. Higher
repetition rates reduced signal-averaging times. The advantage of the higher intensities
available with comparable overall energy (thus no more thermally disruptive of the in-
terface) of ps Ti:Sapphire lasers was soon recognized. These also provide a degree of
wavelength scanning. The use of ultra-short (fs) pulses to give a broad wavelength band
(or indeed the use of continuum generation to provide an even broader coverage [28])
has enabled SHG spectra on some solid surface to be collected with a CCD detector so
that single shot coverage of the whole spectral region is obtained. It is likely that similar
techniques will soon be applied to air/liquid and liquid/liquid interfaces.

The interfacial SHG effect is inherently a weak process and there is not the oppor-
tunity to build up a phase-matched signal as used, for example, in a doubling crystal. It is
therefore frequently necessary or at least useful to use electronically resonant systems to
enhance the interfacial SHG signal. This introduces the added complication that x ,(2) and
indeed the interfacial refractive index are complex quantities. Hence, in order to eluc1—
date the real and imaginary components of ka , knowledge of the polarization and phase
of the surface SHG response is required. A sufficiently extensive set of SHG intensity
measurements for a range of different input/output beam polarization combinations can
provide the information needed. However, a more elegant approach is to introduce a ro-
tating quarter-wave plate into the experiment to continuously modulate the polarization
state of the fundamental beam incident at the interface.

Photodiode PMT

A/2-plate [/W §\®

> Polarizer
V’ <\\ \>
| Mono
/7 )~
Po]anzcr /e ¥ WMA4-plate
Vis
blocking
bluckln‘g filter

filter

Sample

FIGURE 1.3. Diagram of the second harmonic ellipsometry apparatus used to investigate air/liquid and
liquid/liquid interfaces.
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The alternative is to employ a rotating optical compensator (quarter-wave plate) in
the analysis of the SHG radiation generated at the surface to allow the full polarization
characteristics of the reflected light to be determined by a Fourier analysis. Such a con-
figuration we use here has been analyzed by Hauge [29,30] applied to the linear—optical
ellipsometry case under the title of Generalized Rotating-Compensator Ellipsometry. A
rotating compensator has the advantage over the more often employed rotating analyser
system in that it enables the unambiguous determination of the polarization state of the
light to be determined. An important practical point is that optical compensators usually
have low beam deviation. Polarizers, by contrast, very often display beam deviation, and
this is particularly true of high-power polarizers, which must be used in these experi-
ments. This leads to the development of the Second Harmonic Ellipsometry technique
[31], which will yield more efficient experiments in the future.

From the air/liquid interface, the SHG signal is typically observed in reflection,
where the coherent harmonic beam propagates along the same direction as the reflected
fundamental beam. The possibility of significant refractive index dispersion in the liquid
means that for SHG experiments on the liquid/liquid interface, the harmonic beam path
may deviate from the reflected fundamental.

1.4. THE BARE HYDROCARBON/WATER INTERFACE

SHG and SFG have been used to study the neat liquid/liquid interface despite the
weak signals observed. At the alkane/water interface a more ordered environment is
observed for even chain-length hydrocarbons compared to the odd chain lengths. The
ordering is weak and decreases with increasing chain length {32-34]. The dodecane/water
interface has been studied along with other hydrocarbon/water interfaces by molecular
simulations (hexane/water [35], octane/water [36], nonane/water [37,38], decane/water
[39]). From these and low-angle X-ray diffraction experiments, a general picture arises
with an interface that is not molecularly sharp [40]. In a typical experimental apparatus
the actual interfacial thickness will likely be dominated by the capillary wave motion
and this will depend on the interfacial tension [21]. The interfacial tension is usually
much less than, for example, the surface tension of water, so some differences can be
expected between observations made at the hydrocarbon/water interface compared to
the air/water interface. The simulations indicate that there is only a slight degree of
interfacial ordering of the hydrocarbon chains, confirming the inferences made from the
deviations from Kleinman symmetry observed in SHG experiments. The hydrocarbon
chains have a preference for aligning parallel to the interface and there is a weak ordering
of the water molecules at the interface in layers, with dipole pointing slightly towards
the hydrocarbon and then a higher concentration of water molecules pointing on average
away from the interface; it is similar at the water/n-alcohol interface [41].

1.5. ADSORPTION OF PARA-NITROPHENOL

A number of molecules have become favourites for study at liquid interfaces and
there have been a number of investigations of the adsorption behaviour of p-nitrophenol
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(PNP). PNP molecules exhibit a significant second-order non-linearity and have a UV
absorption maximum that is moderately sensitive to the solvent environment though not
as dramatic as ET(30) [42,43]. The approximate C,y symmetry and the planar 7 glectron
system suggest that the only significant components of 8 will be 8777, Bzxx and Bxzx.
While this has been conformed by several semi-empirical [44] and ab initio quantum
calculations and certainly applies far from resonance, recently some doubt has been cast
on these assumptions by DFT calculations [45]. As many of the experiments conducted
with PNP exploit the UV resonance to obtain larger signals, care must be exercised with
the results of the ab initio calulations as the current codes only evaluate the real part
of B.

1.5.1. PNP Adsorption at the Hydrocarbon/Water Interface

The adsorption of PNP to a wide variety of interfaces has been studied by SHG. The
adsorption isotherm at the dodecane/water interface is shown in Figure 1.4. The adsorp-
tion isotherms typically used to fit the surface tension and SHG data at the liquid/liquid
interfaces are in terms of the interfacial coverage 6 and the bulk phase concentration c,
the Langmuir (13) and the Frumkin isotherms (14)

0
— 1
T3 Kc (13)
6

me—z”" =Kc 14)

0.3 E
0.2 g

0.1+

ISHG

0.0 T T T T T T y T T T T
0 5 10 15 20 25 30

Copp (Mmol-dm-3)

FIGURE 1.4. SHG signal from PNP at the dodecane/water interface. The fit to a Frumkin isotherm is shown
as the dotted line. Adapted from ref. [48]; reproduced by permission of the PCCP Owner Societies.
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TABLE 1.1. Comparison of the free energy of adsorption for PNP
at the air/water and hydrocarbon/water interfaces.

Interface —AadsG® (kJ -mol~) Method

Air/water 164 £ 0.2 Surface tension, Frumkin [46]
Hexane/water 172+ 03 Surface tension, Frumkin [46]
Heptane/water 25.7 Langmuir [47]
Deodecane/water 25 Langmuir

Deodecane/water 220405 Frumkin [48]
Deodecane/water 200405 Frumkin and order terms [48]

where K is the adsorption equilibrium constant and 4 an interaction parameter that
describes the interactions between adsorbate molecules. The isotherms are shown here
in terms of the concentration of the adsorbate ¢ in one of the liquid phases. If the isotherm
is defined in terms of the mole fraction of the adsorbate in this phase then the equilibrium
constants and associated free energies are related by a scaling factor (the molarity of the
solvent; see Appendix).

Considerable care needs to be taken in extracting the interfacial concentration from
the SHG intensities because of the interaction between surface density and surface order
on the SHG process [49]. Table 1 shows a comparison of the values of A.4;G° for PNP
at the air/water and hydrocarbon/water interfaces determined by SHG methods. The
different results obtained at the dodecane/water interface where different isotherms were
used to fit the SHG data suggest that the determination of — A ,4;G° at the heptane/water
interface using only a Langmuir isotherm gives a value that is too high and thus this
value should be re-examined.

1.5.2. PNP Adsorption in the Presence of Tributyl Phosphate

The addition of tributyl phosphate (TBP) to the dodecane acts to reduce the SHG
signal from an initial (partial) monolayer of PNP at the dodecane/water interface; the
dependence shown in Figure 1.5 can be fitted to a Langmuir-like equation (15) from
which an effective free energy of adsorption for TBP, A.4sGgp, can be extracted [48].

tono = 1o (1- <Y’ (15)
SHG = To 1+ ke

The value of A,4;G1gp determined in this manner is linearlydependent on the
concentration of PNP. Extrapolating to zero PNP concentration gives A, G3gp =
—31.4+ 0.8 kJ - mol™!, which is consistent with the value determined by surface pres-
sure and surface tension measurements at low TBP concentrations [50,51] (when cor-
rected for the different interface standard states, see Appendix).

The possibility of absorption of the SHG signal by the upper medium complicates
the interpretation of SHG from liquid/liquid studies compared to similar studies of the
air/liquid interface. The same problem is of course faced by studies of the liquid/solid
interface or total internal reflection studies at the air/liquid interface. In the case of the
experiments on the dodecane/water interface, the possibility existed that the absorption
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FIGURE 1.5. The SHG signal from PNP at the dodecane/water interface is reduced on addition of TBP to
the dodecane. Adapted from ref. [48]; reprinted by permission of the PCCP Owner Societies.

of the harmonic wavelength (282 nm) by the TBP (Apax = 220 nm) could account for
the decrease in the observed SHG intensity as a function of increasing concentration of
TBP. However, this decrease was observed for addition of TBP to an interface loaded
with a high concentration of PNP, but an increase in SHG signal was observed when TBP
was added at low PNP concentrations. It was thus possible to conclude that absorption
by TBP was not the cause of the reduction in SHG intensity. Nonetheless, it is likely that
some SHG intensity was lost by absorption by the dodecane solvent and the experiment’s
sensitivity could be improved by using a thinner layer of overlying solvent.

1.6. FLOW CELL EXPERIMENTS

The static experiments show that there is a complex between TBP and PNP at the
dodecane/water interface. Even by simply mixing the two solutions it was clear that this
interaction was time-dependent. However, the decay rate was sufficiently fast so that
given the need to ensure uniform mixing in the bulk phases and the time required to ac-
cumulate a reasonable S/N, only the long time tail of the decay curve could be measured.
No accurate estimate of the decay rate could be made in the Petri-dish. The solution was
to construct a flow cell to measure the kinetics of the TBP and PNP interaction at the
dodecane/water interface [48].

The design of the flow cell (Figure 1.6) ensured that a stable dodecane/water in-
terface would form and then allow the two liquids to be separated. The flow rate was
variable and the interface could be probed at various distances along the flow. The cell
contained two horizontal flat glass plates located on the central plane of the cell that
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FIGURE 1.6. Liquid/liquid flow cell.

stabilize the incoming fluid flows and allow a stable interface to form. Initially the flow
was driven by two peristaltic pumps each pumping one fluid from a main reservoir to
the flow cell, from which a drain returned the fluid back to the main reservoir. The flow
rates of the two fluids could be controlled independently to form an interface that was
stable over a period of up to an hour. However, the peristaltic pumps produced ripples
on the interface that were avoided by using gravity feed systems with the pumps used to
refill small reservoirs; overflows in each reservoir ensured a constant pressure head.

CaF, windows along the cell were used as silica windows that developed signif-
icant SHG signals with exposure to the high laser beam energies. However, the tight
focusing used for this experiment led to damage to the windows after prolonged use and
were replaced as required. The thickness of the dodecane layer meant that higher laser
intensities were required to achieve a good S/N ratio, than were needed for the static
experiments.

The flow cell “translates” time into distance and the combination of the three and
varying the flow rates gave a range of observations from 0 to 30 s. SHG measurements of
the static aqueous/dodecane interface were made at each port before and after the flow
experiment to.calibrate the observations from each port. For a laminar (non-turbulent)
flow, the two flow rates should be in the inverse ratio of the fluid viscosities; this ratio
for dodecane on water is 0.65 at 25°C, very close to the observed flow rate ratio of
0.67. The bulk flow rates for each liquid were measured by collecting the volume of
liquid flowing in a known time. Since the cell operates under non-turbulent conditions,
the velocity of each layer at the interface must be the same, but the average velocities
of the two layers are different. Ideally a model of the flow conditions inside the cell
would be used to accurately determine the velocity of the interface. Since this was not
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FIGURE 1.7. The decay of the SHG signal from PNP at the dodecane/water interface as a function of time
from the formation of the interface. The full circles are the signals in the absence of TBP and the open circles
and squares are two experiments in the presence of TBP. Adapted from ref. [48]; reproduced by permission
of the PCCP Owner Societies.

available and since the flow rates used are very low, it is reasonable to make a first
approximation that the velocity of the interface will be the average velocities of the two
layers. The rapid equilibration of PNP at the newly formed dodecane/water interface
is demonstrated in Figure 1.7. The PNP SHG signal, corrected for the water/dodecane
background and the variation due to the windows, is constant over the time periods
used for the later experiments. This is consistent with the rapid equilibration of the
PNP signal at the air/water interface measured using a liquid jet. The SHG signals for
the PNP/TBP system, similarly corrected and normalized to the signal at time zero are
shown in Figure 1.7. As expected from the static experiments, for the concentrations
of PNP and TBP used, the SHG signal decays monotonically to the background level.
Assuming the intensity is proportional to the square of the surface coverage, the rate
constant for reordering at the surface [48] is k = 0.5 £ 0.05s7'.

For comparison, the measured adsorption rate for PNP to the air/water interface
gave a rate constant of k = 4.4 £ 0.2 x 10* s~! but a desorption rate of 6 & 2 s™'[52].
The rapid adsorption to the air/water interface is quite consistent with the very rapid
establishment of the SHG signal from PNP at the dodecane/water interface observed in
these flow cell experiments. However, the observed decay rate constant in the presence
of TBP of ca. 0.5 s™! is much faster than the desorption rate constant that would be
implied from the air/water experiments. This further implicates a reorganization process
involving bonding between TBP and PNP as the cause of the loss of SHG intensity,
which results in an overall loss of orientational order.

The addition of TBP in the dodecane increases the free energy of adsorption of PNP
in a manner consistent with the formation of an interfacial complex between TBP and
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PNP. We suggest that with the TBP present on the dodecane side of the interface, the
preferential orientation of the TBP PNP complex will be opposite to that for uncomplexed
PNP. For a mixture of complexed and uncomplexed PNP this will result in an overall
reduction in the overall net orientation, that is, a reduction in the orientational order and
a consequent reduction in the SHG intensity. This situation provides an explanation for
a reduction in SHG intensity even when there is an increasing surface concentration of
the PNP.

1.7. DYE MOLECULES AT THE DODECANE/WATER INTERFACE

Dye molecules have been popular adsorbates for optical studies at interfaces be-
cause of their accessible electronic resonances and the consequent large absorption
and, most usefully, large fluorescence cross sections that enable even single molecule
studies. Linear optical techniques have limitations when the molecules are present in
the adjacent bulk phases as it is difficult to distinguish the interfacial species from the
more prevalent bulk. SHG has proved useful in studying monolayers of dye molecules at
the air/solid interface [53—-60] and Langmuir-Blodgett films [61—-66], situations in which
the molecules are only present at the interfacial layer. The complications in interpretation
of the non-linear technique compared to linear ellipsometric experiments become most
worthwhile when the dye molecules at interface are in equilibrium with the bulk solvent.
There have been a number of such studies at the air/water [67,68] and air/hydrocarbon
interfaces, but relatively fewer at the corresponding liquid/liquid interface [69]. Some
of the most popular dyes used in SHG studies are the rhodamine series, malachite green
[70,71], oxazines [72] and eosin B [73,74]. The interactions between the dye molecules,
their tendency to form dimers, clusters and large aggregates in a manner that depends on
the environment also make these species ideal for probing the chemical physics of the
interfacial region. Many studies have suggested that dimer species predominate at the
air/solvent interface even at relatively low solution concentrations.

The adsorption isotherm of rhodamine 6G at the dodecane/water interface was
recorded by SHG [75] at 564 nm and using the phase difference between the bare
interface and the dye harmonic fields derived from the very low concentration limit of
the isotherm, the second-order susceptibility from the dye can be derived from the SHG
intensity, and the resulting data set is shown in Figure 1.8 together with a fit to a Frumkin
isotherm at low concentrations and a separate Langmuir phase at higher concentrations.
The phase transition is seen more clearly in the reciprocal plot where in addition the
polarization changes (A and B from Equation 5) are also seen to occur at the same bulk
dye concentration (ca. 6 pM). The coefficients obtained by least-squares fitting to both
the Langmuir and Frumkin isotherms are summarized in Table 2.

The formation of dimers in solution at higher concentrations indicates an interaction
between the dye molecules and so the b term in the Frumkin isotherm is not a surprise.
The adsorption behaviour suggests that the dye is highly surface-active and formation of
amonolayer is almost complete by the transition at ca. 6 uM. The standard free energy of
adsorption derived from the isotherm is consistent with a monolayer coverage forming
even at the micromolar aqueous concentrations. Once the first layer is substantially
complete, subsequent adsorption takes place on this layer to form a second-ordered layer,
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FIGURE 1.8. The “Frumkin” isotherm (full line) is a high quality fit to the low concentration region with a
transition (see Figure 1.5) to a “Langmuir” isotherm (dotted line) for the higher concentration region.

though the polarization data suggests that the nature of the order in the “second” layer is
different. The free energy of adsorption is lower for the second layer, but still substantial.
The formation of second- and multiple-ordered dye layers has been previously observed
at the air/solid interface [56] and air/liquid interface.

Extrapolating each isotherm to infinite concentration, gives the susceptibility of the
full monolayer (which is the value of § on an arbitrary scale). The ratio S ang/Srrum = 2
is very suggestive of a packing of the dye molecules that is twice as dense in the phase in
equilibrium with the bulk above a concentration of 6 pM. This suggests that in keeping
with previous observations of dimer formation at the interface, an alternative way to
view such a pair of ordered layers may be as adsorbed dimers.

TABLE 1.2. The coefficients obtained by fitting
the Frumkin below the 6-uM transition and
Langmuir isotherms above the transition.

Frumkin Langmuir
s 234 457
K 0.993 x 10° 0.2 x 108
B —1.48
AG° (kT-mol™ 1) -33.3 -29.4
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FIGURE 1.9. The dependence of the S- (circles) and P- (squares) polarized second harmonic as a function
of the polarization of the fundamental for a dye concentration of 10 uM in the aqueous phase.

The polarization curves for concentrations higher than 6 uM can be fit by Equations
(5) and (6) and Figure 1.9 shows the S- and P-polarized harmonic data for the 10-pM
solution. Similar results have been reported for SHG experiments on the rhodamine
dyes at various interfaces. The best fit is obtained by introducing a phase difference, 7,
between the parameters A and B consistent with the complex nature of the susceptibilities
on resonance. A plot of the concentration dependence of the A/ B, given in Figure 1.10,
shows that a relatively sharp transition takes place in the structure of the interface at an
aqueous dye concentration of ca. 6 pM.

The clear transition in the polarization behaviour that occurs at about 6 uM shows
that the structure of the interface has changed. It is likely that this corresponds to reaching
a critical packing density at which a change of phase takes place and the adsorbed layer
corresponds to a collection of dye dimers at the interface. The formation of multiple
layers has been observed with spin-coated films although multilayers of Rhodamine B
have been deposited from solution without a change being observed in the layer structure.
Similarly the predominance of dimers at interfaces has been inferred previously but in
the current situation we are able to observe the transition between monomers and dimers
at the interface.

1.8. ELECTROCHEMICAL LIQUID/LIQUID INTERFACES

While there have been many SHG studies at the solid electrode/liquid interface
as both an in situ probe of the electrode interface and the influence of adsorption
at the surface of the electrode, there have been far fewer studies of electrochemical
processes occurring at the boundary between two immiscible electrolyte solutions.
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FIGURE 1.10. Plot of the reciprocal of the dye susceptibility vs. the reciprocal of the dye concentration in
the aqueous phase. A relatively sharp transition is seen at around 6 tM and a similar transition is seen in the
ratio A/B (see Equation 5) derived from the polarization curves.

Higgins and Corn {76,77] have studied the response of an adsorbed layer of 2-(N-
octadecyl)aminonapthalene-6-sulfonate at the water/1,2-dichloroethane interface as a
function of applied potential and showed how the ordering at the interface is influenced
by the applied potential.

We have studied the interactions of the crown ether 4-nitrobenzo-15-crown-5 at the
water/dichloroethane interface [78] (Figure 1.11). The variation of the SHG signal from
this crown ether as a function of potential across the interface depends dramatically on
the presence or absence of sodium ions. The neutral crown ether behaves quite differently
from the charges cation-crown ether complex. At the hepatane/water interface, cation
binding has been studied using dye-labelled crowns [79]. We are currently investigating
the behaviour of other crown ethers at the air/water and solvent/water interfaces.

“Solid” models for these liquid/liquid interfaces in which one of the solutions is
replaced by a polymer, often swollen with a significant proportion of solvent, have
proved useful in SHG studies of analytically relevant studies of liquid/liquid junctions,
for example, the study of crown ether ionophores imbedded in a PVC film.

1.9. CHIRAL MOLECULES AT LIQUID/LIQUID INTERFACES

The SHG provides a very useful method to study chiral molecules. The lack of
inversion symmetry at the interface means that electric dipole terms can contribute to
effects that have similar (but not identical) consequences to conventional optical activity.
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FIGURE 1.11. The variation of the crown ether SHG signal as a function of the applied potential across the
dichloroethane/water interface.

The presence of the xxyz term gives rise to a circular differential scattering (SHG-CD)
and to an optical rotation (SHG-ORD) of the harmonic beam. For example, in the absence
of this term, a p-polarized fundamental gives rise to a p-polarized harmonic, but in its
presence the harmonic field is rotated; the rotation angle is wavelength-dependent and
is opposite in sign for the two enantiomers. A number of systems have been studied
at the solid and air/water interfaces and the experiments are now being extended to
the liquid/liquid interface. Figure 1.12 shows a comparison of the SHG-ORD for the
dipeptide Boc-Trp-Trp at the air/water and heptane/water interfaces.

1.10. SHG FROM MICELLES AND LIPOSOMES

SHG has more recently been shown to be a viable technique for the observation
of even symmetrical (e.g. spherical) microparticle surfaces. Locally, the regions of the
microparticle surface are non-centrosymmetric (inside vs. outside) and thus can generate
the harmonic field. For large particles the field generated from sections of the interface on
opposite sides of the particle would cancel as these interfaces point in opposite directions,
that is, overall there is a centre of inversion. However, if the particle is comparable in
size to the wavelength of the (incident) light, then the fields generated from opposite
sides of the particle can add constructively. Taking an extreme view, for a particle of
size A, the phase of the fundamental field will be 180° different for the two interfaces
of the microparticle, and thus the phase inversion of the radiation exactly counters the
inversion of the molecules because of the opposite orientation of the interface [80-82].

Using this idea it has been possible to study the interfaces of polystyrene beads
in aqueous suspensions [83], semiconductor and clay particles [84]; more relevant to
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FIGURE 1.13. Diagram of a liposome showing external and internal aqueous regions and the symmetrical
membrane.

this chapter are the experiments on oil/water emulsions [85] and the studies of transport
across liposomes.

The case of the liposome is interesting because there are now four interfaces in-
volved, the outside water/oil and inside oil/water interfaces on each side of the liposome
(Figure 1.13). As the interface is narrow, typically of the order of a few nanometres,
which is much less than the wavelength of the light, the opposing contributions to the
SHG from the molecules on each side of the interface cancel (if identical). If molecules
are added to the bulk solution, no SHG will be seen from the bulk but adsorption to the
liposome interface will generate SHG as described above. As the resulting SHG signal
depends on the difference between the outside and inside, then transport of the molecules
through the liposome will result in a decrease in the observed SHG signal allowing the
rate of transport to be determined [86,87].

I o |Ezg|* o |Noult) — Nin()|? (16)

Using this technique Eisenthal’s group has been able to monitor the influence of
cholesterol on the transport of malachite green transport across the membrane of DOPG
liposome. While the SHG technique applied to these microparticles and liposome does
require that the molecules under study (either adsorbates or constituents of the membrane)
give an SHG signal, it does not need special labelling to distinguish those adsorbed
at the interface from those in the bulk. Nevertheless, obtaining structural information
akin to that obtained at flat interfaces from the polarization dependence of the SHG is
complicated by the geometry and in the case of a liposome by the external and internal
interfaces, which due to stress effects need not be identical even if the membrane is a
symmetrical bilayer.

1.11. CONCLUDING REMARKS

Second harmonic generation is a useful tool in probing the molecular behaviour at
the liquid/liquid interface. While its limitations must be taken into account, particularly
over the contributions of the observed signals from the bulk phases and the interrelated
contributions of molecular density and orientation distribution, the ability to differen-
tiate molecules at the interface from the bulk, is extremely useful. While the related
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technique of sum-frequency generation provides more specific molecular information
when applied to vibrational resonances, the simplicity and flexibility of SHG, a single
laser experiment, makes it suitable for a wider range of applications at present. The appli-
cation of SHG to chiral molecules at the liquid/liquid interface shows particular promise
for probing biological membrane systems. The studies on micellular systems shows
that even the restrictions to non-centrosymmetric interfaces have a broad interpretation
further extending the potential to biological applications [88].
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APPENDIX: CONCENTRATION SCALES, EQUILIBRIUM
CONSTANTS AND STANDARD STATES

The use of the SHG technique to study a wide range of liquid interfaces has high-
lighted the need for care in the comparison of thermodynamics data derived from this
and other sources because of the choice of different concentration scales and standard
states. For all isotherms at very low bulk concentration of the adsorbate, c, the interfacial
concentration, n, will be proportional to the bulk concentration

n c

e Kc;; (AD)
where K, is the dimensionless equilibrium constant defined for standard states corre-
sponding to an ideal solution with a concentration of ¢® = 1 mol-dm~ and a surface
concentration of n° = 1 molecule - m~2. In the low concentration (or coverage) limit of
the Langmuir isotherm,

® =kc (A2)

where © is the coverage and k is the bulk/interface equilibrium constant but with the
surface concentrations measured in terms of a coverage; the interface standard state is
the hypothetical full monolayer with unit activity. However, it is sometimes more useful
to measure the solute concentrations on a mole fraction scale. The conversion to mole
fraction X and the associated changes to the corresponding equilibrium constant depend
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on the solvent. For the adsorbate only in the water phase,

n c cmol - dm™3
X — o~

“n + nu,0 ~ CH,0 - 55.5 mol- dm™3

where X is the mole fraction of PNP in the aqueous solution. Thus at low concentrations,

(A3)

O=kc=KX (Ad)

K is defined in terms of standard states consisting of an ideal solution at unit mole fraction
and for the surface an ideal two-dimensional gas with unit coverage. Therefore,

K = (55.5mol - dm™) x (kmol™' - dm?) (AS5)
Similarly relating the equilibrium constants K. and K gives
M
K. = K (A6)
CH,0

In the example of the adsorption of TBP from the dodecane phase (density p =
766 kg - m~3 and molar mass of 0.17 kg-mol"') to the dodecane/water interface, the
conversion to the mole fraction scale gives

K = CDodecanck = (4.506 mol - dm™>)(kmol~! - dm?) (A7)

Similarly, care needs to be taken when comparing the standard Gibbs energy of adsorption
since the standard states may vary. A common way of obtaining A,q;G° is from the
concentration dependence of the surface or interfacial tension. For such surface pressure
measurements at low concentrations, the standard state typically corresponds to a surface
pressure of | mN - m~!, which differs from the standard state implied by the Langmuir and
Frumkin isotherms. Assuming that a monolayer coverage of the adsorbate corresponds
to approximately 2 x 10'® molecule- m~2 (2 x 10'* molecule - cm™2), the ideal two-
dimensional gas equation gives a surface pressure for a full but ideal monolayer of
8 mN-m™! at 298 K. The corresponding change in free energy due to the increase in
pressure from 1 to 8 mN - m~! is

P
AAuG = RTIn 75 = 5.2kJ - mol™! (A8)

REFERENCES

R.R. Naujok, D.A. Higgins, D.G. Hanken and R.M. Corn, J. Chem. Soc.-Faraday Trans. 91, 2353 (1995).

R.M. Corn and D.A. Higgins, Chem. Rev. 94, 107 (1994).

YR. Shen, Appl. Phys. A-Mater. Sci. Process. 59, 541 (1994).

Y.R. Shen, Surf. Sci. 300, 551 (1994).

K.B. Eisenthal, Chem. Rev. 96, 1343 (1996).

P.F. Brevet and H.H. Girault, Liquid/Liquid Interfaces, Theory and Methods, Eds. A.G. Volkov and D.W.

Deamer, CRC Press, Boca Raton, FL, 1996.

7. P.EF Brevet, Surface Second Harmonic Generation, Ed. C.D. Chimie, Presses Polytechniques et Univer-
sitaires Romandes, Lausanne, 1997.

8. J.M. Hicks and T. Petralli-Mallow, Appl. Phys. B-Lasers Opt. 68, 589 (1999).

R



22

10.
11.
12.
13.
14.

15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.

27.
28.
29.
30.
3L

32.
33.
34.

35.
36.
37.
38.
39.
40.

41.
42.
43.

45.
46.

47.

48.
49.
50.
51.
52.
53.
54.

56.
57.

CHAPTER 1

J.M. Hicks, T. Petralli-Mallow and J.D. Byers, Faraday Discuss. 341 (1994).

1.D. Byers, H.I. Yee, T. Petralli-Mallow and J.M. Hicks, Phys. Rev. B-Condens Matter 49, 14643 (1994).
I.D. Byers, H.I. Yee and J.M. Hicks, J. Chem. Phys. 101, 6233 (1994).

J.D. Byers and J.M. Hicks, Chem. Phys. Lett. 231, 216 (1994).

L. Hecht and L.D. Barron, Mol. Phys. 89, 61 (1996).

T. Verbiest, S. Van Elshocht, A. Persoons, C. Nuckolls, K.E. Phillips and T.J. Katz, Langmuir 17, 4685
(2001).

M. Kauranen, S. Van Elshocht, T. Verbiest and A. Persoons, J. Chem. Phys. 112, 1497 (2000).

V. Mizrahi and J.E. Sipe, J. Opt. Soc. Am. B-Opt. Phys. 5, 660 (1988).

A.AT. Luca, P. Hebert, PE. Brevet and H.H. Girault, J. Chem. Soc.-Faraday Trans. 91, 1763 (1995).
T.L. Mazely and W.M. Hetherington, J. Chem. Phys. 86, 3640 (1987).

B. Dick, Chem. Phys. 96, 199 (1985).

J.G. Frey, Chem. Phys. Lett. 323, 454 (2000).

G.J. Simpson and K.L. Rowlen, Chem. Phys. Lett. 317, 276 (2000).

G.J. Simpson and K.L. Rowlen, Acc. Chem. Res. 33, 781 (2000).

G.J. Simpson and K.L.. Rowlen, J. Am. Chem. Soc. 121, 2635 (1999).

G.J. Simpson and K.L. Rowlen, Chem. Phys. Lett. 309, 117 (1999).

G.J. Simpson and K.L. Rowlen, J. Phys. Chem. B 103, 3800 (1999).

G.J. Simpson and K.L. Rowlen, J. Phys. Chem. B 103, 1525 (1999).

J.A. Ekhoff and K.L.. Rowlen, Anal. Chem. 74, 5954 (2002).

D.M. Willard, K.Y. Kung, B.M. Luther and N.E. Levinger, Rev. Sci. Instrum. 68, 3312 (1997).

P.S. Hauge and F.H. Dill, Opt. Commun. 14, 431 (1975).

P.S. Hauge, Surf. Sci. 56, 148 (1976).

A.J. Timson, R.D. Spencer-Smith, A K. Alexander, R. Greef and J.G. Frey, Meas. Sci. Technol. 14, 508
(2003).

J.C. Conboy, J.L. Daschbach and G.L. Richmond, J. Phys. Chem. 98, 9688 (1994).

J.C. Conboy, J.L. Daschbach and G.L. Richmond, Appl. Phys. A-Mater. Sci. Process. 59, 623 (1994).
A.A. Tamburello-Luca, P. Hebert, P. Brevet and H.H. Girault, J. Chem. Soc.-Faraday Trans. 91, 1763
(1995).

LL. Carpenter and W.J. Hehre, J. Phys. Chem. 94, 531 (1990).

Y.H. Zhang, S.E. Feller, B.R. Brooks and R.W. Pastor, J. Chem. Phys. 103, 10252 (1995).

D. Michael and I. Benjamin, J. Phys. Chem. 99, 16810 (1995).

D. Michael and I. Benjamin, J. Chem. Phys. 114, 2817 (2001).

A.R. Vanbuuren, S.J. Marrink and H.J.C. Berendsen, J. Phys. Chem. 97, 9206 (1993).

D.M. Mitrinovic, Z.J. Zhang, S.M. Williams, Z.Q. Huang and M.L. Schlossman, J. Phys. Chem. B 103,
1779 (1999).

R. Antoine, F. Bianchi, P.F. Brevet and H.H. Girault, J. Chem. Soc.-Faraday Trans. 93, 3833 (1997).
H.E. Wang, E. Borguet and K.B. Eisenthal, J. Phys. Chem. B 102, 4927 (1998).

H.F. Wang, E. Borguet and K.B. Eisenthal, J. Phys. Chem. A 101, 713 (1997).

D.A. Higgins, M.B. Abrams, S.K. Byerly and R.M. Corn, Langmuir 8, 1994 (1992).

H.H. Heinze, E. Della Sala and A. Gorling, J. Chem. Phys. 116, 9624 (2002).

A.A. Tamburello-Luca, P. Hebert, P.F. Brevet and H.H. Girault, J. Chem. Soc.-Faraday Trans. 92, 3079
(1996).

M.J. Crawford, Second Harmonic Generation from Liquid Interfaces, Ph.D. thesis, University of
Southampton, Southampton, UK, 1995.

S. Haslam, S.G. Croucher, C.G. Hickman and J.G. Frey, Phys. Chem. Chem. Phys. 2, 3235 (2000).
G.J. Simpson and K.L. Rowlen, Anal. Chem. 72, 3407 (2000).

N.H. Sagert, Can. J. Chem. 57, 1218 (1979).

N.H. Sagert and M.J. Quinn, J. Colloid Interface Sci. 99, 297 (1984).

A. Castro, S.W. Ong and K.B. Eisenthal, Chem. Phys. Lett. 163, 412 (1989).

G.J. Simpson and K.L. Rowlen, Acc. Chem. Res. 33, 781 (2000).

J.A. Ekhoff, S.G. Westerbuhr and K.L. Rowlen, Langmuir 17, 7079 (2001).

M.D. Elking, G. He and Z. Xu, J. Chem. Phys. 105, 6565 (1996).

Y.A. Gruzdkov and V.N. Parmon, J. Chem. Soc.-Faraday Trans. 89, 4017 (1993).

R.L. Hansen and J.M. Harris, Anal. Chem. 70, 4247 (1998).



SECOND HARMONIC GENERATION AT LIQUID/LIQUID INTERFACES 23

58.
59.
60.
61.
62.
63.
64.

65.
66.
67.
68.
69.
70.
71.
72.
73.

74.
75.

76.
77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.

T. Kikteva, D. Star, Z.H. Zhao, T.L. Baisley and G.W. Leach, J. Phys. Chem. B 103, 1124 (1999).

L. Werner, W. Hill, F. Marlow, A. Glismann and O. Hertz, Thin Solid Films 205, 58 (1991).

A. Yamaguchi, T. Uchida, N. Teramae and H. Kaneta, Anal. Sci. 13, 85 (1997).

V. Tsukanova, H. Lavoie, A. Harata, T. Ogawa and C. Salesse, J. Phys. Chem. B 106, 4203 (2002).

K. Ishibashi, O. Sato, R. Baba, K. Hashimoto and A. Fujishima, J. Electroanal. Chem. 465, 195 (1999).
A. Miura and N. Tamai, Chem. Phys. Lett. 328, 23 (2000).

O.N. Slyadneva, M.N. Slyadnev, V.M. Tsukanova, T. Inoue, A. Harata and T. Ogawa, Langmuir 15, 8651
(1999).

V. Tsukanova, O. Slyadneva, T. Inoue, A. Harata and T. Ogawa, Chem. Phys. 250, 207 (1999).

X.Y. Zheng, A. Harata and T. Ogawa, Chem. Phys. Lett. 316, 6 (2000).

A. Castro, E.V. Sitzmann, D. Zhang and K.B. Eisenthal, J. Phys. Chem. 95, 6752 (1991).

D. Zimdars, J.1. Dadap, K.B. Eisenthal and T.F. Heinz, J. Phys. Chem. B 103, 3425 (1999).

S. Ishizaka, K. Nakatani, S. Habuchi and N. Kitamura, Anal. Chem. 71, 419 (1999).

T. Kikteva, D. Star and G.W. Leach, J. Phys. Chem. B 104, 2860 (2000).

M.J.E. Morgenthaler and S.R. Meech, Chem. Phys. Lett. 202, 57 (1993).

D.A. Steinhurst and J.C. Owrutsky, J. Phys. Chem. B 105, 3062 (2001).

R. Antoine, A.A. Tamburello-Luca, P. Hebert, PE. Brevet and H.H. Girault, Chem. Phys. Lett. 288, 138
(1998).

A.A. Tamburello-Luca, P. Hebert, R. Antoine, PE. Brevet and H.H. Girault, Langmuir 13, 4428 (1997).
S. Haslam, Second Harmonic Generation from Liquid/Liquid Interfaces, Ph.D., University of
Southampton, Southampton, UK, 1998.

D.A. Higgins and R.M. Corn, J. Phys. Chem. 97, 489 (1993).

D.A. Higgins, R.R. Naujok and R.M. Corn, Chem. Phys. Lett. 213, 485 (1993).

M.J. Crawford, J.G. Frey, T.]. VanderNoot and Y.G. Zhao, J. Chem. Soc.-Faraday Trans. 92, 1369 (1996).
K. Nochi, A. Yamaguchi, T. Hayashita, T. Uchida and N. Teramae, J. Phys. Chem. B 106, 9906 (2002).
H. Wang, E.C.Y. Yan, E. Borguet and K.B. Eisenthal, Chem. Phys. Lett. 259, 15 (1996).

P. Allcock, D.L. Andrews, S.R. Meech and A.J. Wigman, Phys. Rev. A 53, 2788 (1996).

S. Yamada and 1.Y.S. Lee, Anal. Sci. 14, 1045 (1998).

E.C.Y. Yan, Y. Liu and K.B. Eisenthal, J. Phys. Chem. B 102, 6331 (1998).

E.C.Y. Yan and K B. Eisenthal, J. Phys. Chem. B 103, 6056 (1999).

H.F. Wang, E.C.Y. Yan, Y. Liu and K.B. Eisenthal, J. Phys. Chem. B 102, 4446 (1998).

E.C.Y. Yan and K.B. Eisenthal, Biophys. J. 79, 898 (2000).

E.C.Y. Yan, Y. Liu and K.B. Eisenthal, J. Phys. Chem. B 105, 8531 (2001).

J.S. Salafsky and K.B. Eisenthal, Chem. Phys. Lett. 319, 435 (2000).



2

Vibrational Sum-Frequency
Spectroscopic Investigations of
Molecular Interactions at
Liquid/Liquid Interfaces

Mark R. Watry and Geraldine L. Richmond
Rocky Mountain College, Billings, MT 59102; University of Oregon, Eugene, OR 97403

2.1. INTRODUCTION

Liquid surfaces play a key role in many processes affecting our everyday lives. Some of
the most interesting chemical, industrial, biological and environmental reactions are fa-
cilitated by these interfaces. Separations, including liquid chromatographies and solvent
extractions, are possible because of the hydrophobic/hydrophilic properties of liquid/
solid and liquid/liquid interfaces. Emulsification takes advantage of the interfacial prop-
erties of liquids and makes a myriad of products and processes possible, including paints,
detergents, soaps, cosmetics and processed foods. Biological chemistry is highly depen-
dent on the properties of interfacial water considering that a cell is essentially a small
sack of aqueous solution that is connected to the outside world through chemical and
physical interactions that are mediated by the cell membrane/water interface. In atmo-
spheric chemistry, many important reactions occur on the surface or in the interior of
water droplets. Unfortunately, few details about molecular interactions at these fluid
interfaces have been uncovered, largely because of the inability of most experimental
methods to access these surfaces and to distinguish the molecular properties of the thin
surface region from the overwhelming properties of the adjacent bulk phases. The dif-
ficulties have been even greater for the study of liquid/liquid surfaces, which cannot
be readily accessed by the scattering techniques (neutron scattering, for example) that
have been very valuable for studying the air/water interface. Vibrational sum-frequency
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spectroscopy (VSFS) is one of a select few molecular techniques that can both access
buried liquid interfaces and is inherently surface-specific. As a relatively new method for
measuring vibrational spectra at surfaces, it has been applied to a variety of solid/liquid
[1-4], liquid/liquid [5-7] and air/liquid [8-12] interfaces.

This chapter examines the orientation and conformation of adsorbate and solvent
molecules at liquid/liquid interfaces, and from this information, it further examines the
interactions between the molecules present at these interfaces. The summary begins
with a description of the theoretical underpinnings of the technique and describes the
experimental apparatus employed in our studies of these interfaces. In each case, one
of the liquids is water. The remainder of the chapter describes studies of molecular
adsorbates at liquid/liquid interfaces and studies of neat liquid/liquid interfaces.

2.2. THEORETICAL CONSIDERATIONS OF VSES

2.2.1. Linear and Non-Linear Polarization of a Medium

When light interacts with matter, and the photons are not absorbed, it does so by
inducing a polarization in the medium. Since the interaction energy between the electric
field of the incident radiation and the molecules making up the medium is small compared
to the total energy of the molecules, the incident radiation can be treated as a perturbation
to the total energy of the medium. (This is true for pulsed laser beams as well as ambient
light [13].) Therefore, the polarization of the medium, P, can be expanded as a power
series in the electric field [13,14].

P=ay+ 3V -E+%®:EE+%V EEE +--. )

Here, « is the static (natural) polarization of the medium, the ¥ are the sus-
ceptibilities of order n containing the frequency dependence of the polarization and the
Fresnel factors associated with the geometry of the system and E is the electric field vec-
tor. Since the electric field is oscillating in time, the polarization induced in the medium is
an oscillating polarization. This oscillating polarization is primarily due to the movement
of electrons in response to the electric field, and these moving (accelerating) electrons
can be the sources of electromagnetic radiation. The terms in the expansion rapidly
become small so that unless the electric field is very large, the second term dominates
the interaction. This term is responsible for all linear optical effects including reflection,
refraction and propagation through a medium (transparency), and the generated light has
the same frequency as that of the incident light.

If the electric field(s) are large (e.g. laser light), subsequent terms in the expansion
become important. The third term is the one that is of importance in the present work. It
is the second-order non-linear polarization, P@.

P?® =3 . EE )

If there are two distinct electric fields present, as in sum-frequency generation, P®
is composed of four terms.

BO = §OF B, + §DE By + 1O BBy + 3P Eab @)
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The first and last terms correspond to oscillating polarizations that emit light at
twice the frequency of E; and E; respectively, and the other two terms correspond to
sum- and difference-frequency mixing of the two frequencies. In general, experiments
can be conducted in such a way as to strongly favour one non-linear process above the
others. However, if this is not possible, steps can be taken to detect the output of a single
process through the use of appropriate filters, spatial separation of the emitted beams
and choice of detector.

Since the experiments to be described later utilize sum-frequency generation, only
the sum-frequency contribution to the polarization is developed here. The non-linear
polarization induced in the medium at wy, = @1 + w; by the oscillating electric fields
E(w)) and E{(w;) can be expressed as

PO(wyg) = 33 : E(w1)E(w2). @

X g;is a third rank tensor composed of 27 elements. Equation (4) is often written as
PP(wgg) = X5 1 Ej(@1)Er(er) 5)

to make explicit the connection between the components of the fields and the components
of the polarization of the medium.

2.2.2. Vibrational Sum-Frequency Spectroscopy

Vibrational sum-frequency spectroscopy (VSFS) is a second-order non-linear op-
tical technique that can directly measure the vibrational spectrum of molecules at an in-
terface. Under the dipole approximation, this second-order non-linear optical technique
is uniquely suited to the study of surfaces because it is forbidden in media possessing
inversion symmetry. At the interface between two centrosymmetric media there is no
inversion centre and sum-frequency generation is allowed. Thus the asymmetric nature
of the interface allows a selectivity for interfacial properties at a molecular level that
is not inherent in other, linear, surface vibrational spectroscopies such as infrared or
Raman spectroscopy. VSFS is related to the more common but optically simpler second
harmonic generation process in which both beams are of the same fixed frequency and
is also surface-specific.

In a VSFS experiment, the pulses from a visible laser beam and a tunable IR laser
beam are coincident in time and space at the interface. The top of Figure 2.1 gives
an example of an experimental geometry for studying liquid/liquid interfaces where the
organic liquid is more dense than water, and the bottom of Figure 2.1 gives an example of
a configuration for organic liquids less dense than water. The polarizations indicated by
P and S in the figure are for light polarized in the plane of incidence and perpendicular
to the plane of incidence, respectively. The high-intensity electric fields of the laser
pulses induce a coherent non-linear polarization in the molecules at the interface, and
this oscillating non-linear polarization is the source of light radiating from the surface
at frequencies in addition to the frequencies of the incident light. Among these are the
harmonics of the input frequencies and the sum- and difference-frequencies of the two
input beams. Generally one of the above processes will be the most efficient given the
design of the experiment. For the measurements described herein, the light reflecting
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Syringe for control
of layer thickness

FIGURE 2.1. Experimental geometries. Top: CCls/water interfaces showing the polarization scheme ssp and
the critical angle 6. Bottom: alkane/water interfaces with adjustable thickness of alkane layer to minimize
IR absorption by the alkane.

from the surface at a frequency that is the sum of the two incident IR and visible fields is
collected and recorded to generate the VSF spectrum. Unlike most other spectroscopic
techniques, VSFS does not result in a change in the internal energy of the molecules
under study. The interfacial molecules merely act as a medium in which the two incoming
laser beams are coupled to produce a third coherent beam. In this regard it is similar to
elastic scattering.

As mentioned above, the intensity of the VSFS signal is dependent on the non-
linear polarization induced in the medium. The polarization that gives rise to sum-

frequency generation, Ps(é), is in turn dependent on the surface non-linear susceptibility

2
Xs(fg)(wsfg = Wyjs + wir) as

2
Ivis Iir (6)

2

PO «

sfg

Isfg 0.4

2) i (2]
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with x,(f& and x](fv) being the non-resonant and resonant parts of xP

sfg Tespectively. ¢ is
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the relative phase of the non-resonant susceptibility, and y, is the relative phase of the vth
vibrational mode. The non-resonant part of xs(fzg) depends primarily on the polarizability
of the molecules at the interface and must be included in the full spectral analysis. (It
cannot merely be subtracted as if it were a background.) The resonant term arises from
a coincidence in frequency between the tunable infrared light and a vibrational mode in
the molecule of interest. Because of the coherent nature of VSFS, and as Equation (6)
indicates, spectral contributions are summed prior to squaring the terms, in contrast to
linear spectroscopy where the contributions are squared prior to summation.

)

Since the non-linear susceptibility is generally complex, each resonant term in
the summation is associated with a relative phase, y,, which describes the interference
between overlapping vibrational modes. The resonant macroscopic susceptibility associ-
ated with a particular vibrational mode v, x ), is related to the microscopic susceptibility
also called the molecular hyperpolanzablhty, By, in the following way

2 i 2 i 2 i 2 i 2
Lty o | xRpe' ™ + xire”" + X" + xige'” +-- g

X2 = (ﬂu) (8)

where N is the number of molecules contributing to the sum-frequency signal and (B,) is
the orientationally averaged molecular hyperpolarizability. From Equations (6) and (8)
it is seen that the square root of the sum-frequency intensity depends on the number of
molecules giving rise to the response and their average orientation through the molecular
hyperpolarizability. These dependencies can be exploited to determine changes in the
orientation of interfacial molecules induced by changes in system parameters such as
interfacial concentration or liquid-phase composition. It is the molecular hyperpolariz-
ability, B,, that is responsible for the enhancement of the sum-frequency intensity when
the frequency of IR radiation is resonant with a sum-frequency active vibration.

The interference between different vibrations (including those of different
molecules) resulting from the coherent nature of the experiment makes the analysis
of VSES spectra considerably more complicated than that of spectra recorded with lin-
ear spectroscopic techniques. However, this complexity can be exploited to provide
orientational information if a complete analysis of the VSF spectrum is employed tak-
ing into account the phase relationships of the contributing vibrational modes to the
sum-frequency response [15,16]. In the analysis it is possible to constrain the average
orientation of the molecules at the surface by relating the macroscopic second-order sus-
ceptibility, xsfg , of the system to the molecular hyperpolarizabilities, 5,, of the individual
molecules at the interface [17,18].

The vibrationally resonant hyperpolarizability of a molecule can be described with
the following expression obtained utilizing perturbation theory [17] (assuming that the
only interactions between the electric fields and the media are dipolar interactions).

Bimm s = (g loynl v) (v |14l 8) ©)

WR — Wy, + il

The subscripts I, m and n represent the molecular inertial axes (a, b and ¢); o,
and u, represent the Raman and dipole vibrational transition elements, respectively
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FIGURE 2.2. Energy diagram showing interference between vibrational modes. Interference arises because
VSFS is a coherent process. The multiple paths are analogous to those in the double slit experiment.

for a particular vibrational mode; and a Lorentzian distribution of resonant transition
energies is assumed. The absolute square of the numerator of B, can be considered a
sum-frequency “transition probability”. An energy diagram illustrating the interference
between different vibrational modes is shown in Figure 2.2. It is helpful to compare the
interference of different vibrations in VSFS to those in the classic double slit experiment.
In both cases, particles passing through indistinguishable intermediate states give rise to
distinct interference patterns.

The macroscopic property observed in sum-frequency experiments, xs(fzg), is a sum
of the molecular hyperpolarizabilities, 8,, over all vibrational modes and all of the
molecules at the interface, which takes into account the orientation of each molecule.
Orientational information is obtained from the experimental spectra through considera-
tion of the relationship between the observed Cartesian components of the macroscopic
second-order susceptibility x ,(,2} , and the corresponding spectroscopically active com-
ponents of the molecular hyperpolarizability, Bjm,. This is accomplished through an
Euler angle rotation of the molecular axis system into the laboratory axis system as
defined through the use of the rotational matrix (;;x.m,. The general expression for the
transformation from a molecular-fixed axis system to a laboratory-fixed system is

XKy = Z MuK-mn - Bimn,v- (10

Imn

The indices I, J and K represent the lab frame coordinates X, Y or Z appropriate
to a specific experiment. The indices /, m and n run through the molecular coordinates
a, b and c. The orientation of the molecular axis system in the lab frame is defined by the
transformation tensor, fx.imn, through the Euler angles 6, ¢ and x. The Euler angles
are defined in Figure 2.3. If the signs of By, and x,(Jz,)(vv are known, then the average
orientation of the molecules can be determined by analyzing how the sign of the trans-
formation tensor changes with respect to the angles 6, ¢ and x. A complete table of the
appropriate transformation equations is given by Hirose et al. in their exhaustive general
treatment of CH; and CHj; vibrations in sum-frequency spectra [17,18]. In the case of the
liquid/liquid interfaces discussed here, the signs of the x| 7k » terms can be determined
through a comprehensive fit of the observed sum-frequency spectra to Equations (6) and



MOLECULAR INTERACTIONS AT LIQUID/LIQUID INTERFACES k) |

FIGURE 2.3. Definition of the Euler angles.

(9) (see below), and the signs of the By, components can be determined through ab
initio calculations [19,20].
" Combining Equations (8)—(10) yields the following expression for the resonant
macroscopic susceptibility
@ AxMy;

Xr, & Wy, —wir — iy an
still assuming that a Lorentzian distribution of vibrational energies and the dipole ap-
proximation are employed. In this expression A is the IR transition moment, My, is the
Raman transition probability, o, is the resonant mode frequency and I', is the natural line
width of the transition. Since sum-frequency active modes must be both IR- and Raman-
active, any vibrational mode that has an inversion centre cannot be sum-frequency-active.
This result coupled with the coherent nature of sum-frequency generation precludes any
sum-frequency response from bulk isotropic media.

The surface susceptibility xs(fzg) is a 27-element tensor that can generally be reduced
to a handful of non-vanishing elements after consideration of the symmetry of the system.
In particular, the interface between two isotropic bulk media is isotropic in the plane of
the interface (it has Co,, symmetry), and xs(fzg reduces to the following four independent
non-zero elements

X x%=x3s xB=xd x&=1x8 (12)
where z is the direction normal to the interface. The four independent values can in princi-
ple be determined after the acquisition of sum-frequency under four different polarization
combinations (ssp, sps, pss, ppp) with the polarizations listed in order of decreasing fre-
quency (sum-frequency, visible, IR). p-polarized light is defined as having its electric
field vector parallel to the plane of incidence, whereas s-polarized light is polarized
perpendicular to the incident plane (see Figure 2.1). The ssp polarization combination
probes modes with IR transition moment components perpendicular to the interfacial
plane, sps and pss polarization combinations probe modes that have IR transition moment
components in the plane of the interface, and the ppp polarization combination probes
all components of the allowed vibrations.
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X
FIGURE 2.4. Notation for indices of refraction and angles of incidence and reflection.

In addition to the tensor element dependence of the sum-frequency intensity, there
is also a dependence on the geometry of the experiment that manifests itself in the linear
and non-linear Fresnel factors that describe the behaviour of the three light beams at
the interface. Fresnel factors are the reflection and transmission coefficients for electro-
magnetic radiation at a boundary and depend on the frequency, polarization and incident
angle of the electromagnetic waves and the indices of refraction for the media at the
boundary [16,21].

For sum-frequency light collected in reflection (Figure 2.4), these dependencies are

= - ~ . 2
I o |Fofofox B+ T Fex @ + Fefo fex @+ Fe £ X2

- 2 ~ 2 ~ 2
Iyp x |fyfysz)(§)z| s Igps o |fyfzfy)($)y| , Ipss !fzfyfyxz(iz, ,  (13)

where the subscript i stands for x or y, and f and £ are the linear and non-linear Fresnel
factors, respectively.
The linear and non-linear Fresnel factors are [16]

i 2n¢ cos B! 7 cos 7
ix = x = "
n? cos ¥¢ + n? cos ¥}’ n4 cos 9% + n4n’ cos ¢
a a

fy = 2n cos B 7 = 1

) - ’ -

"7 nbcos 9! + n? cos 9? ¥ ngcos 9§ +nbcosv!

2(n?/n?)*n? cos 94 - sin 9

fie= e : fo= - (14)

, .
n? cos ¢ + n cos 97 ninb cos 9% + (n5)? cos ¢

The subscripts ¢ denote the incident beam, the superscripts a and b denote the medium
the beam is propagating in (see Figure 2.4), n denotes the frequency-dependent index of
refraction, and 0}’ denote the angles of incidence. The angles of the transmitted waves,
#?7, are given by Snell’s law

nd sin ¥¢ = n? sin ! (15)
and the angle of the SF wave reflected into medium q is given by [22]
(O] n? é

. . wno.
sin® = — 2 sin®§ + — - sin 9. (16)
i w3 n? w3 n?

3 3
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2.2.3. Total Internal Reflection Geometry

Some interfacial systems have a weak sum-frequency response whereas others suffer
from significant and undesirable heating from high-intensity laser beams. Utilization of
a total internal reflection (TIR) geometry can minimize these problems with the added
bonus of generating all of the sum-frequency light in reflection. If the index of refraction
of medium a is greater than that of medium b, there exist incident angles for which the
corresponding angle of transmission is purely imaginary, sin 29,.” > 1, and the incident
beam will be totally reflected. The angle at which this phenomenon first occurs is called
the critical angle. In a TIR geometry, one or more Fresnel factors take on an imaginary
value. As a result, the local field intensity can exceed that of the incident wave because
of the formation of an evanescent wave at the interface [23,24]. Near this angle, the
sum-frequency response increases dramatically as a function of incident angle [25].
The sum-frequency signal is enhanced the most at the critical angle, and enhancement
is obtained for any and all beams at their critical angle including the generated sum-
frequency. A TIR geometry has been shown to increase the sum-frequency signal by
more than two orders of magnitude over external reflection geometries [22-24,26-29].

2.2.4. VSFS Line Shape and Sum-Frequency Intensities

Equation (6) shows that the sum-frequency intensity is dependent on the second-
order polarization Png However, that polarization is a vector quantity Ps(f Within the
electric dipole approximation the local fields E Eb and E2 are coupled by the second-order
non-linear susceptibility, ¥®, [16], inducing the following non-linear polarization at
w3 = w| + wy:

PE = 3P(w1) : EY(@)Eb(wy). an

The subscripts and superscripts are consistent with those used in Figure 2.4, and the
notation for X¥® makes it clear that only the IR is near resonance. The local fields E; g
can be described in terms of the incident fields E,“.

Elw) = L) FP* (@) EX (@) (18)

Within the polarization scheme used here where p-polarized light is polarized in
the plane of incidence, and s-polarized light is polarized perpendicular to the plane, the
Cartesian components of Ef(w;) are given by the projection of the s and p components
of the incident wave

El(wi) = Ef(wi)cos 9], ES(w;) = E} (),
EX(w;) = E;(wi)sin s (19)

} and L are second-rank tensors that represent the macroscopic and microscopic field
corrections. The components of the macroscopic field corrections were presented in
Equation (14). The microscopic field corrections L account for dipole—dipole interactions
between molecules. In the work presented here, this term is assumed to be unity [30].
As mentioned earlier, there are only four independent non-zero elements of ¥®
for a system with Co,, symmetry. Four experimental polarization combinations can be
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employed to obtain all four (three individually and the fourth using the other three).

Py®(ws) = X\ ES(@)EN @), P (ws) = 2 EX(@y) Eb(wy),
PP¥(w3) = x$) ES(@2) Eb(wy),
PPP(ws) = x 2 EY@2) EX(w1) + x 2 EX(w2) EX(wy),

PP(w3) = x D EX (@) EX (@) + X2 Eb(w2) Eb(w)) (20)

The intensities of electromagnetic radiation emitted at the frequency w; from these
oscillating polarizations are

2
I (5) = ==n§w} | LS, PyP @)

2 2
I(w3) = —n3w§ | F LS, P3P ()],

2
IP(w5) = ~=n§w} | F.L} PP (w3)|”,

27z

2
I (w3) = —nfw} | LY, PYP(@s) + fL: PPP(as)|” . @1)

272z

Again, the Lf.’,. are mic~roscopic field corrections and are taken to be unity in the work
that follows, and the f; have been given above. After combining Equations (18)—(21),
the full expressions become
I (w3) = Znie? | f,x 3 2y ES@2) fi..E4(wy) sin 07|
I (w3) = Zngw? | Fyx 2, fr. ES@2)(sin 0%) fi.y ES (@)
I™(w3) = Zn3w? | f,x 3, foy E4 (@) f1y E4@))|”
;321 frxEg(wn)(cos 99) fi . Eg(w1)(sin O7)
Tl 4 4@, foc ES(@r)(sin 99) . ES(@1)(cos 95)
_ [ X8 fr.. E4@2)(sin 85) f1 . E4() )(sin 87)
+ X3 frr Ep(@2)(cos 95) fic Eg(@(cos ) || (59

2

IPPP(g3) = %lngw_%

If the incident angles and the indices of refraction (as a function of wavelength) are
known, the intensity can be corrected for Fresnel factors and angles of incidence. If the
IR intensity is known as a function of wavelength, that too can be factored out; and, since
the visible frequency is constant, it can be factored out into the constant. Since the sum-
frequency wavelength is far from a transition, n$ is nearly constant. w3 can be corrected
for; however, this correction is insignificant over the small wavelength range in the
studies presented later. After these manipulations, all that is left is the dependence of the
intensity on the non-linear susceptibility of the molecules under study:

I = const x |x; 2)| 23)
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Using Equations (6) and (11) we arrive at
2

AxMis__ i (24)

I, = const x X( PR 4
58 NR Zwv—w"—tl‘

This line shape assumes a Lorentzian distribution of energies.

Lorentzian line shapes are frequently used to take into account the interference
between different vibrations, although other more complex line shapes are used. Unfor-
tunately, the broad “wings” characteristic of a Lorentzian distribution often overestimate
the amount of overlap, and therefore the amount of interference, between widely sep-
arated peaks. Particularly useful, although computationally more intensive, is the line
shape profile described by Bain et al. [4,12].

o . 2
Avew’ve“[(uL —wy/T,]

Iy = const. x Xgﬁe”” + / - doy, (25)
;_ wr — o —il'p

Similar to a Voigt profile, this line shape expression is a convolution of Equation
(11) and a Gaussian distribution to account for inhomogeneous broadening {12,31].
This profile is the best profile currently employed for the analysis of spectra exhibiting
significant overlap of modes of different phases.

Figure 2.5 shows a few of the Lorentzian line shapes in the Gaussian distribution of
the real part (top) and imaginary part (bottom) of the resonant non-linear susceptibility

Rey

Imy

‘éé‘““_ k

Frequency

A

FIGURE 2.5. Selected components of the real and imaginary parts of x with a phase of zero and centered
on the band origin.
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with the Gaussian centered at the band centre and a relative phase of zero radians for the
vibration. Each of the resonant susceptibilities is composed in this way, and then added
together along with the non-resonant susceptibility. The absolute square of this result
yields the fit line to the entire spectrum.

Since VSFS is a coherent technique, and as Equation (25) implies, the oscillating
electric field from each vibrational state involved in the generation of sum-frequency
light can interfere with that from every other state and with that from the non-resonant
response. This is quite different from IR spectroscopy where spectra are simple superpo-
sitions of intensity from individual vibrational modes. As such, VSFS leads to interesting
line shapes that can be interpreted incorrectly if spectral intensities are compared visually
without fitting the spectrum.

2.3. EXPERIMENTAL CONSIDERATIONS

2.3.1. Spectroscopy

The sum-frequency response at aqueous interfaces is very weak because of the
small number of adsorbed molecules present and the poor polarizability of most lig-
uids. To compensate for the low sum-frequency efficiency, pulsed lasers are used. Since
the sum-frequency intensity increases with the peak intensity of the incident beams,
picosecond and femtosecond pulses are optimal, although these shorter pulses result in
larger IR bandwidths. Nanosecond systems are generally much simpler to operate and
have narrower IR bandwidths, but can contribute to significant heating of the interface
unless an optical coupling scheme such as total internal reflection (TIR) {6] or other
mechanisms such as sample rotation [32] are employed.

Most VSFS studies have focused on the vibrational region around 3 pm because
nanosecond and picosecond systems generate the highest IR power densities there. Tun-
able IR light has been produced by a number of optical parametric generation (OPG), os-
cillation (OPO) and amplification (OPA) systems as well as difference-frequency mixing
and stimulated Raman scattering. In our laboratory we use nanosecond and picosecond
systems. The nanosecond systems are primarily used to study liquid/liquid interfaces
and employ a TIR geometry to couple the light to the interface (see Figure 2.1). This
arrangement results in a sensitivity that is comparable to picosecond systems operating
in an external reflection geometry. In the TIR geometry, the incident laser beams pass
through the higher index medium and strike the interface near their respective critical
angles to generate sum-frequency in reflection at its critical angle. Since the IR must pass
through the higher index medium, it must be transparent to these IR frequencies, or the
path through the high index phase must be minimized s that absorption is not significant
(see Figure 2.1).

In our laboratory we use the 1064-nm output of an injection-seeded Nd: YAG laser
that pumps a potassium titanyl phosphate (KTP) OPO/OPA assembly. This system pro-
duces 3.5nanosecond pulses and tunable IR from 2.5 pm (4000 cm™!) to 5 um (1975
cm~!) with energies available at the interface ranging from 4 mJ to 1 mJ at the two
respective limits. It operates with ~1 cm™! resolution and has a variable repetition rate
(1-100 Hz).
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Since the surface of a liquid provides an energetically attractive site for molecules
that have both polar and apolar parts, obtaining a clean interface is a serious challenge in
any VSF experiment. For example, our experiments have shown remarkable sensitivity
in the VSF water spectrum to trace amounts of impurities that migrate to the interface
[7]. If these impurities are highly surface-active (as is generally the case), the spectrum
of the impurity can dominate the interfacial spectrum. Since typical surface densities of
surface-active species are ~10' molecules - cm™2, nanomolar concentrations of highly
surface-active impurity are a significant problem. Therefore, samples and solvents must
be highly purified, and all equipment that comes in contact with the samples must be
extraordinarily clean.

2.3.2. Surface Tension

The sum-frequency intensity generated from a sample is directly proportional to the
square of the number of molecules probed in the experiment (Equations (6) and (8)). A
determination of the number of molecules adsorbed to a liquid interface can be made by
measuring the surface tension isotherm. Equilibrium surface tensions are recorded for
a series of solute concentrations, and surface excess concentrations are extracted from
the isotherm. The Wilhelmy plate method [33,34] was used to make the surface tension
measurements in these studies. In the Wilhelmy method, a thin rectangular hydrophilic
plate is suspended from a sensitive balance or tensiometer into an aqueous solution and
a meniscus forms on the plate as it is wetted drawing it into the solution. A hydrophilic
plate is used for measurements of aqueous solutions so that the contact angle is zero, and
the only component of the force on the plate is in the vertical direction. If the contact
angle is not zero, the angle must be determined. Often the uncertainty on such an angle
measurement is unacceptably large. The apparatus measures a line tension along the line
of contact between the water surface and the plate. If the balance has been calibrated,
the reading on the balance is the surface tension (software packages will also report the
surface pressure).

The balance used in the measurements presented below is a KSV 5000 with a
dynamic range of 0—100 mN/m. Samples were prepared in crystallizing dishes 60 mm
in diameter and 35 mm deep. The measurements were made by immersing about 1/3
of the plate in the lower phase. Measurements were made using a roughened platinum
plate that had been cleaned with NoChromix solution and flamed until red hot to make
it hydrophilic.

2.4. APPLICATIONS

2.4.1. Simple Surfactants

The class of compounds most extensively studied at liquid surfaces by VSF is
the alkyl ionic surfactants. The simplest type of these surfactants consists of a charged
polar headgroup and a long hydrocarbon chain and represents typical surfactants used
in commercial products and industrial processes. In a typical soap or detergent solution,
if the concentration of surfactant is high enough, the surfactant molecules form micelles
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in aqueous solution. The surfactant molecules in the micelles are oriented with their
hydrocarbon chains on the inside away from the water, with their hydrophilic headgroups
on the outside solvated by the water. Dirt and oil are then solubilized inside the micelle,
and the water carries the micelle away. The key to understanding surfactant behaviour is
in understanding the molecular interactions within the micelle and between the micelle
and the water and the oil. With conventional techniques it is very difficult to examine
these interactions separately from the rest of the system. However, if the surfactant is
allowed to accumulate at an interface, VSFS can be used to investigate the monolayer
itself where the molecular interactions are similar to those in the micelle. In addition,
many surfactant systems are designed with the primary function of reducing the surface
tension of water to increase emulsification of a poorly (or non) soluble component or
to increase mass transport across the interface. VSFS studies can shed light on these
systems as well.

2.4.1.1. Hydrocarbon Chain Order. The initial VSFS studies of surfactants at a liquid
interface were conducted with a focus on the conformation of the alkyl chains as a func-
tion of the number density of molecules at the interface and as a function of alkyl chain
length for a complete monolayer [1,6,35,36]. The C-H stretch modes of these chains
lie in the 3-pm region, coincident with the region most readily available with tunable
IR lasers used in VSF experiments. In these experiments, as in other vibrational spec-
troscopic studies, the ratio of the integrated methyl symmetric stretch intensity to the
integrated methylene symmetric stretch intensity has been used as a parameter for exam-
ining the relative conformation (ordering) of alkyl chains at an interface. In VSFS using
p-polarized IR, an all-trans chain has the transition moment for the methyl symmetric
stretch aligned along the direction of the electric field and produces a maximum SF sig-
nal. However, since there are local inversion centers at the midpoint of each C-C bond in
an all-trans alkyl chain, intensity in the methylene symmetric stretch band is forbidden
under the dipole approximation. (The Raman and IR moments of the methylene units are
180° out of phase, resulting in cancellation of the SF response.) Conversely, under this
same polarization combination (ssp), highly disordered chains exhibit a more isotropic
orientation of the methyl groups producing less SF intensity in the methyl symmetric
stretch, while the increased number of gauche defects in the alkyl chains results in an
increase in intensity in the methylene symmetric stretch. Therefore, the intensity ratio
CH;SS/CH,SS approaches infinity for perfect order with a strong methyl symmetric
stretch and the absence of methylene symmetric stretch intensity, and a smaller ratio
is expected for increasing disorder as the methylene mode grows in intensity and the
methyl mode loses intensity.

From studies of Langmuir films (insoluble surfactants) and films adsorbed to solid
substrates, alkyl chains are known to be well ordered. For soluble surfactants at oil/water,
however, the picture is much different. Several studies from this laboratory have demon-
strated these differences [6,37-39]. Figure 2.6 shows the ssp spectra for sodium do-
decyl sulfate (SDS) at the CCl4/D,O interface at monolayer coverage (squares) and
at extremely low surface coverage (circles) with the spectra normalized to the methyl
symmetric stretch [6].

There are three clear features in these spectra. First, the signal to noise is high
even for a very low surface concentration, exhibiting the sensitivity of VSFS. Second,
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FIGURE 2.6. VSF spectra of the symmetric stretch region for alkyl chains in SDS at the CCl4/D,O interface.
The spectra are for 0.1 mM (e) and 10 mM (m) aqueous SDS concentration, corresponding to low and high
(monolayer) surface coverage. The spectra were acquired under ssp polarization. From Ref. [6].

there is a strong methylene symmetric stretch intensity at monolayer coverage suggest-
ing that there are still a significant number of gauche defects in the chains. Third, the
CH;SS/CH,SS ratio is larger for the monolayer than for the fraction of a monolayer,
indicating more order in the alkyl chains in the full monolayer. The order parameter was
examined as a function of bulk concentration, and it was seen that the order parameter
increased up to a concentration of 2 mM (monolayer coverage) and then levelled off.
As the surfactant molecules become more congested at the interface, the interactions
between the hydrophobic chains would be expected to increase, resulting in a decrease
in gauche defects in the chains. This is exactly what is observed. However, even at mono-
layer coverage at the liquid/liquid interface, the appreciable signal from the methylene
symmetric stretch indicates that these chains have significant disorder relative to ordered
chains observed for some surfactants at solid/air and air/water interfaces where this mode
disappears at high coverage. The significant differences between this interface and the
solid interface are that the molecules are not bound to adsorption sites and that the chains
are solvated by CCly, which reduces their interactions and ability to order.

2.4.1.2. Surfactant Headgroup. Just as VSFS allows the determination of molecular
conformation at the liquid interface as a function of surface coverage, it also allows for
the determination of surfactant headgroup effects on the molecular conformation. The
left side of Figure 2.7 shows spectra acquired under the ssp polarization configuration
for sodium dodecy! sulfate (SDS), sodium dodecyl sulfonate (DDS), dodecyltrimethy-
lammonium chloride (DTAC) and dodecylammonium chloride (DAC) at approximately
equal surface coverage, and the right side shows spectra acquired under the sps polariza-
tion configuration [37]. The two cationic surfactants exhibit greater order than the anionic
surfactants, and after an analysis of ordering as a function of surface concentration, the
anionic surfactants were determined to have the same degree of ordering while DAC
orders better than DTAC. The ordering relationship between surfactants of like charge is
understandable based on headgroup size. SDS and DDS have very similar headgroups
while DAC has a much smaller headgroup than DTAC. It has been concluded in these
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FIGURE 2.7. VSFS spectra of four surfactants, each with an alkyl chain of 12 carbons, but with different
headgroups. Each spectrum was obtained for a bulk concentration of 5.0 mM. Spectra acquired under ssp
polarization: (a) SDS, (c) DDS, (e) DTAC and (g) DAC. Spectra acquired under sps polarization: (b) SDS,
(d) DDS, (f) DTAC and (h) DAC. From Ref. [37].

studies that the differences in alkyl order between the cationic and anionic surfactants
are probably due to solvation effects and the depth of penetration of the headgroup into
the aqueous phase.

The headgroup of a surfactant can also be probed with VSFS, provided there are
vibrational modes that fall within the tuning range of the IR beam. Sodium dodecyl-
benzenesulfonate (DBS) is an important industrial and commercial surfactant used in
cleansers and detergents. It is highly soluble and extremely surface-active. To investigate
the properties that make this compound such a quality surfactant, VSFS studies were
conducted at the CCly/D,0 and air/water interfaces examining both the alkyl chains and
the phenyl moiety of the headgroup [40].

Alkyl chain conformation was examined at the CCl4/D,0O and air/water interfaces
and compared to sodium dodecylsulfonate (DDS), which has the same chain length, at
the same interfaces. DDS exhibits typical simple surfactant behaviour at both interfaces.
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The chains become more ordered as monolayer coverage is approached, but the chains
do not achieve a high degree of order as indicated by the significant methylene sym-
metric stretch intensity at monolayer coverage. DBS, on the other hand, does not un-
dergo any detectable ordering of the chains as monolayer coverage is approached al-
though the particular locations of the gauche conformations may be changing. The
chains are highly disordered at all surface concentrations at both interfaces. Even in
the presence of excess salt, which screens the charged headgroups and allows the DBS
molecules to pack more tightly, there is no significant change in the order of the alkyl
chains.

A comparison of the DBS and DDS data indicate that the phenyl headgroup has a
significant influence on chain order for DBS relative to DDS. If the phenyl rings were
present in a thin horizontal plane at the interface analogous to what might be expected
for their adsorption onto a solid surface, then one might expect that the much bulkier
phenyl headgroup could reduce the van der Waals interactions between the first few
methylene units on adjacent chains, leading to the disruption of chain ordering in DBS.
However, surface tension experiments showed that DDS and DBS have very similar
surface concentrations at monolayer coverage. This suggests that the DBS molecules
are in a staggered arrangement at monolayer coverage. In this picture, the headgroups
penetrate to different degrees into the interfacial region, which molecular dynamics
calculations have indicated as ~7 A (for CCl4/H,0) [41,42]. The polarizable nature of the
phenyl ring should at some level facilitate this staggered distribution in an interface of this
thickness relative to the less polarizable DDS. Such staggering of adjacent headgroups
would reduce the interaction between the first few methylene groups on adjacent chains
leading to disruption of chain ordering.

Phenyl orientation in DBS was examined by following the strongest phenyl mode
(analogous to v; in benzene), which has its IR transition moment pointing from the alkyl
chain to the sulfonate. Spectra from the CCl4/D,0O and air/D,0 interfaces showed an
obvious change in SF intensity as the bulk concentration was increased in each case.
There are two possible contributions to these increases. The first is the increased number
of molecules present at the interface, and the second is a changing orientation of the
transition moment as a result of crowding and intermolecular interactions. Figure 2.8
shows the SF intensity dependence on surface concentration, and it was found that
intensity at the air/water interface was dependent on the number of molecules at the
interface and a change in orientation, while at the CCl4/D,0 interface, intensity was
dependent only on the number of molecules (as indicated by the linear relationship). In
addition, it is quite clear that most of the orientational ordering at the air/water interface
occurs very close to surface saturation. The reorientation of the phenyl groups at the
air/D,O interface as monolayer is approached is attributed to an increased interaction
between neighbouring phenyl groups and/or congestion at the interface because of the
bulky headgroups, while the lack of reorientation of the phenyl groups at the CCl4/D,0
interface along with spectral evidence for the phenyl rings to orient along the normal to
the interface is attributed to solvation of the polarizable phenyl group in the interfacial
region. It is interesting to note that the changes in ring orientation, or lack thereof, appear
to have no effect on the order of the alkyl chains.

From these studies, a picture of the DBS micelle emerges that is consistent with
good detergency. The compound is highly surface-active, and the micelles are likely to
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FIGURE 2.8. Square root of the sum-frequency intensity of the phenyl mode v, as a function of surface
concentration for (a) DBS at the CCly/water interface with 0.1 M NaCl. (The line is a fit to the data.) (b) DBS
at the air/water interface. The solid data points correspond to surface concentrations at and near full monolayer
coverage. Adapted from Ref. [40].

have a liquid-like interior (i.e. the capability to dissolve organic matter) as evidenced by
the high disorder in the alkyl chains at all interfacial packing densities.

2.4.2. Lipid Monolayers and Anesthetic Action

2.4.2.1. Lipid Conformation in Phospholipid Monolayers. Phospholipid monolayers
have been the subject of intense interest for over three decades [43—45] because they
are the major component of most cell membranes and consequently are important as
models for these membranes. Phospholipids consist of a charged headgroup connected
to a pair of long acyl chains by means of a three-carbon glycerol backbone. They form
Langmuir monolayers at liquid interfaces, exhibiting a host of different phases and
morphologies. Understanding the rich thermodynamic behaviour found in phospholipid
monolayers has helped to elucidate the nature of the more complex phase behaviour that
takes place in bilayer systems. Since properties such as permeability, compressibility
and phase transition temperatures depend on the identity of the phospholipid headgroup
and acyl chain lengths and saturation, considerable effort has focused on correlating
monolayer structure with function. Given that under many conditions a phospholipid
monolayer closely approximates half of a lipid bilayer, a molecular level picture of the
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interactions in the monolayer will lead to a better understanding of the interactions in
the full bilayer.

Numerous techniques have been employed to examine the monolayer structure of
phospholipids at the air/water interface including surface tension, fluorescence, neutron
and X-ray reflection, and IR and Raman spectroscopy. In contrast, very few techniques
are suitable to examine monolayers at the oil/water interface. Surface tension and fluo-
rescence microscopy [46—48] have shed some light on these buried monolayers, but most
other surface techniques are hampered because of effects from the bulk liquids. Since
VSFS is insensitive to the bulk, it is an excellent technique for probing these monolayers.

Since the solidity or fluidity of the bilayer membrane is likely to depend on the alkyl
chain interactions and consequently their length, an understanding of the relationship
between chain order and chain length for tightly packed monolayers of phospholipids
are important. As an example of how VSFS can be employed to study phospholipids at
a liquid surface, a series of saturated symmetric chain phosphatidylcholines (PCs) were
examined at the air/water and CCly/water interfaces [49]. At the air/D,0 interface, chain
order within the monolayer was found to increase as the length of the chains increased
(Figure 2.9a) under conditions of constant phospholipid head group area.

This increase in order is attributed to the ability of the chains to interact through van
der Waals forces and longer chains having more interaction sites. When these phospho-
lipids were examined at the CCly/water interface, the trend was reversed. Monolayers
composed of longer chain phosphatidylcholines show greater chain disorder (Figure
2.9b). This increase in disorder with chain length is attributed to solvent penetration into
the monolayer that disrupts the van der Waals interactions between neighbouring chains.

Another set of studies from this laboratory examined the assembly of symmetric
and asymmetric phosphatidylcholines at the CCly/water interface [50]. In these studies,
a series of saturated symmetric and asymmetric chain PCs were examined. Symmet-
ric PCs with 16 or fewer carbons per acyl chain and highly asymmetric PCs were
found to produce relatively disordered films at the CCly/water interface as measured
by VSFS. However, the longest chain PCs studied, 1,2-distearoyl-sn-PC (C18:C18),
1-stearoyl-2-palmitoyl-sn-PC (C18:C16) and 1-palmitoyl-2-stearoyl-sn-PC (C16:C18),
formed well-ordered crystalline phase monolayers at room temperature. These results
have been explained in terms of enhanced chain—chain interactions among the longer,
nearly symmetric hydrocarbon chains that reduce the intercalation of solvent.

Solvent structure can also be monitored with VSFS. Another study by Walker
et al. [51,52] showed that, at least for DL.PC (C12:C12) at the CCly/water interface, the
hydrogen bonding structure in the plane of the interface is significantly different from
that perpendicular to the interface. The energy of the symmetric stretch of symmetrically
hydrogen-bonded water molecules shifts to higher energy for the out-of-plane response
relative to the in-plane response. The symmetric stretch of symmetrically hydrogen-
bonded water was monitored as a function of time while the monolayer was forming, and
it was found that the intensity oscillated in a complicated but systematic and reproducible
fashion, suggesting that the water is sensitive to two-dimensional phase transitions in
the monolayer as it forms.

2.4.2.2. Halothane’s Effect on Lipid Monolayers. For more than 100 years the effects
of inhaled anesthetics have been studied with the ultimate goal of understanding the
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FIGURE2.9. VSF spectra of tightly packed monolayers composed of DLPC (n = 12), DMPC (n = 14), DPPC
(n = 16) and DSPC (n = 18) where n is the number of carbon atoms in the acyl chains. (a) The CCLy/water
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From Ref. [49].

mechanism, or action site, of general anesthesia [53,54]. Although tremendous effort
has been expended in this endeavour, and an overwhelming number of experiments have
been completed, the controversy remains whether the primary site of action for inhaled
anesthetics is the membrane lipid or the proteins embedded in the membrane.

Despite the continuing debate, there is much that is known about anesthetic action. It
is clear that local anesthetics significantly change ion currents across neural membranes,
that the ion channels through which they pass are composed of protein, and that these
proteins are embedded in lipid [53]. However, there is little knowledge of the mechanism
by which lipid soluble anesthetics of such widely different structures affect the ion
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channels. Very recently, interest in the role of membrane lipids was renewed when
Cantor [55,56] hypothesized that perturbations in membrane structure induced by inhaled
anesthetics induces changes in protein function. However, recent experiments examining
this hypothesis utilizing relatively simple model lipid systems do not agree on the active
sites occupied by inhaled anesthetics in the membrane. Experimentally suggested sites
include the acyl chain domain [57], various locations in the headgroup region [58,59]
and the lipid/water interface [60,61].

In the study described here, VSFS spectra of a series of phospholipid monolayers
at the CCly/water interface were acquired and the effect of a common inhaled anesthetic,
halothane (CF3CHCIBTr), on their conformation was examined [62]. Phospholipid mono-
layers at an organic/aqueous interface are a useful model system for the study of cell
membranes because they provide a realistic model of the hydrophilic and hydrophobic
environments commonly found in vivo. In addition, the understanding and thermodynam-
ics of these monolayer systems has been extensively described and rigorous theoretical
analyses have been reported [63]. In these studies, the CCL4/D, O interface was used for
experimental convenience, and although this interface is non-biological, it does mimic
the hydrophobic/aqueous interface found in many biological systems [64].

The phospholipid monolayers examined in this study were all saturated, symmet-
ric, 1,2-diacyl-sn-glycero-3-phosphate-based lipids. Four different lipid headgroups at-
tached to the phosphate were examined: choline, ethanolamine, glycerol and serine. Each
lipid features a glycerol backbone, two saturated fatty acid chains and a phosphatidyl
headgroup.

The spectra from each of the four monolayer systems exhibited similar relative peak
intensities and similar peak positions throughout the C-H stretching region. The spectra
show considerable intensity in both the CH,SS and the CH3SS modes for each of the
phospholipids examined, indicating that the monolayers are all relatively disordered.
The spectra also indicate that the nature of the headgroup does not significantly impact
the ordering of the acyl chains. Information extracted from spectral fits indicate that
DPPC, DPPE and DPPG are all similarly ordered with parameters of 0.62, 0.67 and
0.65, respectively, and that DPPS is the most disordered with an order parameter of 0.55.
(Uncertainties are on the order of 5%.) The degree of chain order for these monolayers
agrees well with previous results from this laboratory for phosphatidylcholines [49]. The
large degree of disorder of these monolayers compared to monolayers at the air/water
interface can be attributed to the intercalation of CCly into the chains, which reduces
van der Waals interactions between the chains. As a comparison, the order parameters
for a series of diacyl phosphatidylcholines at the air/water interface (determined in this
laboratory) were found to be: 1.9 for 12 carbon chains, 2.1 for 14 carbon chains, 5.3 for
16 carbon chains (DPPC) and 11.9 for 18 carbon chains [49].

An attempt was made to study changes in interfacial water structure in the presence
of halothane in the monolayer; however, total absorption of the IR just above 3000 cm™!
by halothane in the CCly prevents the acquisition of a complete, continuous spectrum.

Figure 2.10 shows the methylene and methyl symmetric stretch region of the spec-
trum for each headgroup before (solid squares) and after (solid triangles) the exposure
of the monolayer to halothane. For each spectrum shown, there is a small increase in the
overall intensity when halothane is present. This increase occurs across the entire spec-
trum for each of the phospholipids studied. We believe that the small change in intensity
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FIGURE 2.10. Representative spectra of dipalmitoyl phospholipid monolayers at the CCL/D,O interface
under the ssp polarization scheme showing the methyl and methylene symmetric stretch: (a) DPPC, (b) DPPE,
(c) DPPG, (d) DPPS. Spectra of the monolayers are shown in solid squares. Spectra of the monolayers with
halothane are shown with solid triangles. The lines are fits to the data. From Ref. [62].

is due to the alteration in the index of refraction in the interfacial region because of the
presence of halothane. In the TIR geometry used, the SF intensity is highly sensitive
to the incident angles of the incoming beams that are in turn dependent on the index
of refraction. The spectra are corrected for the indices of refraction of the two input
beams and the outgoing SF beam based on the indices for the bulk liquids and cannot be
corrected for the change in index of the interface because of halothane, as that change is
unknown.

For each phospholipid shown in Figure 2.10, the CH3SS and the CH,SS peaks are
affected by the introduction of halothane. Visual inspection of the spectra suggests that
the order parameter increases in the presence of halothane with the CH3SS intensity
increasing more than the CH,SS. However, verification of this increase in the order pa-
rameter requires fitting the data as previously described. When this is done it is found
that the order parameter does increase for each of the monolayers studied. For DPPC,
the order parameter increases from 0.62 to 0.74; DPPE shows a change from 0.67 to
0.71, DPPG from 0.65 to 0.76 and DPPS from 0.55 to 0.60. The results from monolayers
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composed of lipids with dimyristoyl chains instead of dipalmitoyl chains are qualita-
tively similar, also showing a slight increase in chain order. These results demonstrate
that halothane has an effect on the interactions between phospholipid molecules in the
monolayer, leading to changes in the average molecular conformation. The effect is small
suggesting that halothane is not strongly bound to the monolayer. The interaction could
be local, a particular binding site for example, or non-local, i.e. the halothane just takes
up space forcing the chains to order due to steric effects.

Since chain order could be affected indirectly through halothane interactions with
the phospholipid headgroup, the second objective of this study was to determine whether
the headgroup has a significant effect on the chain ordering induced by halothane. The
distribution of localized charges in the headgroups of the lipids studied here are quite
varied, suggesting that any interactions between halothane and the phospholipid head-
group would be quite varied as well. The ethanolamine and choline are zwitterions, with
the ethanolamine being less hydrophilic and having a more localized positive charge
than the choline. The glycerol has a negative charge localized on the phosphate, and the
serine exhibits the zwitterion of the ethanolamine in addition to a negative charge on
the carboxyl group adjacent to the amine. Considering the significant differences in the
polarities of these headgroups, the fact that each monolayer was affected in a qualita-
tively similar manner suggests that the mechanism of halothane action is not strongly
associated with the headgroup or the headgroup/water interface. However, the present
study does not preclude the glycerol backbone as the site of interaction, which has been
suggested as the probable site in the molecular dynamics study of the DPPC bilayer
referred to above.

The subtle changes in monolayer conformation noted here suggest that the hy-
pothesis presented by Cantor that small perturbations to membrane structure could be
responsible for anesthetic action is a reasonable one [55,56]. In that work, it was shown
that perturbations in the membrane would result in large changes in the lateral stresses
in different parts of the membrane because the stresses themselves vary greatly in mag-
nitude as a function of position along the bilayer normal. Although the changes in the
stresses are small relative to the stresses themselves, the absolute magnitude of the change
in the force felt by a transmembrane protein may be large enough to affect the function
of the protein.

2.4.3. The Neat Organic/Aqueous Interface

Processes such as protein folding, membrane formation, ion transport and micellar
assembly are all mediated by the interaction between water and a hydrophobic fluid.
The driving force behind these processes is an anomalously large entropy loss usually
explained as an enhancement in the hydrogen bond structure of water in the vicinity of
apolar molecules, biological molecules and hydrophobic surfaces. Experimental mea-
surements providing a molecular level view of these interfaces has been generally lacking
because of the difficulties in selectively examining the interfacial molecules. Therefore,
most of the understanding of intermolecular water structure at these interfaces has come
from theory. Here we will discuss some recent experiments examining water structure
at non-polar organic/aqueous interfaces [7,65,66].
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2.4.3.1. Experiment. The anomalously high surface tension at a vapour/water interface
is generally recognized as the result of strong hydrogen bonding between surface water
molecules. At organic/water interfaces, the interfacial tension is known to decrease with
the polarity of the organic phase until the phases are miscible. Spectral interpretation
in the 28003200 cm™! region of the alkane/H,O systems is complicated by the fact
that CH stretching modes absorb incident IR radiation in this spectral region and can
complicate the interpretation. The CCLy/H,O system is void of this complication. Hence
this system allows us to take a more detailed analytical look at the interfacial water
environments that contribute to the VSF spectrum of the neat CCly/H, O interface and how
this interfacial water structure compares with water at other surfaces and with theoretical
calculations. Figure 2.11 shows the vibrational spectrum of the OH stretching modes of
water at the CCL4/H,O interface. The frequencies of these modes are highly sensitive to
intermolecular hydrogen bonding. As the hydrogen bonding interaction decreases, the
OH oscillator is strengthened, and the spectral peaks sharpen and shift to the blue. The
intensity between 3100 and 3400 cm ™! is characteristic of tetrahedrally coordinated water
molecules participating in strong hydrogen bonding interactions with their neighbours.
This is the region in which one would expect a significant amount of intensity for an
interface that is highly structured.

In an effort to separate the broad VSF CCl4/H,O spectral envelope into discrete
H,O spectral bands, corresponding to water molecules in distinct interfacial H-bonding
environments, FTIR and VSF isotopic exchange studies have been performed. The results
of these studies and FTIR spectra of water monomers in CCly were used to make the
assignments and generate the peaks and fits displayed in Figure 2.11.

Over the course of extensive experiments in our laboratory involving the CCl4/H,O
interface, it has become clear that the structure and H-bonding of interfacial water
molecules are highly sensitive to trace amounts of impurities that tend to concentrate
at the interface. As the impurities are progressively removed, spectral features in the
3400-3600 cm™! region increase and spectral intensity in the 3200 cm™! region dimin-
ishes. Similar changes have been observed at several alkane/H,O interfaces [7]. These
findings have therefore modified previous interpretations, and can readily account for
the differences between our observations and previous CCl4/H,0 [67] and hexane/H,O
[68] VSF studies.

This study presents insight into the nature of the hydration of hydrophobic planar lig-
uids. In particular, the studies show that in contrast to models describing the hydrophobic
effect where a small non-polar solute in water tends to enhance water hydrogen bonding
in its vicinity, water at a planar hydrophobic surface has weaker hydrogen bonding inter-
actions with other water molecules than that occurs in the bulk phase. This weakening
is manifested in a dominance of spectral intensity in the region where water molecules
show minimal interaction with other water molecules. Accompanying the weakening of
the H,O-H,O interactions is the increased importance of CCl4—H,0 and hydrocarbon—
H,O interactions. Such interactions are strong enough to result in significant orientation
of water molecules that either straddle the interface or orient into the organic phase. The
existence of these organic~water interactions, although not explicitly addressed in most
theoretical models of water/hydrophobic interfaces, is manifested in our everyday expe-
rience. A small drop of insoluble oil on a water surface will spread to form a monolayer
on that surface. Additional evidence is provided by the stability of thin films of water
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FIGURE 2.11. (a) VSF spectrum of H,O at the neat CCl4/H,O interface with non-linear least-squares fit
to the data superimposed as a solid line. Shown directly below are peaks contributing to the spectrum for
the neat CCL/H,0O interface. (b) VSF spectrum of the CClL,/H,O interface at 10 nM SDS bulk agueous
phase concentration. The solid line is the fit to the data upon inclusion of contributing peaks (shown directly
below) for OH modes of water molecules solvating the cationic headgroup of SDS at the CC14/H, O interface.
(c) VSF spectrum of the CCl4/H, 0 interface at 47 nM DTAC bulk aqueous phase concentration. The solid
line is the fit to the data upon inclusion of contributing peaks (shown directly below) for OH modes of water
molecules solvating the cationic headgroup of DTAC at the CCL4/H, O interface. All spectra are taken with ssp
polarization. The shading of the solvating peaks corresponds to the water molecules displayed in Figure 2.15
with similar shading. The positive/negative sign associated with each solvating H,O peak corresponds to the
phase (amplitude sign) of the vibrational mode.

on hydrophobic surfaces, the basis behind mineral flotation. The results presented here
are also consistent with the difference in the thermodynamics of the hydration of a small
non-polar solute and the hydration of a large hydrophobic surface. From a free energy
perspective, both cases are unfavourable [69]. However, the entropy and enthalpy terms
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actin very different ways. As the molecular dimension of the hydrated species increases,
the system can no longer be in a regime where water can continue to hydrogen-bond
to neighbouring water molecules as it did in the presence of a small solute. Hence, the
entropy term for the solute is negative whereas for the large hydrophobic surface, it
is positive. For a hydrocarbon surface, the interfacial energy, or free energy needed to
create the interface, decreases with temperature because of the increasing importance of
the positive entropy term. For the non-polar solute, the free energy of transfer decreases
with temperature because of the negative entropy term. From a fundamental perspective,
the outstanding question is one of dimension—what molecular scale is appropriate for
these two different effects and what happens at intermediate length scales [70-72]?

2.4.3.2. Simulation. In this study, VSFS and molecular dynamics calculations were
employed to examine the structure and dynamics of the hydrogen bonding network of
water at the hexane/water, heptane/water and octane/water interfaces in detail [66]. The
complementary nature of the approaches has allowed a more detailed understanding
of the interface. The calculations provide information not available in the spectroscopic
studies, namely the interactions between interfacial water molecules that are isotropically
oriented. The direct and iterative comparison of experiment with theory allows for the
improvement of the models used to describe water—water and water—solute interactions.

The results are compared to those above for the CCLy/H, O interface. Several proper-
ties of alkane/water and CCly/water interfaces suggest that their interfacial characteristics
should be similar. The measured interfacial tensions are 49.7 mN/m for hexane/water
and 45 mN/m for CCly/water [73,74], with molecular dipole polarizabilities of 11.9 and
11.2 x 1072* cm? respectively [75]. However, IR experiments by Conrad and Strauss
[76,77] show that water molecules dissolved in an alkane solvent are free to rotate while
water dissolved in CCly is relatively constrained. It is the details of these molecular
interactions that dominate interfacial structure and dynamics.

VSF spectra of three alkane/water interfaces are shown in Figure 2.12 along with
CCly/water for comparison. These spectra (acquired under ssp polarization) are very sim-
ilar, suggesting that the hydrogen bonding environments of the water molecules present
at these interfaces are also quite similar. Although these spectra show similar general
features, there are notable differences in intensities around the free OH resonance. The
free OH vibrational frequency, which is a sensitive probe of oil-water interactions, is
shifted S cm™! to the blue relative to the CCly/water interface. In addition, the integrated
intensity of the free OH relative to the donor OH is smaller for hexane/water than for
CCly/water. Since the free OH and donor OH populations must be equal, this difference
must be due to differences in orientation or differences in the frequency distribution of
the vibrations. The results of MD simulations shed some light on this issue. A subtle
difference in the shape of the spectra in the free OH region is due to the absence of very
weakly hydrogen-bonded species found at the CCly/water interface. These are water
molecules with both hydrogen atoms not hydrogen-bonded to other water molecules.
There are two types, unbonded water monomers and water molecules that are hydrogen
bond acceptors. These environments are not seen in spectra of the alkane/water inter-
faces and are attributed to a stronger CCly—H,O interaction that orients these molecules,
resulting in their observation in VSFS spectra.



MOLECULAR INTERACTIONS AT LIQUID/LIQUID INTERFACES 51

3 0.0

g

€

S

)

g Hexane/water

£ 0.0~

g

g

5 Heptane/water
0.0+

FIGURE 2.12. VSF spectra of the CCly/water, hexane/water, heptane/water and octane/water interfaces. The
solid lines are fits to the data. From Ref. [66].

From the results of MD simulations, the non-linear susceptibility, XS(SZ[Z, can be
calculated for each interfacial species of water molecule as a function of distance along
the simulation cell (see Figure 2.13) to determine how each species contributes to the
SF signal and to the depth that SF intensity is generated. Although this representation
is only a first approximation of the SF probe depth, it is the most relevant measure of
interfacial thickness for SF experiments because it indicates the depth to which water
molecules are affected by the presence of the interface. To make a direct comparison to
experiment, the contribution from each OH oscillator to the total x{2) is multiplied by
a factor, linear in frequency, that accounts for the IR vibrational response dependency
on frequency. For example, an OH vibration at 3400 cm™! is approximately 12 times
stronger in SF intensity than the free OH.

MD calculations of these interfaces give rise to simulated spectra that reproduce
the experimental results (Figure 2.14) including the differences in intensity in the free
OH region.
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Although no intermolecular cooperativity was built into the model calculations,
the agreement between experiment and simulation supports the observation that the
vibrations probed in the VSF spectrum arise primarily from water molecules with lit-
tle cooperative motion. The simulations show that there is a relatively large density of
water molecules that are hydrogen-bonded to other water molecules through both hy-
drogens, but their orientation tends to be in plane and isotropic, resulting in very little
contribution to the intensity of the VSF spectrum. The agreement between theory and
experiment suggests that the understanding of the spectroscopy of non-polar interfaces is
converging.

2.4.4. Charges at the Organic/Aqueous Interface

Ion transport across an aqueous/non-aqueous boundary layer is one of the most im-
portant and prevalent physical processes that occur in living systems. The mechanistic
role that solvating water molecules play in this transport process continues to be poorly
understood on a molecular level. The same is true of our understanding of the role
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that solvating water molecules surrounding bound charge on macromolecules play in
three-dimensional structure and assembly. Obtaining a microscopic understanding of
processes such as protein folding, macromolecular assembly and ion transport at these
surfaces requires a molecularly sophisticated understanding of how water solvates
surface charges, an understanding that to date has largely been derived from theory
[45,78-88].

These studies examined two charged surfactants, sodium dodecyl sulfate (SDS) and
dodecyltrimethylammonium chloride (DTAC), adsorbed at the CCLy/H,O interface. The
experiments were configured to probe vibrational modes in the water molecules that
have their dipole transition components perpendicular to the interfacial plane. Figures
2.11a—c show the spectra of the OH stretch region of interfacial water molecules at the
neat CCl4/H,O interface and the same interface with trace amounts of anionic (SDS)
and cationic (DTAC) surfactant adsorbed at the interface from nanomolar aqueous phase
surfactant concentrations. Relative to the neat interface (Figure 2.11a), the presence
of trace amounts of SDS at the interface (Figure 2.11b) produces a large dip in VSF
intensity near 3600 cm™! and slightly increased intensity near 3700 cm™"!. For DTAC
(Figure 2.11c), adsorption produces increased intensity near 3600 cm~! and a decrease
near 3700 cm™!. As the concentration of these two surfactants increase up to bulk
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FIGURE 2.15. Schematic of solvating H,O molecules displaying charge-dependent orientation due to
charge—dipole interactions with anionic/cationic surfactants adsorbed at the CClLy/H,O interface. Solvat-
ing H,O molecules in a CCly-rich environment are shown to orient in opposing directions corresponding to
the charge on the surfactant headgroup. H,O molecules in an aqueous rich environment are shown to orient
similarly.

concentrations of ~200 nM, the observations become more pronounced but the spectral
regions affected remain the same.

The spectra clearly show that the adsorption of charged surfactants at the CCl,/H,O
interface at nanomolar aqueous phase surfactant concentrations results in a sig-
nificant modification of the interfacial water behaviour. Wilhelmy balance surface
pressure measurements [89] show that at these concentrations (headgroup areas of
>4000 A? - molecule™!), the water molecules responsible for the observed spectral
changes solvate isolated interfacial surfactant headgroups. The inverse spectral changes
observed in the 3600 cm~! and 3700 cm™' regions for these two differently charged sur-
factants represent the opposite orientation of the solvating water molecules as influenced
by the different electrostatic field orientation.

Figure 2.15 shows a schematic representation of the orientation and environment
of the solvating water molecules assigned to the peaks shown in Figure 2.11b and c.
For SDS, the peaks at 3619 1 cm~! and 3756 & 10 cm™! are attributed to solvating
water molecules that lie in the CCly-rich portion of the interface. The assignment is
facilitated by the neat interfacial studies described above. The negative amplitude of
the 3619 cm™! peak for SDS indicates that these water molecules are oriented by the
electrostatic field to have their H atoms directed towards the aqueous phase. For DTAC,
the OH modes of solvating water molecules that lie in the CCly-rich portion occur
at the same frequencies but, as indicated by the sign derived for these peaks, these
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FIGURE 2.16. (a) VSF spectra of the CCly/H,0 interface at 292 nM aqueous phase concentration SDS.
(b) VSF spectra of the CCL//H,O interface with 399 nM aqueous phase concentration DTAC.

solvating water molecules are oriented in the opposite direction, with their H atoms
pointed in the direction of the CCly phase. The lower energy and broader peaks at
3577 + 2 cm™! (SDS) and 3585 £+ 2 cm™~! (DTAC) are due to solvating H,O molecules
in an aqueous rich environment. These measured frequencies are coincident with those
observed in previous spectroscopic studies of solvating H,O molecules in aqueous salt
solutions and are in general agreement with frequency shift trends observed for halides
and oxyanions in aqueous solutions [90-94]. These lower energy peaks are of opposite
phase (orientation), consistent with the different charge on SDS and DTAC, which orients
these water molecules in opposite direction in the aqueous phase. Furthermore, these
solvating water molecules in the aqueous environment are of opposite orientation to
their counterparts residing in the organic rich phase. To emphasize, all of these water
molecules show minimal bonding interactions with other water molecules at these low
concentrations.

Interestingly, the intensities of the free OH peak, the H-donor OH peak and the peak
representing tetrahedral bonding among water molecules are not significantly affected
by the presence of the surfactant for the concentrations depicted in Figure 2.11b and
¢, or for bulk concentrations up to ~200 nM (L.F. Scatena and G.L. Richmond, in
preparation). The CH stretch modes near 2800-3000 cm™~! are also not apparent at these
low concentrations. Figure 2.16 shows that this behaviour changes with higher surfactant
concentrations. Near 300 nM (~500 A2 - molecule™!), the intensity of the free OH mode
(3669 cm™!) begins to decline, indicating that at this point a measurable portion of
free OH bonds are either bonding to the surfactant or are reoriented by the surfactant
charge. Accompanying this decrease in intensity of the free OH mode is a progressively
large increase in intensity near 3200 and 3400 cm~!, indicative of stronger hydrogen
bonding interactions between water molecules and the onset of an interfacial double
layer.

The SF response at this point begins to sample and increase volume of oriented
interfacial water, as shown in previous higher concentration studies [95,96].
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2.5. SUMMARY AND FUTURE DIRECTIONS

The studies presented here illuminate just a few of the exciting possibilities for
the use of VSFS to study chemistry at liquid/liquid surfaces. Solvents and adsorbates
can be probed and orientations and conformations obtained. Molecular dynamics has
recently been employed to gain additional information using the constraints provided
by the spectroscopy. The future of this technique lies in expanding the spectrum to
longer wavelengths so that more vibrations can be probed in each molecule and more
complicated molecules can be studied. The study of interfacial dynamics will also offer
exciting opportunities for the future.
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Observation of Dynamic Molecular
Behaviour at Liquid/Liquid
Interfaces by Using the
Time-Resolved Quasi-Elastic Laser
Scattering Method

Hiroharu Yui, Yasuhiro Ikezoe and Tsuguo Sawada
The University of Tokyo, 5-1-5-403, Kashiwanoha, Kashiwa, Chiba, 277-8561, Japan

3.1. INTRODUCTION

Physical and chemical properties of a liquid/liquid interface change with adsorp-
tion/desorption or chemical reactions of molecules. Especially for non-equilibrium sys-
tems, it is essential to make use of experimental probes with time-resolved measure-
ment capability. The time-resolved quasi-elastic laser scattering (TR-QELS) method
has advantages as a tool for in situ, non-contact time-resolved measurements of dy-
namic behaviour of molecules at liquid/liquid interfaces [1-11]. The method monitors
the frequencies of capillary waves, which are spontaneously generated by a thermal
fluctuation at liquid/liquid interfaces. Since the capillary wave frequency is a function
of interfacial tension, and the change in the interfacial tension reflects the change in the
number density of surfactant molecules at the interface, the TR-QELS method allows
observation of dynamic changes of liquid/liquid interfaces such as the change in number
density of surfactant molecules and the formation of a lipid monolayer. Owing to its
improved time resolution, each power spectrum can be obtained in 1 ms to 1 s, so the
method can be used to monitor dynamic changes at liquid/liquid interfaces in a real
environment. Furthermore, this method has good interface selectivity for overcoming
the problem of interference by bulk phases, because the capillary wave is a characteristic
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phenomenon at the interfaces and its frequency can be detected by an optical heterodyne
technique.

In these past 10 years, it has been demonstrated that the TR-QELS method is a
versatile technique that can provide much information on interfacial molecular dynamics
[1-11]. In this chapter, we intend to show interfacial behaviour of molecules elucidated by
the TR-QELS method. In Section 3.2, we present the principle, the historical background
and the experimental apparatus for TR-QELS. The dynamic collective behaviour of
molecules at liquid/liquid interfaces was first obtained by improving the time resolution
of the TR-QELS method. In Section 3.3, we present an application of the TR-QELS
method to a phase transfer catalyst system and describe results on the scheme of the
catalytic reactions. This is the first application of the TR-QELS method to a practical
liquid/liquid interface system. In Section 3.4, we show chemical oscillations of interfacial
tension and interfacial electric potential. In this way, the TR-QELS method allows us
to analyze non-linear adsorption/desorption behaviour of surfactant molecules in the
system.

3.2. TIME-RESOLVED QUASI-ELASTIC LASER SCATTERING METHOD

3.2.1. Capillary Waves

Capillary waves occur spontaneously at liquid surfaces or liquid/liquid interfaces
as a result of thermal fluctuations of the bulk phases. These waves have been known as
surface tension waves, ripples or ripplons since the last century, and Lamb described
their properties in his book Hydrodynamics in 1932 [12]. Before that, William Thomson
(Lord Kelvin) mentioned these waves in some of his many writings.

Here we briefly present the relevant theory of capillary waves. The thermally excited
displacement &(r, ¢) of the free surface of a liquid from the equilibrium position normal
to the surface can be Fourier-decomposed into a complete set of surface modes as

E(r.t)=§ Y _ explikr + $21] (1
k

The complex wave frequency §2(= iwo — I') is related to k via a dispersion relation. For
an inviscid liquid, Lamb’s equation is well-known as a classical approximation for the

dispersion relation [12]
1 y 12 \
=— kP 2

T =5 (pu + pL> @

where f is the capillary wave frequency, y the interfacial tension, oy the density of the
upper phase, pr, the density of the lower phase, and k the wavenumber of the capillary
wave. This equation is valid for both liquid surfaces and liquid/liquid interfaces. For
capillary waves at aliquid surface, py is regarded as zero in Equation (2). In this equation,
only the normal component of the interfacial tension is considered to act as a restoring
force on the thermally excited displacement & (r, ¢). Although this equation neglects
the effect of surface viscosity, it gives a good fit in the relation between frequency and
wavenumber of capillary waves at a liquid surface such as ethanol, anisol or water [13].
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For the surface of a low-viscosity liquid, Levich[14] has derived the following
dispersion relation:

DES)=E+1+y-@25+1"* =0 3)

where § = £2/2vk? and y = o /4pv’k. Here v is the kinematic viscosity (n/p:n = the
viscosity of the liquid). In this equation, both the normal components of the surface
tension and the stress by the viscosity are considered to act as restoring forces on the
displacement £(r, ). On the basis of this equation, a heterodyne power spectrum in the
frequency domain becomes a Lorentzian profile centered at

wy =2nf = [Im(£2)| @
having the full width at half-maximum (FWHM)

wAf = |Re(£2)] )
Equation (3) is simplified to
1/2
- ()
and
Af =20k /. 0

Equation (6) is the same as Lamb’s classical approximation (2).

3.2.2. Historical Overview

Capillary waves at liquid surfaces were observed some years before the invention of
lasers. Goodrich [15] reported on using a cathetometer to observe the damping of water
waves by monomolecular films. Strictly speaking, this wave was a forced one and not
a spontaneously generated capillary wave. The observation of spontaneously generated
capillary waves was first reported by Katyl and Ingard [16,17]. They measured spec-
tra from a methanol surface and an isopropanol surface using a He-Ne laser. Lucassen
[18,19] theoretically derived the transverse mode of capillary waves and experimentally
verified its existence. Bouchiat and Meunier [20] measured the liquid/gas interface of
carbon dioxide near the critical point and reported agreement with theoretical predic-
tions on the surface tension and viscosity. Mann ez al. [21] investigated the dispersion
relation at air/water interface using the QELS method and reported conformity with
Lamb’s equation. They also mentioned the possibility of application to interfacial ten-
sion measurements. Hard et al. [22] measured surface tensions using the QELS method
and reported that the experimental values agreed with the theoretical ones within devia-
tions of 2—10%. Sano et al. {13] measured the surface tensions of water and anisole and
reported they were within deviations of 5% of the theoretical values. They also reported
that the first-order approximation, i.e. Lamb’s equation, was sufficient to calculate the
surface tensions from capillary wave frequencies. Earnshaw and co-workers [23-25]
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have investigated liquid surfaces of surfactant solutions and reported on such fundamen-
tal properties as surface viscosity. Tsuyumoto and Uchikawa [26] proposed a homodyne
detection technique with a simple optical alignment. They obtained the power spec-
tra of a ripplon with 50-100 times higher S/N ratios. Furthermore, very recently some
QELS instruments combined with another probe, for example an electrochemical cell
[10,11,27] or a surface reflectometer [28], have been developed. Hosoda et al. recently
reported an interesting application of the QELS method as a surface flow meter [29].
The QELS method is suitable for many kinds of liquid with low viscosity; on the other
hand, the surface deformation method by laser picking-up developed by Sakai et al. [30]
is noticeable because it can be used for highly viscous liquids like syrup.

As reviewed above, there have been many QELS studies on liquid surfaces. How-
ever, until several years ago, reports were scarce on molecular dynamics at liquid/liquid
interfaces that used time courses of capillary wave frequency. Molecular collective be-
haviour at liquid/liquid interfaces from a QELS study was first reported by Zhang et al.
in 1997 [3], and after that, other relevant experiments were reported [4-11].

3.2.3. Principle
The incident beam normal to the interface is quasi-elastically scattered by the
capillary wave with a Doppler shift at an angle determined by the following equation

(Figure 3.1):

Ktand =k 8)

where K and k are the wavenumbers of the incident beam and the capillary wave,
respectively. Thus, the wavenumber k of the capillary wave is obtained by giving 6. A
transmission diffraction grating is arranged in front of the cell to adjust the angle 8 [20].
The angle 6 is determined by the following equation using the spacing d and the order

Beat signal

Scattered light (F & f) \‘f:'\

Transmitted light (F) A Diffracted light (F)

Capillary wave (f) _.:

Grating (or Slit)

Incident beam (F)

FIGURE 3.1. Principle of the quasi-elastic laser scattering method.
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n of the diffraction grating,
dsinf = ni €¢)]

where A is the wavelength of the laser beam. (When we use a slit with spacing d,
“n 4+ 1/2” should be substituted for “n” in this equation.)

From Equations (8) and (9), we obtain the wavenumber & and the wavelength A of
the observed capillary wave.

k =2mn/d (10)
A=d/n (11

The capillary wave frequency is detected by an optical heterodyne technique. The
laser beam, quasi-elastically scattered by the capillary wave at the liquid/liquid interface,
is accompanied by a Doppler shift. The scattered beam is optically mixed with the
diffracted beam from the diffraction grating to generate an optical beat in the mixed
light. The beat frequency obtained here is the same as the Doppler shift, i.e., the capillary
wave frequency. By selecting the order of the mixed diffracted beam, we can change the
wavelength of the observed capillary wave according to Equation (11).

3.2.4. Experimental Apparatus

A schematic diagram of the experimental set-up is shown in Figure 3.2. Figure 3.2a
is an enlarged sketch of the sample space in Figure 3.2b. The beam from a diode-pumped
YAG laser is incident on the transmitting diffraction grating or slit and passes through the
bottom of the sample cell. The cell is made of quartz glass and has an optically flat bottom,
which is indispensable to maintaining good reproducibility of the experimental resuits.
After passing through the sample, the diffracted beams are mixed with scattered light
from the capillary wave, and one of them is selected by an aperture positioned in front of

Beat signal Aperture
Quartz cell 2 /TH Mirror 2 . Beat signai
| - o » Photodiode
A v |
| i Lens
RN N Filter
iquid 1. i
_ ' 1 T
Iy = = Amplifier
Kiguid2 :
: - Eraling (or Slit) |
Lo ot ™ . FFT
Qudrtz cell 1 | Grating (or Slit) § Laser
Incident beam Mirror 1
(a) Sample space ) (b) Block diagram of the TR-QELS

FIGURE 3.2. Schematic diagram of the experimental set-up. (a) An enlarged sketch of the sample space,
and (b) a block diagram of the TR-QELS method for liquid/liquid interface investigation.
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a photodiode. The optical beat of the mixed light is measured by the photodiode. Quartz
cell 2 is set to prevent a light scattered by the capillary waves at the air/liquid interface
from entering the photodiode. The signals are Fourier-transformed and saved by a digital
spectrum analyzer. As needed, a thermostat (Section 3.3) or electrodes (Section 3.4,
for a measurement of interfacial electrical potential) or syringe pump (Section 3.4, for
continuous supply of an aqueous surfactant solution) may be combined with this set-up.

3.3. A PHASE TRANSFER CATALYTIC REACTION
AT A LIQUID/LIQUID INTERFACE

3.3.1. Phase Transfer Catalysis

Phase transfer catalysis has attracted much attention because the catalyst activates
the reaction by transferring across the liquid/liquid interface and brings about high prod-
uct yield and high selectivity by a recurred cycle [31-35]. Tetrabutylammonium bromide
(TBAB, (n-C4Hg)4N*Br~) is a commonly used phase transfer catalyst, which behaves
as a surfactant and activates organic synthesis reactions [7,36]. It is empirically known
that TBAB, whose carbon chain number is 4, brings about higher product yield than other
quaternary ammonium bromides. Longer carbon chains of the quaternary ammonium
bromide cause more difficult separation of product, and thus shorter carbon chains have
an advantage as a phase transfer catalyst [37,38]. However, the reason TBAB shows
a higher product yield than tetrapropylammonium bromide (TPRAB, (C;H;7)4N*+Br™)
and tetraecthylammonium bromide (TEAB, (C,Hs);N*Br~) has not been clarified so
far. Clarification by an analytical approach to the interfacial reaction as well as a con-
ventional study using the bulk phase concentration is highly desirable. Thus, in this
section, we focused on a phase transfer catalytic reaction system with quaternary am-
monium bromide, RyN*Br~ (R: n-C4Ho, n-C3H7, n-C,Hjs), whose reaction scheme is
well known and whose operating conditions are mild. We previously reported that the
liquid/liquid interface was the reaction site for formation of ion pairs (TBA*CsHs0™)
based on observation of one process in the phase transfer catalysis [7]. The main topic
of the present section is to review the dynamic molecular behaviour in the phase transfer
catalytic reaction and the mechanism determining the product yield.

3.3.2. Apparatus and Sample Preparation

The reaction scheme between sodium phenoxide (C¢HsONa) and diphenylphos-
phoryl chloride (DPPC) in the water/nitrobenzene (W/NB) system with quaternary am-
monium bromide, RsN1tBr~ (R: n-C4Hy, n-C3H7, C,Hs), is shown in Figure 3.3. At the
beginning of the reaction, RyN*+Br~ reacts with C¢HsONa to form RyN*C¢HsO™ at the
interface [7]. Then, this ion pair moves into the organic phase, where it reacts with DPPC
to produce triphenyl phosphate ((C¢HsO);PO). During this reaction, R4N*Cl™ is also
formed and transported into the water phase to react again with C¢HsONa. Ry4N*Br~
activates the production of triphenyl phosphate by circulating between the two phases.

We investigated the dynamic behaviour of the ion pair (RyN*Cl~,R4NTC¢H507)
formed in the presence of R4yN*Br~ (1 mM), DPPC (1 mM) and C¢HsONa (70 mM).
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RN CI
l CeH:O™ 4y
RN’ CeHsO™ CatsO” R.NCI
w
Interface RN—P R N"CoHsQO T

NB v

(CeHsO)zPOCl + R4N+05H50——’ (CaHsO)aPO + R4N+C|-
({DPPC) {Product)

FIGURE 3.3. Proposed phase transfer catalytic reaction scheme between C¢Hs;ONa and DPPC in the W/NB
system.

We used three kinds of quaternary ammonium bromides, RyN*Br~: tetrabutylam-
monium bromide (TBAB), (C4Hg)4N*Br~; tetrapropylammonium bromide (TPRAB),
(C3H7)4N*Br~; and tetraethylammonium bromide (TEAB), (C;Hs)sN*Br~.

A liquid/liquid interface was prepared by adding 9.8 ml of an aqueous solution
of C¢HsONa (Aldrich) and NaOH (Kanto Chemical Co.) to 10 ml of nitrobenzene
containing DPPC (Kanto Chemical Co.) in the quartz cell. The beam from a YAG laser
(CrystaLaser, Model GCL-025S, 532 nm, 25 mW) was passed through a transmitting
diffraction grating in front of the cell. The cell was made of quartz glass and had an
optically flat bottom. After passing through the sample, one of the diffracted beams,
which was mixed with the scattered light, was selected by the aperture in front of the
photodiode (Hamamatsu Photonics S1190). Signals from the photodiode were Fourier-
transformed and saved by a digital spectrum analyzer (Sony Tektronix Co., Model 3056).
The wavelength of the observed capillary wave was 6.6 x 10~2 mm. The quartz cell was
placed inside a copper cell that had a thermostat (Tokyo Rikakikai Co., UA-110) to keep
the measurement temperature at 283 K since the W/NB interface is most stable at that
value. After 0.2 ml of R4N*Br~ (Kanto Chemical Co.) was injected into the water phase
with a microsyringe, the power spectrum was obtained every 1 second. Ultrapure water
(from Millipore Milli-Q system) was used for all sample preparations. NaOH was added
to adjust the ionic strength to 0.2 and to prevent the production of phenol or benzoic
acid. All chemicals were reagent-grade and were used without further purification.

3.3.3. TR-QELS Measurements of Phase Transfer Catalytic Reactions

First, a typical power spectrum of capillary waves excited at the W/NB interface is
shown in Figure 3.4a. The errors on the values of the capillary wave frequency were 0.1
kHz, obtained as the standard deviation of 10 repeated measurements. Capillary wave
frequency dependence on CsHsONa is shown in Figure 3.4b. The frequency decreased
significantly with increasing C¢HsONa concentration. This indicated that interfacial
tension was decreased by the interfacial adsorption of CsH5ONa.

To elucidate the dynamic molecular behaviour in the phase transfer catalytic reac-
tion, we investigated the time courses of the capillary wave frequencies after the injection
of the TEAB, TPRAB and TBAB solutions into the water phase. The time just prior to
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FIGURE 3.4. (a) Power spectrum for capillary waves excited at the W/NB interface (238 K). (b) Capillary
wave frequency dependence on the concentrations of CsHsONa (283 K).

the injection was regarded as 0 seconds, and the power spectrum was obtained every 1
second. Capillary wave frequencies after the injection of the TEAB, TPRAB and TBAB
solutions are plotted as a function of time in Figures 3.5a, b and c, respectively. These
curves were obtained with good reproducibility. No change in capillary wave frequency
was observed in each case when only phase transfer catalysis (RyN*Br™) was injected
(open circles).

Then we measured capillary wave frequencies after the injection of the TEAB,
TPRAB and TBAB solutions when the water phase contained C¢HsONa. The wave
frequency itself was decreased in each case because of the adsorption of C¢HsONa onto
the interface, but no change in the time course of the frequency after the injection was
observed (open triangles). This suggested the following two possibilities. One was that
interfacial C¢HsONa did not react with R4N*Br~ under such conditions. The other was
that interfacial C¢HsONa reacted with RyN*Br~ and formed ion pairs RyNTCsH50™
at the interface, but this formation of ion pairs did not affect the capillary wave frequency.
On the other hand, when the phase transfer catalyst was injected into the interface between
the water containing C¢HsONa and the nitrobenzene containing DPPC, the capillary
wave frequencies decreased gradually (open squares). After attaining their minimum,
they increased gradually and then became constant after 8—15 seconds. These times are
summarized in Table 3.1.

TABLE 3.1. Times of the minimum and stationary state frequencies and the
change of frequency (Af) of R4N ™' Br~ estimated in this study.

TEAB TPRAB TBAB
Time of minimum (s) 6 7 6
Time of stationary state (s) 13 14 9
Af (adsorption) (kHz) 0.43 0.78 0.43
Af (desorption) (kHz) 0.43 0.47 0.16
Ratio of adsorption onto the interface 0 40 64

of stationary state (%)“

4(Af (adsorption) — A f (desorption)) / A f (adsorption).
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We assigned the frequency changes as follows. As shown within the dotted line
rectangle of Figure 3.6a, the decrease in frequency corresponded to the adsorption of
R4N*CI~ onto the interface and the increase corresponded to the desorption from the
interface, because the change in frequency was observed only when DPPC was added.
The time of the minimum frequency was almost the same regardless of the phase transfer
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FIGURE 3.6. () Reaction scheme that corresponds to the decrease and increase in capillary frequency.
(b) Model of the phase transfer catalytic reaction in the stationary state. Reaction proceeds between the
adsorbed chemical species at the interface after adsorption from the water phase.

catalyst, whereas the frequency of TBAB became constant much faster than the other
two. This meant that the adsorption rates of RyN*tCl~ were almost the same for the three
phase transfer catalysts, whereas the desorption behaviour of the TBAB ion pair differed
from that of the other two. This suggested that the desorption rate of TBAB ion pair was
very low and the stationary state could be established quickly at high interfacial molecular
density. Furthermore, the ratio of interfacial adsorption of the stationary state is defined
and summarized in Table 3.1. This parameter reflected the amount of interfacial adsorbate
of the stationary state. This result indicated that the interface accommodated the most
adsorbate in the cyclic reaction of TBAB. In short, the TBAB ion pair was difficult
to desorb from the interface to the water phase, and thus many interfacial adsorbate
molecules were present for the stationary state. This characteristic behaviour of TBAB
was considered to be related to the high product yield as a phase transfer catalyst.
Based on the experimental fact that the high interfacial molecular density of the
TBAB ion pair was related to the high product yield, we considered the interface was the
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reaction site controlling the phase transfer catalytic reaction. We proposed a model for
the phase transfer catalytic reaction in the stationary state. It is shown within the dotted
line rectangle of Figure 3.6b. This model is a further explanation for our previous study,
which demonstrated the interfacial reaction of TBAB below 50 mM [7].

We successfully observed dynamic molecular behaviour reflecting the interfacial
specificity by focusing on the phase transfer catalyst system using the TR-QELS method.
Our results provided new information on the characteristic behaviour of phase transfer
catalysis which gives the high yield reaction.

3.4. A CHEMICAL OSCILLATION INDUCED BY ANIONIC SURFACTANT
AT A W/NB INTERFACE

3.4.1. Chemical Oscillation at a Liquid/Liquid Interface

Non-linear phenomena accompanied by periodic changes of electrochemical poten-
tial have been the subject of many research activities since Dupeyrat and Nakache [39]
reported on periodic macroscopic movements of an oil/water interface and generation
of electrochemical potential in 1978. These authors found such non-linear behaviour at
a W/NB interface with positively charged cationic surfactants. They explained the non-
linear behaviour on the basis of formation of ion pairs between the positively charged
cationic surfactants in the aqueous phase and negatively charged picrate anions dis-
solved in the oil phase. The ion pairs formed at a W/NB interface were assumed to be
removed from the interface by a phase transfer process and oscillatory behaviour was
explained in terms of the Marangoni effect.

Later, Yoshikawa and Matsubara [40] further studied a non-linear system and pro-
posed a mechanism for the periodic behaviour that involved the formation of inverted mi-
celles that suddenly moved to the oil phase after the concentration of adsorbed surfactants
reached a critical value. They extended the experiment to a water/oil/water three-phase
system in a U-shaped glass tube that gave spontaneous and stable oscillatory behaviour
over a long period [41]. Since then, various characteristics of non-linear behaviour have
been investigated and several mechanisms for the non-linear behaviour have been pro-
posed by many research groups including ours[2,5,10,42-48]; however, the mechanism
at 2 molecular level has not been clarified yet and no consensus has been achieved. The
difficulty in the explanation seems to come from not only the complexity and diversity
of the systems, but also limitations of the observation methods that enable us to monitor
dynamic molecular behaviour at liquid/liquid interfaces with sufficient interfacial selec-
tivity and time resolution. In this section, the TR-QELS method has been applied to the
investigation of W/NB—sodium dodecyl sulfate (SDS) two-phase system [10].

3.4.2. Simultaneous Measurement of an Electric Potential and Interfacial
Tension in a Chemical Oscillation

This section reports the simultaneous measurement of an electric potential and
interfacial tension to obtain further information on the relation between the genera-
tion of an electric potential and the dynamic molecular behaviour of the surfactants
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at the liquid/liquid interface. For the simultaneous measurement of an electric poten-
tial, Ag/AgCl electrodes equipped with salt bridges containing a concentrated aqueous
solution of KCl and aqueous solution of 0.01 M TBACI were immersed in water and
nitrobenzene phases, respectively. The electric potential of the water phase against the
nitrobenzene phase AV was measured with a potentiometer. The W/NB interface was
prepared by gently pouring 0.1 M LiCl (Wako; special grade) aqueous solution onto the
nitrobenzene phase (Kanto Chemical; special grade; 99.5% purity) containing 0.01 M
tetra-n-butylammonium tetraphenylborate (TBATPB) in a quartz glass cell. Here, LiCl
and TBATPB were supporting electrolytes. TBATPB was obtained by mixing tetra-n-
butylammonium bromide (Kanto Chemical; Cica Regent) and sodium tetraphenylborate
(Kanto Chemical; Cica Regent) in a water/ethanol/acetone solution and recrystalliz-
ing the precipitate of TBATPB in an ethanol/acetone solution. Sodium dodecyl sulfate
(SDS) (Kanto Chemical Co., Inc; first grade) solution (10 mM) was injected with a
syringe pump (LMS model 210) into the water phase (at a point far from the W/NB
interface) at 3 pl/min. Ultrapure water (from Millipore Milli-Q system) was used for
all aqueous sample preparations. All experiments were performed at room temperature
(298 K).

Figure 3.7 shows the simultaneous measurement of the time courses of the electric
potential across the interface and the interfacial tension at a chemical oscillation induced
at the W/NB interface by successive introduction of SDS into the water phase. Clearly,
the interfacial tension and the electric potential changed simultaneously. No change
in the interfacial tension was observed before the first electric potential generation.
This result indicated that the electric potential was induced not by desorption of the
surfactants from the interface, but by their sudden and corrective adsorption onto the
interface. The absolute value of the electric potential at the peaks was almost constant at
about 200 mV under our experimental conditions. In contrast, the baseline of the electric
potential gradually increased. Corresponding to the increase of the electric potential, a
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FIGURE 3.7. The time course of electric potential. Time 0 indicates the onset of the first oscillation. (b) The
simultaneous measurement of the time course of interfacial tension. The value at the onset of each oscillation
fluctuated due to the macroscopic wave-linked interfacial movements and the subsequent fluctuation of the
scattered light. A few tens of seconds after the onset of oscillation, we could measure the interfacial tension
correctly again.
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gradual decrease of the interfacial tension was observed. Unfortunately, the value of the
interfacial tension fluctuated at the time the electric potential was generated and it was not
correctly measured because of the flip (sudden straining) motion of the W/NB interface.
The gradual increase of the baseline of electric potential and corresponding decrease of
the interfacial tension indicated that some part of the surfactant DS™ ions at the interface
remained in the proceeding oscillation phenomenon and the DS™ ions at the interface
were gradually accumulated. Interestingly, though the baseline of the electric potential
gradually increased and the interfacial tension decreased correspondingly, the value of
the generated electrical potential and periodic time of oscillation were almost constant
throughout the oscillation. In short, though the surface coverage of the DS~ ions gradually
changed, the periods of the oscillation did not change. In our experimental set-up, the
inflow speed of the surfactant was always constant. Thus, these features indicated that the
conditions for the onset of the oscillation were determined primarily, not by the surface
coverage of the surfactant molecules, but by the flux of the surfactants in the aqueous
subphase. This meant that the surfactant concentration in the adjacent water phase to the
interface was critical to the onset of the periodic electric potential generation. Thus, it
could be considered that when the concentration of the surfactants in water phase adjacent
to the interface reached some critical value, the sudden and corrective adsorption of the
surfactants occurred. Under our experimental conditions, the period of the oscillation
was about 750 seconds. This timescale was extremely long in terms of normal molecular
adsorption and desorption (milliseconds) and micelle formation (several tens of seconds
at most). This result might indicate that some hindrance effect towards the gradual
adsorption of DS~ ions onto the interface was at work in the oscillation system, where
no external electric fields were applied and no additional molecules that could assist the
ion pair formation were present.

3.4.3. Relaxation Process

In this subsection, we focus on the relaxation process in the chemical oscillation,
getting further information on the desorption behaviour of the surfactant from the in-
terface. Figure 3.8 shows simultaneous measurements of the time courses of electric
potential and interfacial tension when the concentration of TBAB was 3x 107> M. The
decrease of electric potential was reaccelerated at around 250 seconds, where the inter-
facial tension recovered to the baseline. The recovery of the interfacial tension indicated
that there were few surfactant molecules at the interface. Thus, some other factor must
also contribute to generation of electrical potential with a long lifetime besides the elec-
trical double layer that was composed of the ionic surfactants (DS~ ions) and the counter
ions (Na™) in the water phase. We considered that some of the DS~ ions formed ion pairs
with Na* in the water phase, while others formed ion pairs with TBA* in the oil phase.
In the latter case, the remaining counter Na* jons in the water phase and supporting
electrolyte TPB~ in the oil phase could also form an electric double layer and contribute
to the generation of electric potential. After the formation and desorption of the ion pairs
of DS~ and TBA™ from the interface, the relaxation of the electric double layer between
Na*t and TPB~ across the W/NB interface was considered to be accelerated and this led
to the slow decay of the electric potential. Since Nat and TPB~ favoured water phase and
oil phase, respectively, we considered that this relaxation occurred on a long timescale.
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FIGURE 3.8. Simuitaneous measurements of (a) electric potential and (b) interfacial tension at the Br™
concentration 3 x 10> M under the condition that only the first oscillation was induced.

3.4.4. The Role of Coexisting Ions

Next we report effects of the coexisting ions on the dynamic molecular behaviour
across the interface. We investigated the change of relaxation time in the presence of
hydrophilic anions in the oil phase that had the same electronic charge as the surfactant
molecules. If these anions are present at the interfacial region, we can expect that an
ion exchange between them and the charged surfactant molecules would occur and this
would accelerate the desorption of the surfactant molecules. Then we measured the
chemical oscillation in the presence of a small amount of TBAB that dissociates to the
water-insoluble cation TBA* and hydrophilic anion Br~ in the oil phase. TBA* was
already present as a supporting electrolyte at 0.01 M, and thus we could discuss the
effect of the presence of the Br~ ions on the relaxation process. The results are shown in
Figure 3.9. The relaxation time was drastically accelerated when Br~ was added to the
oil phase. This result suggested that the ion exchange between DS~ and Br™ critically
affected the relaxation dynamics. In addition, it could be considered that the main origin
of the electric potential was derived from the electrical double layer formed by DS~
and the counter jions Na™ at the interface. In general, the relaxation process has been
considered in terms of the ion pair formation at the interface. Our results demonstrated
that the ion exchange could drastically accelerate the relaxation process in a chemical
oscillation induced by the charged surfactants.

Further experiments to examine the jon exchange mechanism for the acceleration
in the relaxation process of the chemical oscillation were also performed. We varied
the kind of hydrophilic anions (C1~, Br~ and I7) in the oil phase and investigated the
dependence of the desorption rate of DS™ ions on the standard free energy of transfer of
those anions. Since the ion exchange should occur at the oil/water interface, we expected
that the more the standard free energy of transfer of the anions from the interface to the
water phase would decrease, the more efficiently the ion exchange would occur between
the hydrophilic anions and DS~ ions, resulting in the acceleration of the desorption
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FIGURE 3.9. (a) Time courses of electric potential while varying the concentration of TBAB. (b) Simulta-
neous measurements of the time courses of interfacial tension.

of the DS~ ions from the interface. When the ion exchange occurs at the interface,
the decrease of the standard free energy of the anions is the change of free energy of
transfer from the interface to the water phase (AG;_y). However, although water and
nitrobenzene are immiscible, the interface between them should have some thickness
where the water molecules and nitrobenzene molecules are mingled at the molecular
level. Thus, we roughly estimated the average of the free energy of the anion at the
interface (G;) as the mean value of the free energy of the anion in the water phase
(G+) and that in the oil phase (G,), namely G; = (Gy + G,)/2. Then AGi_,, value was
Gy — Gi=(Gy — Gy)/2 = AGo—y/2, where AG,_,, is the standard free energy of
transfer from the oil phase to the water phase. The AG;_, (= AG,—y/2) values of C1~,
Br~ and I~ at the W/NB interface were —15.3, —14.3 and — 9.4 kJ - mol !, respectively,
as calculated from AG,_,, values obtained by electrochemical measurements [49].

Figure 3.10a shows the time courses of the interfacial tension when the hydrophilic
anions were added into the o0il phase. The concentrations of these ions were set at 1.0 x
10~* M. Here, desorption rate of each case was determined by 1/At, where At is the
period for the interfacial tension to become the initial value again after the oscillation. The
At values of each ion (C1~, Br™ and I7) were 110, 150 and 1000 seconds, respectively.
Figure 3.10b shows the dependence of the desorption rate of the DS~ ions on AG;_,, of
Cl~, Br™ and I from nitrobenzene to water. We can consider that the desorption rate
is proportional to the exponential of —AGi_y/RT (R: gas constant, T: temperature).
We plotted the dependence of the log value of the desorption rate (In(1/At)) on the
standard free energy of transfer from the interface to the water phase (AG;.y). The solid
straight line with the slope —1/RT(R : 8.314J - K~ . mol~!, T: 298 K) was obtained
by the least-square fitting method. The line fitted the experimental results quite well.
This result strongly supported the ion exchange model and we could consider that the
AGi_y, value of the coexisting ions in the oil phase strongly affected the desorption rate,
namely the relaxation process in the chemical oscillation induced by the adsorption of
charged surfactants.



74 CHAPTER 3

20 -4

Embﬂ

2 _. -5F

€ @

c - E L

§12 5

5 £ -of

S 8[ -

S i

©

b =

2 -7+

E af (a) (b)
1 1 ] ] ] 1 1 1 | 1
0 200 400 600 800 1000 -18 -16 -14 -12 -10 -8

Time (s) AGiy (kJ - mol~1)

FIGURE 3.10. (a) Time courses of the interfacial tension when hydrophilic anions (C1~, Br~ and I") were
in the oil phase. The concentration of these anions was 1.0 x 10~* M. (b) Dependence of the desorption
rates (In(1/A¢) on the standard free energy of ion transfer from the W/NB interface to the water phase
(AGi_w = AGy_w/2). The solid straight line with slope —1/RT (R: gas constant 8.314J - K~! . mol™!, T:
temperature 298 K) was obtained by the least-square fitting method.

3.5. CONCLUDING REMARKS

In this chapter, the TR-QELSmethod was introduced and recent applications of this
method to the investigations on dynamic molecular behaviours at liquid/liquid interfaces
were reviewed [7—11]. Dynamic molecular behaviour of the phase transfer catalysts and
the reaction scheme for high yield synthesis was revealed by the TR-QELS method in
Section 3.3. The role of the coexisting ions in chemical oscillation system was discussed
in Section 3.4. Two-step relaxation processes and acceleration of the relaxation by co-
existing ions were described. The related ion-exchange mechanism in the relaxation
process and experiments to examine the mechanism in terms of the change of standard
free energy of ion transfer from the liquid / liquid interface to the bulk phase were also
documented. These results showed the advantages of the TR-QELS method in studying
interfacial chemical reactions and molecular transfer phenomena across liquid/liquid in-
terfaces. Further investigation of the mechanism for the onset of the chemical oscillation
phenomena is now in progress. We are also applying the TR-QELS method to real-time
monitoring of other biologically and/or industrially important systems such as enzymatic
hydrolysis reactions in biological membranes and adsoption/desorption phenomena of
the self-assembled molecular system such as reversed micelles at liquid/liquid interfaces.
These new applications will be reported elsewhere in the near future [50-53].
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Direct Force Measurement
at Liquid/Liquid Interfaces

Raymond R. Dagastine and Geoffery W. Stevens
University of Melbourne, Melbourne, Victoria 3010, Australia

4.1. INTRODUCTION

Bulk colloidal dispersion properties such as stability, rheology and phase behaviour are
commonly mediated if not controlled by the interaction forces between the colloidal
particles. The particle size can range from a few nanometres to approximately 100 um
and the force scale is on the order of 100 nm or less. There is a great body of research
on studying colloidal forces, both indirectly and through direct force measurement. The
basic principle behind direct force measurement is that by measuring the colloidal force
between two particles or surfaces of known geometry, one can study the fundamental
colloidal forces present in the dispersion. The results of the study can be compared to
theoretical predictions or scaled to describe other geometrical situations because the
geometry of the force measurement is well defined.

Dispersion behaviour in systems with liquid/liquid or liquid/gas interfaces (i.e.
droplet or bubbles) has traditionally been described in terms of rheological properties,
wetting properties, including contact angle and interfacial tensions, or phase behaviour
and stability measurements. Direct force measurements provide a means to fundamen-
tally probe the interactions between deformable interfaces that significantly impact the
dispersion (or emulsion) behaviour.

The study of forces between deformable interfaces can be broken into two cate-
gories, the interactions between two sets of deformable interfaces (e.g., two oil drops
in water), or a rigid particle and a single deformable interface. Study of the forces in
these systems is motivated by the prevalence of both types of systems (drop—drop or
drop-rigid particle) in industrial problems. For example, wetting and adhesion of oil
emulsions in porous media are concerns in the petroleum industry for both liquid/liquid
separations and oil recovery [1]. An understanding of the interaction forces between
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FIGURE 4.1. The interaction between a rigid particle and a liquid/liquid interface. A repulsive colloidal
force causes the interface to bend as a function of radial position, r, thus separation distance between the
sphere and interface is also a function of radial position, h(r).

liquid/liquid interfaces, where attraction between droplets can lead to coalescence and
phase separation in emulsions, is vital in order to predict and model emulsion stability
in processing and storage situations (e.g., in the hydrometallurgy, food processing and
cosmetic industries [2]). Additionally, wetting and oil deposition in aqueous solutions
onto natural and synthetic fibres are of great interest in the textile industry [3]. Also, the
motion of a particle near a liquid/liquid interface has applications in particle coatings,
adsorption of species onto the particles as well as incorporating macromolecules into
biological systems [4]. Furthermore, colloidal forces at the air/water interface are of
great interest in floatation processes and sewage treatment [5].

Applying direct force measurement to liquid interfaces is often complicated by
interface deformation, making both measurement and the interpretation more difficult
than for rigid systems. This is exemplified in Figure 4.1, where a liquid/liquid interface
is in close proximity to a rigid particle. A repulsive colloidal force between the particle
and the interface causes the interface to bend away from the particle as the two bodies
approach. Using modern direct force measurement techniques, the total force acting on
the rigid particle can be measured, but this is not a complete characterization of the
measurement because the interface geometry is changing with force. The film thickness
of water between the oil and sphere is a function of radial distance, but the force mea-
surement alone does not provide a method to determine how this film thickness changes
with the measured force. At the same time, curvature of the interface is also crucial to
the measurement where liquid/liquid interfaces commonly have absorbed species at the
interface, which may rearrange as the two curved surfaces come together. Evidence of
the enhanced lateral mobility or rearrangement of absorbed species is demonstrated by
the body of literature studying the surface pressure of air/water or oil/water interfaces
with absorbed species as a function of surface area [6].

The goal of this chapter is to provide an overview of the measurement of colloidal
forces at liquid/liquid interfaces, using predominately atomic force microscopy (AFM).
First, some of the types and origins of the relevant colloidal forces are introduced. This
is followed by a general description of the operation of AFM at rigid interfaces. The next
sections focus on forces at liquid/liquid interfaces, beginning with a discussion of other
measuring techniques employed at liquid/liquid interfaces, followed by a summary of
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the types of systems that have been studied with AFM. The data analysis methods are
described and finally a discussion of the types of behaviours seen in these systems is
presented with a combination of a summary of both experimental results and modelling
calculations. Possible directions of future investigations are discussed in the conclusions.

4.2. TYPES OF COLLOIDAL FORCES

A variety of interaction behaviours can be observed between liquid/liquid inter-
faces based on the types of colloidal forces present. In general, they can be separated
into static and dynamic forces. Static forces include electrostatic, steric, van der Waals
and hydrophobic forces, relevant to stable shelf life and coalescence of emulsions or
dispersions. Dynamic forces arise from flow in the system, for instance during shear
of an emulsion or dispersion. Direct force measurements tend to center on static force
measurements, and while there is a large body of work on the study of film drainage
between both liquid or solid interfaces, there are very few direct force measurements in
the dynamic range between liquid interfaces. Below are general descriptions of some of
the types of force observed and brief discussions of their origins.

4.2.1. Electrostatic Forces

A thorough discussion of the basic theory describing electrostatic interactions can be
found in [7]; the pertinent points are discussed below. Electrostatic forces arise from the
osmotic pressure difference between two charged surfaces as aresult of the local increase
in the ionic distribution around each charged surface. For a single electrified interface,
the local ion distribution is coupled to the potential distribution near that surface and
can be described using the Poisson—Boltzmann equation. The solution of this equation
shows that for low surface potentials the potential follows an exponential function with
distance from the interface, D, given by

Y = const. exp (—« D) 4]

where 1V is the surface potential, and « ~! is the characteristic decay length of the potential
distribution, referred to as the Debye length, defined by

12
— 1 0,22
K= (eaokBT Zi:n,-e z,-) (2)

where n;° is the bulk concentration of ion #, z; is the charge number forion i, e is the charge
on an electron, kg is the Boltzmann constant, T is temperature, g is the permittivity in
free space and ¢ is the dielectric constant. The solution to the full Poisson-Boltzmann
equation (for large surface potentials) is less limited but leads to more complicated
expressions given in [7].

The electrostatic interaction between two flat surfaces is an extension of the single
electrified interface where the ion distributions overlap at close separations. The two-
surface case can also be described according to the Poisson-Boltzmann equation where
the ion distributions for each charged interface are coupled. A complete solution to
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describe the interaction force between these two surfaces requires numerical approach.
An efficient method was developed by Chan et al. [8], where the bulk electrolyte con-
centration and the charge or potential at the surface are required.

A simplification to this for low surface potential where the electrostatic double
layers only have weak overlap leads to an exponential expression for the force between
two flat interfaces (in the case of a symmetric electrolyte and symmetric surfaces)

f = 2e08k* Y3 exp (—k D) &)

where ¥ is the infinite separation surface potential and fis the force per unit area. At
infinite separation, the surface charge density o is related to the surface potential via
o = —gosk Py for low surface potentials. Most electrostatic surfaces are encompassed
by two limiting situations. The first is constant charge, where the number of charge sites
is preserved with separation. The second is constant surface potential, where ions adsorb
or desorb as separation distance changes to keep the surface potential constant. Situations
bridging these behaviours are referred to as charge regulation mechanisms that behave
as a hybrid of the two limiting cases. The above discussion was outlined for symmetric
surfaces (equal surface charge or potential) but the case of dissimilar surface charge or
potential is also applicable. For a further discussion of this refer to [7] and [9].

4.2.2. Steric Forces

It is well known that absorbed or grafted polymer layers on colloidal particles are
a common method to stabilize dispersions [10]. The repulsive forces originate when
two polymer layers overlap and an osmotic pressure or steric force arises repelling the
two surfaces. There have been a number of experimental and theoretical investigation
into the behaviour of steric forces, summarized in [10-14] to list a few. The results of a
scaling theory approach, developed by De Gennes [15,16], describe the force f for two
flat surfaces with grafted polymer layers at high surface coverage (polymer brushes) as

2L\ D\
~rrs2 | (2B _ (P
F ~ kaTs [(D) (L) } 4

where s is the average distance between detachment points and L is the polymer brush
thickness. The first term in Equation (4) accounts for the osmotic pressure increase inside
each brush and the second term corresponds to the elastic restoring force of the brush.
The above expression is well approximated by an exponential functional form [17,18]

D
f ~ 50kaTs? exp (—ZL—) )

in theregion of 0.2 < D/L < 0.9, below D/L = 0.2 the osmotic pressure term in Equa-
tion (4) dominates and the exponential description breaks down. The exponential de-
scription of the steric force has also been expanded to describe absorbed polymer layers
by Luckham [11].
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4.2.3. Van der Waals Forces

The van der Waals force is ubiquitous in colloidal dispersions and between like
materials, always attractive and therefore the most common cause of dispersion desta-
bilization. In its most common form, intermolecular van der Waals attraction originates
from the correlation, which arises between the instantaneous dipole moment of any atom
and the dipole moment induced in neighbouring atoms. On this macroscopic scale, the
interaction becomes a many-body problem where allowed modes of the electromagnetic
field are limited to specific frequencies by geometry and the dielectric properties of the
system.

The earliest quantitative theory to describe van der Waals forces between two col-
loidal particles, each containing a statistically large number of atoms, was developed by
Hamaker, who used pairwise summation of the atom—atom interactions. This approach
neglects the multi-body interactions inherent in the interaction of condensed phases.
The modern theory for predicting van der Waals forces for continua was developed
by Lifshitz who used quantum electrodynamics [19,20] to account for the many-body
molecular interactions and retardation within and between materials. Retardation is a
reduction of the interaction because of a phase lag in the induced dipole response that
increases with distance.

Hamaker’s linear superposition theory provides a single parameter (the Hamaker
constant) to describe the interaction between macroscopic bodies. The force per unit
area, fi3,, between infinite flat plates of media 1 and 2, separated by medium 3, is given
by

A

6x D3 ©

Sizz = —
where A3, is the Hamaker constant and D is the separation distance. Lifshitz continuum
theory, which includes the effects of many-bodied interactions and retardation, effectively
causes the Hamaker constant to vary with separation distance. The Hamaker constant
for a number of systems has been tabulated (in [7,18,21] for example), while the Lifshitz
analysis requires more information. For a further discussion of van der Waals forces
refer to [7,18,21,22].

4.2.4. DLVO Forces

Frequently more than one type of force is significant in a colloidal dispersion, and
while the above discussions focus on the general behaviour of individual forces, it is also
necessary to be concerned about how colloidal forces behave in concert. This is the crux
of the most well-known theory in colloidal forces, DLVO theory (named after the work
of Derjaguin and Landua {23] and Verwey and Overbeek [24]). DLVO theory defines the
total potential energy as a sum of the repulsive and attractive components. The original
DLVO theory was developed for colloidal stability incorporating electrostatic and van
der Waals forces, but further study has proposed incorporating solvent structuring effects
and steric forces [7].

DLVO theory describes the behaviour of energy, yet the discussion of the types of
colloidal forces above is in terms of force; it is important to note that the force is the
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negative derivative of energy. For two flat interfaces with and interaction energy E, the
force between the two interfaces is defined as

dE (D)
dD

where IT(D) is the force per unit area, also referred as the disjoining pressure.

(D)= —

)

4.3. ATOMIC FORCE MICROSCOPY AT RIGID INTERFACES

AFM, invented in 1986 [25], has been optimized as a surface imaging tool for a
variety of materials from metals to insulators by scanning the surface with a thin metallic
cantilever, with a sharp tip on the end, coming to a point with a radius on the order of
10 nm. As the tip is scanned across a surface, the tip-stage position is controlled in three
dimensions by a set of oriented piezo crystals (see Figure 4.2). An optical lever comprised
of a laser in conjunction with a photodiode is used to measure cantilever deflection in
a closed loop feedback system (based on amount of deflection of the cantilever in the
simplest mode of operation). As the tip rasters across the surface, a three-dimensional
topography map of the surface is created.

4.3.1. Force Measurements at Rigid Surfaces

The use of AFM has been expanded to measure the forces acting on an AFM tip
as a function of separation between the tip and surface, but the tip geometry is often
difficult to characterize and inconvenient to compare to theoretical predictions of force
measurements. By attaching a colloidal size sphere (on the order of 5-10 pm in radius
a) to the end of a cantilever (first accomplished by Ducker [26]), it is possible to measure
the colloidal interaction between surfaces in system with a well-characterized geometry
(shown schematically in Figure 4.2). The measurement of a force—distance cycle is the
record of the deflection of the cantilever as the two surfaces approach through motion of
the piezo stage. The separation distance between the surfaces is not measured directly

Laser /
Cantilever
L

Tip

Photodiode

Colloidal
probe

Substrate Piezo tube

FIGURE 4.2. A schematic of an atomic force microscope, comprising a piezo tube, a cantilever, a sample or
substrate to image and an optical lever using a laser and four-quadrant photodiode. A colloidal probe (radius
~5 um) is added to the end of the cantilever for direct force measurement. For imaging application, the probe
is absent and the tip is rastered across the surface.
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FIGURE 4.3. The extraction of separation distance Dy from the linear compliance region. Reprinted from
Ref. [67], with permission from Elsevier.

and further analysis is required to obtain the force acting on the sphere as a function
of axial separation distance Dy. The data analysis process is shown graphically (see
Figure 4.3) and is discussed below.

The cantilever deflection d is related to the total force F on the particle via F = K.d,
where K_ is the cantilever spring constant. By employing a basic distance balance

Al=Ad+ ADy+ Az ®

where the change in piezo movement, Al, is equal to the sum of the change in deflection,
Ad, the change in separation distance, A Dy, and the substrate deformation, Az. As-
suming the substrate is an elastic body and F = K Az (where Kj is the effective spring
constant of the surface), it is possible to write the above equation as

Ad = (Al + ADO)/(I + %) ©)

In the conventional analysis (i.e. for rigid surfaces) of a linearly elastic substrate,
the “force curve” is divided into two regions (see Figure 4.3). In the first region, colloidal
forces are significant and the cause of deflection of the cantilever. In the second region,
a linear behaviour in the force curve is observed because the probe is moving in contact
with the surface. The probe surface is effectively at some small cut-off distance D, from
the substrate surface that is of the order of the center-to-center molecular spacing. In
this “linear compliance” region, all of the deflection of the cantilever is caused by piezo
movement and A Dy = D, — Dy may be assumed to be constant. Hence from Equation
(9), Ad is linear in Al with a slope 1 + K./K;. The intercept of the linear region then
gives ADy. For “stiff” substrates K >> K. and the slope of the linear region on a Ad
vs. Al plot should be unity. For a general K /K the slope and intercept of the linear
regression of the “linear compliance” region is then used to determine the separation
distance outside the linear region by rearranging and substituting the experimental slope
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and intercept into Equation (9) to obtain

Dy=D.+ <L> — [ + intercept (10)
slope

The cut-off distance D, for rigid surfaces is sufficiently so small that it is commonly

neglected in the display of force versus separation curves. This cut-off distance may not

be negligible in the presence of absorbed layers of surfactant or polymers, compressed

between the surfaces; thus it is common to report apparent separation distance on AFM

measurements [27].

4.4. FORCE MEASUREMENTS AT LIQUID INTERFACES

4.4.1. Other Force Measurement Techniques at Liquid/Liquid Interfaces

Before reviewing the force measurements using AFM at deformable interfaces, a
description of other techniques used for force measurement at liquid/liquid interfaces
is presented. The classical experiment of measuring disjoining pressure of a thin film
between a flat surface and a large flattened drop is well known [28]. The film thickness can
then be determined accurately by the use of interferometry. This technique has had great
success, but is less relevant when describing colloidal forces. The difference between
the two (in the context of this chapter) is a colloidal force measurement between bodies
where the curvature of each surface is important. For example, if an absorbed species at
oil water drop interface rearranges as a result of the approach of a particle, the effects of
the curvature of the particle and drop are critical for this to occur, while this effect is not
easily observed with two flat interfaces.

A more recently developed force measurement technique, coined the liquid sur-
face force apparatus (LSFA), brings a drop made from a micropipette close to a flat
liquid/liquid interface [29-32]. A piezo electric drive is used to change the position
of the micropipette while the deflection of the pipette and the radius of the drop are
recorded with piezo motion. The drop radius and thus the film thickness between the
two liquid/liquid interfaces are recorded using interferometry. The method requires a
calibration of the interferometer, where the drop must come into contact with the other
liquid interface. The distance resolution of the film is about =1 nm at a 50-nm sepa-
ration and 5 nm at a separation of 10 nm. This is a very robust technique where the
authors have proposed attaching a particle to the end of the pipette instead of a drop
[29]. In comparing this method to AFM, the only drawback of the LSFA is the weaker
distance resolution. It is important point out that both methods required a contact point
for distance calibration.

Two similar techniques to probe hydrodynamic behaviour have been recently de-
veloped by Horn et al. [33] and Gee and co-workers [34-37]. The measurements by
Horn et al. employ interferometry to measure the shape of a mercury drop at the end of
a microcapillary as it approaches a flat interface. The capillaries are much larger than
those used in an LSFA, where the drop profile is recorded under hydrodynamic forces.
The work by Gee [34-37] is similar but uses hydrocarbon drops and determines the
separation using imaging ellipsometry/reflectometry. This method is useful for systems
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with more practical interest when discussing the drainage between droplets in emulsions
with surfactants.

The last two methods discussed measure the interaction with droplets small enough
to behave as rigid particles. The first technique is total internal reflection microscopy
(TIRM) where Odicahi [38] measured the interaction between silicon oil, bitumen and
bromodecane droplets above a flat glass plate. This is a very sensitive technique which
measures the forces acting on a Brownian particle suspended above a flat surface (forces
on the order of femto-Newtons). The work in [39] uses the methods developed by Odiachi
in systems where the droplet is less dense than water. The last method is a magnetic force
method where the force between water in oil emulsions is measured [40—45]. The water
droplets (on the order of 100-200 nm in diameter) have magnetic particles dispersed
in them, making the droplets align in a magnetic field and Bragg scattering is used to
determine droplet separation. This is a novel technique, which measures force on the
order of pico- to nano-Newtons.

4.4.2. AFM Force Measurement Techniques at Liquid/Liquid Interfaces

4.4.2.1. One Liquid/Liquid Interface. The measurement of forces at deformable in-
terfaces with a rigid probe using AFM is becoming commonplace. Ducker et al. [5]
measured the forces between a silica particle attached to the AFM cantilever and an air
bubble anchored to the piezo-driven stage in aqueous solution. Similar experiments were
reported by Fielden ef al. [46] and Butt and co-workers [47-49]. The above investiga-
tions probed forces in the presence of electrolyte and surfactant. In some cases, either
one or both surfaces were hydrophobic and a large rapid deflection of the cantilever
was observed, which led to either engulfment or formation of a three-phase contact line.
This behaviour is typically faster than the sampling rate of the AFM measurement and
is referred to as “jump-in”, caused from a strong attractive force. With the addition of
surfactant, jump-in was observed less frequently and only repulsion was seen in some
cases. The presence of jump-in and formation of a three-phase contact line has been
proposed as a method to measure the contact angle of water on the particle through
initial experimental studies [46,48,50] and followed by a combination of modelling and
experimental studies [51-53].

Measurements of forces between probe particle and sessile oil drops in water were
first reported by Mulvaney et al. [54] and Snyder ez al. [55], with a number of studies
following by Hartley et al. [56], Aston et al. [57,58], Attard and co-workers [59-61],
Nespolo et al. [62] and Dagastine et al. [63]. As an example of the types of typical forces
observed between an alkane droplet and a silica probe in the presence of an anionic
surfactant, refer to Figure 4.4 [63]. The general shape of the force curve is similar, at
first glance, to the behaviour at rigid surfaces, but as discussed below, this is a product
of changes in separation and interface deformation. Also note that at low surfactant
concentrations, jump-in does occur, but with an increase in surfactant concentration
(which leads to a decrease in interfacial tensions) only repulsive forces are observed.

4.4.2.2. Two Liquid/Liquid Interfaces. Measuring the interactions between two liquid
droplets with AFM is a natural extension of the one droplet problem and more relevant
to emulsion stability. The first and only such measurement is between alkane droplets in



86 CHAPTER 4

0.4

03

Fla (dyne/cm)

01r

0.0

=50 0 50 100 150 200 250

AX (nm)

FIGURE 4.4. AFM force curves for a silica sphere and a teradecane oil drop in terms of F/a and AXas a
function of sodium dodecyl benzene sulfonate concentration. The arrow denotes jump-in for the 0.1, 0.5 and
1.0 mM concentrations. Jump-in was never observed for the 5 and 10 mM concentrations. The force curves
have an expanded horizontal axis. Reprinted from Ref. [63], with permission from Elsevier.

an anion surfactant solution reported by Dagastine ef al. [64]. The effects of modulating
electrostatic interactions through the presence of an anionic surfactant and changes in
interfacial tension were consistent with the behaviours observed for a single liquid/liquid
interface. Also, the range of approach velocities probe both the static and dynamic forces
between the droplets, showing a clear definition where hydrodynamic drainage effects
have significant impact on the measurement. Similar issues in regards to analysis and
interpretation are likely to be encountered.

4.4.3. Analysis and Interpretation

AFM investigations at deformable interfaces between a single liquid/liquid interface
and a rigid particle have shown that the force curves exhibit a linear region similar to the
behaviour seen for rigid systems (as shown in Figure 4.4), but the slope of the deflection
force curve in the linear region is much less than 1. The first analysis proposed by Ducker
{5] assumed that the drop behaved as a Hookean spring and that separation distance is
constant in the linear region. (This is a similar approach to the case for rigid surfaces.)
A number of theoretical studies [57,65-67] have shown that the separation distance is
changing in this “linear compliance” region and that the psuedo-linear appearance to the
force curve is a combination of the changes in surface separation coupled with surface
deformation [57,65-67]. These theoretical analyses also show that the assumption that
the interface behaves as a Hookean spring is reasonable for low to moderate deformations.
The breakdown of the constant separation distance assumption invalidates the analysis
used by Ducker and others [5,46,50,54,56] over the full range of forces.

The experimental method coupled with the appropriate use of theories developed
for data interpretation makes it possible to probe the forces between liquid interfaces
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FIGURE 4.5. The geometry of the probe/drop experiment. The drop has an undistorted radius of curvature
Ry and the probe radius a, such that @ <« Ry < A so that gravitational distortion can be neglected. (The
deformation is not shown to scale.). Reprinted from Ref. [67], with permission from Elsevier.

in the presence of a large range of absorbed species acting as stabilizers, emulsifiers
or flocculants. The general approach of the models developed to interpret the AFM
measurements is discussed below. This is followed in the next section by discussions of
the general behaviour of the force curves in terms of both modelling and experimental
observations.

4.4.3.1. Drop Shape Modelling. This approach is based on modelling the interface
shape during the AFM measurement (see Figure 4.5). Once the interface (or drop)
shape is determined, the total force on the particle as a function of piezo movement can
be calculated, thus effectively predicting the AFM “force curve”. The radius Ry of the
drop or bubble forming the liquid/liquid or liquid/gas system is well below the capillary
length, A = (y/Apg)'/?, where Ap is the density difference and y is the interfacial
tension. Thus, the effects of gravity (g) are negligible and the interfacial tension and the
colloidal forces present govern the interface shape.

Most of the model approaches require a number of input parameters including the
interfacial tension, y, the contact angle of the drop on the substrate, 6., density, and the
interaction forces between the two flat surfaces. With the exception of the last parameter,
these are readily available from literature sources or straightforward measurements.

The interaction forces, or disjoining pressures, are calculated from theoretical mod-
els for flat interfaces and mapped to curved surfaces using the Deraguin’s approximation
[7]. The Deraguin’s approximation is a geometric scaling limited to the case where the
surface separation is much smaller than the radius of either interfaces (i.e. a and Ry >
Dy in Figure 4.5). For example, the force F(h) between two spheres of radius a; and a;,
is related to the potential energy between two flat plates, V (%), by

a1ay

Fh) =
h) =2n (a1 T

) V(h) an
a

where h is the separation distance. The force models also require additional information,
for example electrostatic models require surface potential or surface charge and elec-
trolyte concentration. Once all the parameters are set, calculation of the drop shape at
different surface separations is possible.
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FIGURE 4.6. The interface profile (relative to the interface position at r = 0) for an alkane drop in water
with a silica probe at an axial separation distance Dy of 6.5 and 4.5 nm. The dots denote the corresponding
disjoining pressure value at the marked radial distance. The inset is the disjoining pressure (electrostatic and
van der Waals) for a water/alkane/silica system with a univalent (non-surface-active) electrolyte (x ~' = 30nm
Yo = 50 mV). Reprinted from Ref. [67], with permission from Elsevier.

Model interface profiles for an alkane drop in water with a silica probe at two
different axial separation distances are shown in Figure 4.6 from the modelling results
in [67]. The only forces used in the model disjoining pressure were an electrostatic
repulsion and a van der Waals attraction. As the particle surface separation changes,
the colloidal force varies radially, sampling different points on the disjoining pressure
curve (the insets in Figure 4.6). For Dy = 6.5 nm, the interface is deformed away from
the probe because only positive disjoining pressures are sampled. The dots mark the
corresponding disjoining pressure at that radial distance. Note that as the disjoining
pressure samples approach being negative, where IT1(D) becomes negative at 6.1 nm
(see inset), the interface profile is reasonably flat at small values of r. A reversal in
interface curvature is exhibited for the Dy = 4.5 nm case where the central section of
the drop is sampling negative I1(D) values. As the axial separation is decreased, more
of the negative portion of the disjoining pressure is sampled, leading to a larger peak
growth and eventually interface instability. The interface profiles are then used to predict
AFM force measurements, discussed in the next section.

4.4.3.2. Predicting the AFM Measurement. A repulsive electrostatic disjoining pres-
sure is used to illustrate how the measurable AFM “force curve” can be calculated, in this
case for a silica probe above an alkane drop. The calculation of F (Do) and X(Dy) as a
function of axial separation Dy was performed by the algorithm developed by Dagastine
et al. [66,67). Figure 4.7 shows the plot of F(Dg) and X (D) plotted as a function of Dy
and the plot of F(Dy) and X (Dy) parametric in Dy. The general shape of the F versus AX
curve is agreement with the behaviour seen for the AFM experiments shown in Figure 4.4.
The calculation results are comparable to the AFM force curve to within a constant shift
in A X. This curve shows that the separation distance is changing in the psuedo-linear por-
tion of the F(A X) plot, which verifies the need for a rigorous analysis to data [57,65,66].
For a brief summary of the calculation of these force curves, see appendix.
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FIGURE 4.7. (a) F(Dy)/a as a function of central separation distance Dy for ¥, = 50 mV, 6. = 30°,
y = 30dynes/cm, ' = 10nm, a = 2pum and Ry = 0.5 mm. The dashed vertical line denotes the wrapping
distance D,,. (b) X(Dy) as a function of central separation distance Dy. The dashed vertical line denotes the
wrapping distance D.,. (c) F(Dg)/a and AX(Dy) plotted parametrically as a function of central separation
distance Dy. Reprinted from Ref. [66], with permission from Elsevier.

4.4.3.3. Model Verification and Limitation. There have been several studies that have
applied the models to experimental data, the most notable being the independent veri-
fication of the model (developed by Chan et al. [66] and Dagastine and White [67]) to
AFM force measurements between a decane droplet and a silica probe in SDS solutions
in a study by Nespolo et al. [62]. The wetting properties (interfacial tension and contact
angle) were measure-independent of the AFM experiment, and the disjoining pressure
required for the model was constructed using attractive van der Waals forces and electro-
static repulsion. The parameters for the electrostatic force model were measured via an
in-depth study of the electrokinetic behaviour of both decane droplets and silica particles
in SDS solution [68]. The agreement between the data and model predictions was within
the error in the AFM measurements.

The series of modelling studies generally followed the same approach discussed in
the previous sections, either through analytic expressions [39,59-61,66,67] or numerical
calculations [57,65]. All of the theoretical studies, except one, require a general form
or type (i.e. electrostatic, hydrophobic, etc.) for the colloidal forces incorporated in the
model to predict the drop shape. This is reasonable if the behaviour studies are expected
to be analogous to rigid systems, but this is quite limited to probe systems where the
forces are not as well understood, or exhibit behaviour unique to liquid interfaces. One
approach has shown a method to extract the interaction energy E(D) between half spaces
from the AFM force data between a drop and a rigid probe particle [63] without the use
of a colloidal force model. This approach was then applied to the set of data in Figure 4.4,
where the interaction energies extracted from the AFM force measurements compared
favourably to expected electrostatic repulsion behaviour for that system [63].

4.5. GENERAL BEHAVIOUR OF FORCES AT LIQUID INTERFACES

The modelling of the AFM measurement provides a means to examine the general
behaviour of the forces in these systems and the sensitivity to different model parameters
[63,65-67], in the context of experimental observations [57,60,62,65]. First, the effects
of wetting properties on the force behaviour are discussed below. Then the effects of
different disjoining pressures are split into two sections, based in the best way to discuss
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FIGURE 4.8. The effect of changing contact angle 6. of the drop is plotted as F(AX)/a versus AX with
y = 50 dynes/cm, ¥ = 50 mV, ¥~} = 10 nm and a = 2um (left). The effect of changing surface tension
y is shown for a disjoining pressure with both attraction and repulsion (6, = 80°, Yo = 50 mV, ' = 10 nm
and a = 2 pm). The arrows on the curves (right) indicate the point of jump-in, while the no jump-in occurs
because of the wrapping of the interface for surface tensions 10, 20 and 25 dynes/cm. The jump-in and
wrapping distances for this system are plotted in the inset as a function of surface tension, where the dotted
line denotes Dy, from the position of the disjoining pressure maximum. Reprinted from Ref. [66] (left) and
from Ref. [67] (right), with permission from Elsevier.

the termination of an AFM curve. Short-range attractions are typical for many real
systems leading to jump-in; yet, in some cases, only a repulsive interaction is observed
and zero separation is never reached. In this situation the interface “wraps” the probe
particle in the AFM experiment. Both wrapping and the effects of attraction are discussed
below.

4.5.1. Interfacial Properties

The models [66,67] applied to an alkane drop and a silica probe were used to examine
the effect of changing contact angle 6,; the results are given in Figure 4.8 (left) for a
repulsive disjoining pressure Yy = 50mV,x ' = 10nmand y = 50 dynes/cm). Note the
linear compliance region and a moderate dependence of the compliance (slope) on small
contact angles becoming insensitive near 90°. The effects of changing surface tensions are
also illustrated in Figure 4.8 (right) for a disjoining pressure with electrostatic repulsion
(Yo = SOmV, k! = 10 nm, 6. = 80°) and van der Waals attraction. The effects on the
slope are evident, but the surface tensions also can change the termination behaviour of
the force where jump-in is observed only at higher surface tensions (y = 30, 40, 50, 70).
The absence of jump-in is a manifestation of interface “wrapping”.

4.5.2. Force Curve Termination

4.5.2.1. Jump-In. Jump-in arises from attractive forces for both rigid and deformable
systems alike, caused by a mechanical instability when the gradient of the force—distance
curve is equal to the spring constant of the cantilever. The process occurs quickly,
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typically faster than the data-sampling rate of the AFM, so the initial and final positions
of the jump are readily observable, but not all of the dynamic behaviour. The occur-
rence of jump-in in deformable systems is differentiated from rigid system behaviour
because the interface bends towards the probe particle as shown in Figure 4.6 (right).
This results in termination of the AFM curve and the modelling of the measurement as
well. Examples of jump-in can be seen in modelling results in Figure 4.8 (right) for the
higher surface tension cases and the experimental data in Figure 4.4, but a number of
investigators have seen jump-in behaviour in both liquid/liquid and liquid/gas systems
[5,48,49,54-57].

The origins of the attractive forces are sometimes expected to be van der Waals
attraction, acting over the range of a few nanometers. While force measurements with
hydrophobic surfaces have proposed the presence of a longer-range attraction from a
hydrophobic interaction [5]. Both are possible, while other origins of attractive forces
could be charge reversals for the interaction of dissimilar charged surfaces or a combi-
nation of forces giving rise to a total interaction with multiple minima in the disjoining
pressure. A common observation for the deformable measurements is that addition of
surfactants tends to limit or remove jump-in entirely because of the interface wrapping.

4.5.2.2. Wrapping. In [66] it was shown that the interface may “wrap” around the
sphere when the surface tension of the interface is decreased sufficiently and/or the
repulsive force is sufficiently strong that a separation distance D,, can be found satisfying

(D) =2 (1 + —l-) 1)
a R()

where D,, is the solution to Equation (14) describing the film thickness between the
interfaces for all radial distances. When Dy > D,,, the interaction area is on the order
of the product of a andDy (O(aDy)), but as Dy — Dy, the interaction area is O(a?),
resulting in a very much larger repulsive force in the system than would be observed in
a rigid system where the interaction area is always O(aDy). If the maximum in IT1(D)
occurs at the distance Dz and Dy, < Dy, then the attractive part of IT(D) is never
sampled and no jump-in can occur.

The results in Figure 4.7 (left) show an example of wrapping where the force
asymptotically approaches the wrapping distance D, never reaching zero separation
on the F(Dy) versus Dy curve. The F(Dg) versus AX(Dy) curve in Figure 4.7 (right)
exhibits only repulsion where wrapping occurs well after the onset of the linear region in
the F(Dyp) versus A X(Dp). Another manifestation of wrapping is illustrated in Figure 4.8
(right) where the same disjoining pressure, I1(D) (electrostatic repulsion and van der
Waals attraction, ¥ = 50 mV, ¥~! = 10 nm), is used for all the force curves and the
surface tension is varied. There is a critical surface tension y. for a given I1(D) such that

1 1
M(Dpax) = 2vc (Z + E;) 13)
Fory > y., no wrapping distance D,, can be found and Dy can be decreased below D,
by advancing the stage. Thus the attractive component of I1(D) can be sampled in this
case and a jump-in is observed. For higher surface tensions the jump-in is marked by the
arrows on the curves in Figure 4.8 (right), but as the surface tension decreases and the
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interface begins to wrap, the jump-in distance decreases, and for y < y. (27.25 dyne/cm
in this case) jump-in no longer occurs. For y < y,, a wrapping distance exists and marks
the limiting distance of approach of the surfaces. Moving the stage further towards the
probe results in causing more deformation to the drop and the interaction area growing
even if IT1(D) has become essentially constant (TT(D,,)). In the inset in Figure 4.8 (right),
D, for the wrapping cases and Dy for the jump-in cases are plotted as a function of y.
From this plot, . is evident and the changeover from jump-in to wrapping at D, clear.

In practice, the changeover can be achieved by adding a surfactant to the water/oil
or water/air interface. It enhances both interfacial surface potentials and tends to make
them equal (i.e. IT(D) for similar surfaces > I1(D) for dissimilar surfaces) and it lowers
the surface tension of the drop. This type of behaviour has been observed in a variety of
systems (see Figure 4.4), including oil/water [54,56,62,63] systems where the addition
of surfactant prevented jump-in and in air/water systems where the addition of surfactant
decreased (and sometimes eliminated) jump-in distances [5,46,48,49].

4.6. CONCLUDING REMARKS

The AFM is a useful tool for probing behaviours at liquid/liquid or liquid/gas
interfaces. The studies and modelling of the interaction between a single deformable
interface and rigid probe particle have demonstrated the presence of a variety of colloidal
forces ranging from electrostatic repulsion to van der Waals and hydrophobic attractions.
The deformable nature of these systems frequently causes the interaction area to change
with separation, leading to a more complicated behaviour than forces in analogous rigid
systems where the interface may wrap the probe particle producing greater forces due
to the larger interaction area. Future measurements are likely to probe the behaviours
of steric forces from absorbed polymers and other amphiphilic species that have not yet
been explored. Extending these techniques to directly probe the interactions between
two oil droplets with AFM has been undertaken and may offer a useful method to probe
colloidal forces in emulsions in the presence of a variety of stabilizers and flocculants.
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APPENDIX

Briefly, the method of calculation of F(AX) is as follows [66]. For a given inter-
surface central separation distance Dy, we solve the differential equation

D”+1D’—(2(1+i)—““(m)00=0 A1)
t Ry 12
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where D(0) = Dy and D'(0) = 0 for the intersurface separation profile D(¢). Here t is a
scaled transverse radial coordinate (see Figure 4.5).
r

= —— (A2)
(aDp)'?
Then compute the integrals
D o0
G(Dy) = f’-y—" f deeTI(D (1))
o (A3)
H(Dy) = ﬂ f dttIntT1(D (¢))
4 0
and hence the force F(Dy) and separation distance X (Dyp) from
F (Dg) =2y G (Do) (A4)
1
X (Do) = z3° + Do + H (Do) + G (Dy) (5 In Dy + B) (AS5)
where B is given in [67]
1 1+ cos 6, alf?
- z . —_— A6
B 1+2ln[1—cosec]+ln(2Ro) (A6)

In Equation (18), z{° is the central height above the stage of the undistorted drop (Dp =
00). Although Equation (18) is absolute, the lack of accurate information about zg°
requires X to be expressed as

AX (Do) = AX®° + Doy + H (Do) + G (Do) (% In Dy + B) (A7)

where AX° is an unknown constant set by the choice of origins. Thus a problem of
reference frame arises where the existence of AX° prevents one from obtaining an
absolute separation distance determination. For rigid interfaces, A X° may be determined
by AFM measurements in hard contact, the constant compliance region of the AFM force
curve. For the liquid drop system there is no hard contact region [66] and AX°® is not
immediately extractable for the (A X) data alone. This problem of absolute separation
distance measurement does not have a general solution at this time. For further discussion
of methods of absolute separation see [61] or [63].
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5.1. INTRODUCTION

Liquid interfaces are of paramount importance in a variety of fields and technological
applications of modern chemistry, biology and pharmacology, such as electrochemistry,
photosynthesis, biocatalysis, protein encapsulation and membranes, drugs and gene de-
livery [1]. Interfaces between immiscible or partially miscible liquids are frequently
encountered in chemical and biological systems, and determine their electrokinetics,
stability and functioning. An understanding of the structure of a liquid/liquid interface
and the mechanisms of charge separation and transfer across the interface is a fun-
damental problem of modern chemistry and chemical technology. Starting from the
pioneering work of Benjamin [2], computer simulations were used to study the mech-
anism and dynamics of transfer of single ions across a realistic liquid/liquid interface
modelled with molecular force fields to take into account chemical functionalities of
solution species (see literature in [3]). However, molecular dynamics of realistic lig-
uid interfaces with a finite concentration of ions is not yet feasible [4], whereas inter-
facial ion transfer experiments and technological processes involve a current of ions
in the presence of an external electric field applied across the liquid/liquid interface.
Micelles are an example of a ternary liquid interface where amphiphilic molecules of
surfactant coating the boundaries of nanoheterogeneous oil phases determine their sta-
bility in aqueous solution [5]. The structural properties of realistic micelles and other

* On leave from: Institute for Molecular Science, Myodaiji, Okazaki 444-8585, Japan.
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self-assembling systems were studied by molecular dynamics simulations of a pre-
assembled surfactant nanophase [6-10] and its spontaneous formation [11,12] up to
nanometre and nanosecond scales. Unfortunately, molecular simulation at the micro-
scopic level to describe their composition, stability and mass balance in solution above
the critical micelle concentration is virtually impossible because of the necessity to con-
sider tens of millions of water molecules per micellar aggregate as small as 100 surfactant
molecules and their characteristic time as long as milliseconds [13]. Microscopic de-
scription of such systems can be achieved by employing statistical mechanical theory of
interfaces of molecular liquids and electrolyte solutions [14,15].

One of the methods employed to describe liquid/vapour and liquid/liquid interfaces
of simple fluids was density functional theory (DFT) [16—19]. A site—site DFT formalism
has been developed for liquid interfaces of molecular species with the hard sphere and
12-6 Lennard-Jones-type potentials between their interaction sites [20-22], and applied
to spherical and cylindrical micelles and vesicles formed in a model system of two-,
three- and polyatomic amphiphiles in single-sphere solvents [20-24]. In the site—site
DFT approach, the free energy functional is usually split up into the term because of
the core repulsion that is replaced with that of a reference system of purely repulsive
(hard body) particles, and the contribution of attraction taken into account by using
the random phase approximation [14] perturbation scheme. Such a subdivision works
well for fluids of molecular species with weakly attractive site-site interactions like the
12-6 Lennard—Jones potential. However, it is problematic for realistic systems of charged
polyatomic species with strong association and orientational ordering of species, like hy-
drogen bonding. A more consistent approach should provide proper coupling between
the short-range solvation structure and the long-range correlations of molecules with
partial site charges. A substantial step in this direction had been the RISM (reference
interaction site model) integral equation theory of inhomogeneous polyatomic fluids,
derived within the density functional formalism by Chandler et al. [25,26]. Unfortu-
nately, this approach cannot be applied to liquid interfaces because it approximates
the direct correlation function in the inhomogeneous fluid with that in the bulk, and
thus does not allow for a change of the direct correlation function between the fluid
phases.

A successful approach to fluids and solutions of molecular species is provided by the
RISM theory, which was pioneered by Chandler and Andersen for non-polar molecular
fluids [27], and extended by Hirata et al. to charged species [28]. Kovalenko and Hirata
proposed a new closure [29] (below referred to as the KH approximation) that enabled
description of associating molecular fluids and solutions in the whole density range from
gas to liquid [30,31]. It is a non-trivial optimized coupling of the so-called hypernetted
chain (HNC) approximation and the mean spherical approximation (MSA). The former
is switched on in the repulsive core region, whereas the latter is automatically applied to
long-range enhancement tails of the distribution functions in the critical regime as well
as to their high association peaks wherever they arise. The KH closure approximation is
adequate for description of charged polyatomic fluids and mixtures over a wide range
of density with proper account for their chemical specificities. The RISM-KH theory
qualitatively reproduces the liquid/vapour phase diagrams of associating molecular fluids
such as water, methanol and hydrogen fluoride, and their structure in the vapour as well
as liquid phases, including hydrogen bonding [30,31]. It appropriately describes the
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association structures that sequentially change in a mixture of water and amphiphilic
tert-butyl alcohol (TBA) with their molar fraction, including micromicelles [32,33].

Consideration of a liquid interface that fluctuates requires proper account of me-
chanical and chemical balance between the phases. The description of spatially inho-
mogeneous fluids can be performed on the basis of Born—-Green—Yvon (BGY) integro-
differential equation [14,15]

Vilog pa(r1) = — V1 Bul(r1) (€))
+ Z / dr; pp(r2) 8as(r1, 125 [PD V2 Bugp(ry, 12)
3

or the Lovett~Mou—-Buff-Wertheim (LMBW) equation [15,34, 35]

Vilog i) = = V1 pue) + Y [drscuntri, )2 o) @
b

for the one-particle density distributions p,(r;), where uS*(r)) is the external field po-
tential acting on a particle of sort a and u,,(r, ry) is the interaction potential between
two particles of sort a and b in the presence of the surface, and 8 = 1/(kgT), i.e., the
inverse temperature with the Boltzmann constant kg. As an input, the BGY equation
requires the inhomogeneous two-particle distribution function g,5(r;, ), that is, essen-
tially a three-particle distribution function. The LMBW equation requires an input of the
inhomogeneous two-particle direct correlation function c¢,;(r;, r2). Both the BGY and
LMBW equations should yield identical results for the density distributions, provided
the inhomogeneous two-particle correlation functions are known exactly. Quite complex
in nature, these functions are usually constructed of bulk correlations by employing ap-
proximations appropriate to the system physics. Fischer and Methfessel [36] used the
BGY equation to describe the gas—liquid interface of simple fluid of Lennard-Jones
atomic species. They replaced the inhomogeneous distribution function g(r;, r»; [0]) by
the distribution of homogeneous hard-sphere fluid gps(|r; — r2|; fns) at number density
Pns((r; 4+ r2)/2) determined by coarse-graining of the density distribution p(r). The at-
tractive force term of g(ry, rz; [p]) was neglected. Taylor and Lipson [37] developed
a site-site BGY equation with a set of Kirkwood-type superposition approximations
to the site-site distribution functions for fluids of flexible polyatomic chains with the
hard-sphere and square-well potentials. Attard [38] derived a site—site BGY equation
with proper triplet superposition approximation for fluids of hard-sphere polymers with
soft bonds. Even for homogeneous fluids with short-range interactions, the superposition
approximations expressing the triplet distribution functions in terms of products of the
binary distributions are tedious and rather specific to the particular systems. As distinct,
it is much easier to approximate the direct correlation function because it has an addi-
tive asymptotics of the interaction potential. fatsevitch and Forstmann [39] developed a
description of a planar interface of immiscible Lennard—Jones atomic liquids by using
the LMBW equation (2) with the inhomogeneous direct correlation function constructed
as

1
cap(®1,2) = 5[ Can(IF = F2l; D) + can(lry = 1al: (x| 3)
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from the homogeneous direct correlation functions c,,(r; p) at the set of densities of
species equal to the coarse-grained local densities p = {g,}. The direct correlation
functions c,p(r; p) at the fluid density p varying through the instability region were
in turn calculated by linear interpolation between the homogeneous direct correlation
functions cP(r; p) in the coexisting bulk phases. The latter were obtained from the
reference HNC theory [14].

Of the BGY and LMBW approaches, the latter is most suitable for the description of
interfaces of electrolyte solutions with polar/non-polar polyatomic species in molecular
solvents exhibiting an associating structure, such as hydrogen bonding. An approximate
theory constructing the inhomogeneous two-particle correlations as discussed below con-
sists of two stages: determination of the chemical and mechanical equilibrium between
the coexisting fluid phases, and then calculation of the density distribution describing
the interfacial structure. Below we address these questions.

5.2. MOLECULAR THEORY OF FLUID PHASE EQUILIBRIA

A description of molecular fluids can employ the molecular Ornstein—Zernike inte-
gral equation for the six-dimensional correlation functions between molecular species.
The orientational dependence in the correlations can be treated by expanding the cor-
relation functions in a reasonably simple basis of the generalized spherical harmonics
[14,40], recapitulating essential features of the solutions. This method is computationally
very intensive even for relatively simple molecules, and becomes increasingly cumber-
some with molecular asphericity. It is extremely time-consuming for calculation of phase
diagrams requiring evaluation of a number of thermodynamic states. Moreover, it is not
easy to extend the molecular Ornstein—Zernike approach to flexible molecular models.
A cost-efficient description of complex polyatomic species can be achieved by partial
contraction of their configurational space, averaging out the orientational degrees of
freedom.

Chandler and Andersen introduced the site~site Omnstein—Zernike (SSOZ) inte-
gral equation for the radial correlation functions between pairs of interaction sites of
polyatomic species [14,27],

hZ’;,(r) = wf, * @ x wfy + @, * c§, * p"hff;, 4)
where hgf;, (r) and cZ’; (r) are respectively the total and direct correlation functions be-
tween interaction site & of solution species a and site y of species b, the intramolecular
matrix o, (r) determines the geometry of molecules of species a, p? is their number den-
sity and “+” means convolution in the direct space and summation over repeating indices.
For rigid particles with site separations I3, the intramolecular matrix comprises delta

functions: @, (r) = 80y 8(r) + (1 — 84y)8(r — lgy)/(4n(l§y)2). In reciprocal space, it is
written as

sin(k1g, )

5
TR &)

wgy(k) =

implying that I, = 0. Approximate closures to the SSOZ equation (4) are constructed
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analogously to atomic fluids [14]. Complemented with the Percus—Yevick type closure
relation, it has been known as the RISM theory. Schweizer and Curro [41] general-
ized the RISM theory to flexible polymer chains with the intramolecular distributions
wf, (k) in a smeared form peculiar to chains of freely tangent segments. Another gener-
alization to deformable molecules determines the intramolecular distribution functions
self-consistently within the DFT by including them into the appropriately constructed
functional of the free energy [42].

The RISM-HNC, or extended RISM theory [28], has an advantage of being able
to readily handle the description of ion-molecular solutions for realistic models of poly-
atomic species at liquid density, with proper account for such chemical specificities as
hydrogen bonding [43]. However, as association in fluid of charged species increas-
ingly strengthens in a vapour phase and near critical lines, the RISM-HNC equations
strongly overestimate clustering and become divergent [44]. This drawback is eliminated
in the KH closure approximation [29-31], which couples in a new way the HNC func-
tional form applied to the regions of density depletion ggf, (r) < 1, and the linearization

reducing to the MSA form applied to the regions of enrichment gg’;(r) > 1,

exp (Var(r))  for ¥ab(r) <0,

(6)
1+ 9@y for y5o(r) > 0,

g (r) =

with
Yab(r) = —Bul (r) + k2o (r) — cib (r),

where gi>(r) = k> (r) + 1, the sitesite distribution function. A modification to the
KH approximation (6) includes a non-linear, quadratic term in addition to the linearized
MSA form,

exp (1[’:3(’ ) for wg}’j (r) <0,
1+ 9250) + -;-(w;;’;(r))2 for Y (r) > 0.

The parameter t can be optimized for thermodynamic consistency between the virial and
compressibility routes to the free energy of the system. As discussed in Section 5.3.2,
the KHM closure (7) brings about an additional long-range term in the direct correlation
functions in the critical regime.

The RISM integral equations in the KH approximation lead to closed analytical
expressions for the free energy and its derivatives [29-31]. Likewise, the KHM approx-
imation (7) possesses an exact differential of the free energy. Note that the solvation
chemical potential for the MSA or PY closures is not available in a closed form and
depends on a path of the thermodynamic integration. With the analytical expressions
for the chemical potential and the pressure, the phase coexistence envelope of molecu-
lar fluid can be localized directly by solving the mechanical and chemical equilibrium
conditions,

Y

P(Pvapv T) = P(pliq’ T)! (Sa)
M(pvap» T) = M(pliq: T)’ (8b)
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FIGURE 5.1. Liquid/vapour coexistence curves of SPC water (solid line) and OPLS methanol (dashed line)
following from the RISM-KH theory. Molecular simulation results for water [45] and methanol [46] (open
circles and squares, respectively) and critical point extrapolations (filled symbols).

for the vapour and liquid phase densities pva, and piiq, Whether or not the solution exists
for all intermediate densities. Provided the isotherm is continuous across all the region
of liquid/vapour phase coexistence, Equations (8) are exactly equivalent to the Maxwell
construction on either pressure or chemical potential isotherm.

The KH closure approximation has been shown to be adequate for treatment of phase
transitions of associating molecular fluids [30,31]. Figure 5.1 shows the liquid/vapour
coexistence curves of water and methanol predicted by the RISM—KH theory against
the results of simulations [45,46]. A logarithmic scale is used to resolve gas phase
densities. The theory qualitatively reproduces the phase diagrams of SPC water and OPLS
methanol. Remarkable is a good fit for the vapour branch of the binodals. The critical
temperature of SPC water following from the RISM-KH description, T, = 600 K, is
close to 587 K obtained in the simulations. The methanol critical temperature T, = 503
K versus 500 K in the simulation and its vapour branch are again reproduced quite
well. The liquid branch of both water and methanol are shifted to smaller densities. As
discussed in Refs.[30,31], this disadvantage can be alleviated by further modifying the
KH closure like in the KHM approximation (7) and proceeding to the three-dimensional
(3D-RISM) description. The theory gives the critical density to be larger for methanol,
which is similar to the trend observed in the simulation results. Figure 5.2 draws a
comparison of the coexistence envelopes of water, methanol, hydrogen fluoride and
dimethylsulfoxide. The theory reproduces the relative positions of their critical points
as well as the difference in their density at ambient conditions in qualitative agreement
with the experimental data.

Much as for pure substances, the RISM-KH theory yields qualitatively good results
for mixtures, in particular, for such a complex system as aqueous solution of TBA, which
is an amphiphile substance. It reproduces in good agreement with experiment the struc-
tural changes from dilute TBA molecules encaged by the water tetrahedral hydrogen
bonding to micromicelles of TBA molecules formed with rising the TBA concentration
and finally to dilute water molecules incorporated into the zigzag alcohol hydrogen bond-
ing in the alcohol-rich regime [32]. The predictions of the RISM-KH theory are in very
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FIGURE 5.2. Liquid/vapour coexistence curves of hydrogen fluoride (solid line), methanol (short-dashed
line), water (long-dashed line) and dimethylsulfoxide (dash-dotted line) following from the RISM~KH theory.
Experimental data for their critical points (filled triangle, square, circle and rhomb, respectively), and at
ambient conditions (corresponding open symbols).

good agreement also with the experimental data for the compressibility of TBA—water
mixtures [33]. As is seen in Figure 5.3, the theory well reproduces the compressibility
anomalies with the temperature and molar fraction of the mixture, including the isos-
bestic point and the minimum at low TBA concentrations corresponding to formation of
micromicelles.

5.3. MICROSCOPIC DESCRIPTION OF LIQUID/LIQUID AND
LIQUID/VAPOUR INTERFACES

Using the BGY and LMBW integro-differential equations (1) and (2) for single-
particle density distributions p,(r;) require an input of the inhomogeneous two-particle
distribution function g, (r;, r2) or the direct correlation functions c,, (ry, r2). They
can be obtained by solving the inhomogeneous Ornstein—Zernike (I0Z) equation [15]
complemented with an appropriate closure. This inhomogeneous approach leads to the
description of a liquid interface without making any phenomenological assumptions on
the structure of the inhomogeneous two-particle pair correlations. However, its gener-
alization to fluids of charged polyatomic particles runs into significant difficulties of
dealing with multidimensional integral equations. Long-range tails of the distribution
functions corresponding to phase transitions and phase separations in such liquids require
large domains of discretization of the integral equations, whereas high peaks describing
specific association structures need fine grid resolution. As an affordable alternative, we
propose a site—site LMBW equation for the single-site density distributions, which is a
generalization of the LMBW equation (2) to polyatomic fluids [47]. It uses the inhomo-
geneous site-site direct correlation functions of molecular fluid non-linearly interpolated
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FIGURE 5.3. Isothermal compressibility of TBA-~water mixture as a function of TBA molar fraction at four
temperatures 7 = 283; 293; 303; 313 K, (a) in the whole concentration range, and (b) within the water-rich
region with the anomalous behaviour of xt shown in more detail. Predictions of the RISM-KH theory in
comparison with experimental data.

between the homogeneous ones. On the other hand, development of the inhomogeneous
scheme for the liquid/vapour interface is of crucial importance even for simple fluid of
Lennard—Jones particles, as it allows one to obtain physical features of the interface [48].
Below we develop a methodology of these two approaches to liquid interfaces.

5.3.1. Molecular Theory of Liquid Interfaces of Polyatomic Fluids

Consider an inhomogeneous fluid mixture of polyatomic species with the density
distributions p,(r) of interaction sites c in an external field with the site potential #*(r).
Minimization of the Helmholtz free energy with respect to variations ép, performed
analogously to Refs. [34,35] yields the relation

V1 pa(r)) = — pa(r)Vy Bu(®y) + pa(r) ) / dr; &y (11, 12; [P V2 py (r2),
Y

&)
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where the inhomogeneous site—site direct correlation function &,,(r(, rz) is defined
in terms of the functional inverse of the susceptibility or density—density correlation
function [25,26]
Xa_,,l(l‘l, 2) = o (T1)84y 8(r) — T2) — &uy (X1, T2). (10)
The susceptibility x,, can be subdivided into the intramolecular ideal gas part x‘fg} and
the intermolecular term,
Xay (X1, 12) = X1, 12) + pa (X)) 0y (F2)hay (T1, T2). (11)

In the limit of a uniform fluid, the intramolecular part of the susceptibility is translation-

ally invariant and is expressed through the intramolecular matrix simply as
Xap (1, 12)] = PaWay ([P — F2)). (12)

Defining the intramolecular site—site direct correlation function as

_ -1
O i, 12) = p7 ' ®1)8ay8(r1 — 1) — [xtr1, 1], 13)
the whole direct correlation function can be subdivided as

Cay(ry, 1) = c,‘,"y)(r., ) + coy (1, 12), (14)

uniform

where the latter term is identified as the intermolecular site—site direct correlation func-
tion. In the limit of uniform fluid, ¢, (r;, r;) satisfies the SSOZ integral equation (4)
introduced by Chandler and Andersen [27]. Inserting the approximation (12) for the
intramolecular susceptibility into the relations (13) and (14) yields the direct correlation
function in the form

Cay (X1, 12) = 8oy (X1, 12) ' (1)) — @0} (X1, 12) ' (1)) + Cay (X1, ). (15)
Substituting the relation (15) into Equation (9) leads on simple evaluation to the equation

V1 0a(1) = — po0)V 1 Bui (1) + Vi po(r1) — 05y (ri2) * V2 p, (1)
+ Pa(l1) Cay (X1, 12) % V3 py (12) . (16)

On cancellation of the term V' p,(r;) in the two sides and functional multiplication of
Equation (16) by the intramolecular matrix @, (r12), we obtain

V1 Pa(X1) = 0ay (ri2) * (— py (1) V2 Bus(r2) a7
+ p,(r2) ¢y (12, 13) % V3 p,,(13)),

where “*” means integration over repeating spatial variables and summation over re-
peating site indices. Notice that since the intramolecular matrix w,, (r,) precedes the
density p, (r;) in the right-hand side, the left-hand side of Equation (17) contains the
gradient of the density rather than of the density logarithm as in the original LMBW
equation (2). Therefore, Equation (17) admits solutions with non-physical regions of a
negative site density p,(r) < O at the gas side of the interface. In fact, this is caused by
the choice of the intramolecular susceptibility in the form (12) with the intramolecular
matrix wgy (r12) performing uniform averaging over the orientation of molecular species,
which is more appropriate for the case of a weakly inhomogeneous system. Indeed, when
the site density o, (r;) is vanishing to the gas phase and its derivative in the left-hand side
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of Equation (17) should vanish too, the convolution through w,,(r12) in a system with
strong alignment of molecules can keep the derivative non-zero, coupling it with other
sites y through improper orientations of molecules. A simple approximation afleviating
this shortcoming of Equation (17) can be constructed by changing the order of terms to
multiply with factor p,(r;) on the orientational averaging [convolving with w,, (r12)]
rather than prior to it. This immediately leads to

V1 Inpa(r1) = @y (r12) * (= V2 Bu (1) + ¢, (r2, 13) % V3 ppu(r3)). (18)

This is our new equation for the single-site density distributions which generalizes the
LMBW equation (2) to polyatomic fluids, below called a site—site LMBW (SS-LMBW)
equation [47]. As distinct from the site-site DFT approaches [20-24], the SS-LMBW
equation properly treats the short- and long-range correlations coupled in the site—site
direct correlation function ¢, , (12, r3). The SS-LMBW theory also differs from the RISM
approach to inhomogeneous polyatomic fluids derived within the density functional
formalism by Chandler et al. [25,26]. In Equations (3.7) and (3.13) of Ref. [26] for the site
density profiles o, (r), the orientational averaging with the intramolecular matrix @, (r12)
is applied to the Boltzmann exponent, with further superposition of the contributions to
the density profile from the different sites of the solvent molecule in a Kirkwood-type
approximation,

Pa(®1) = [ [y (r12) * exp(—BuSm) + 3 cBk(r23) * (0 0) — p2),
£ Y

where c‘}’,’}i(r) is the homogeneous site—site direct correlation function of bulk solvent,

and pf* is its density. As distinct, the SS-LMBW equation (18) is for the gradient V p, (r)
rather than for the site density profile p, (r), and involves the inhomogeneous two-particle

direct correlation function ¢, ,(r,, r3) rather than the bulk homogeneous one c$‘§(r23).

(Notice that in the approximation c(r;, r;) ~ c®®(r},), the LMBW equation (2) reduces
to the Ornstein—Zernike equation with the HNC closure.) Furthermore, the SS-LMBW
equation (18) applies the orientational averaging with the intramolecular matrix wy, (r12)
to an expression in the argument of the Boltzmann exponent, that is to a part of the site
potentials of mean force rather than to the site distributions.

To solve Equation (18), we construct the inhomogeneous site—site direct correlation
function ¢, (1, r2) by the following procedure [47]. In the spirit of the approximation (3)
for simple atomic fluid, we span it between the homogeneous site—site direct correlation
functions chix(r12; p©) of coexisting bulk phases i with site densities p¥. (Here vector p
denotes a set of densities {p, } for all sites «.) For an interface of two immiscible/partially

miscible liquids, phase 1 with density p" = {p{", p[{"} is rich in component I and poor
in component II, whereas phase 2 with density p® = {p{*”, pii"} is poor in component

I and rich in component II. The inhomogeneous site—site direct correlation function is
represented by an average of two homogeneous terms parametrically dependent on the
coarse-grained density profiles p(r;) and p(r;) at the two given positions,

1
Cay (11, 72) = 3 [y (123 PED) + Gy rias ) |- (19)

The effective homogeneous direct correlations ¢y, (r; p) are in turn interpolated over the
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site densities p between the homogeneous direct correlation functions c2X(r; p¥) of the
bulk liquid phases i = 1 and 2 in equilibrium at the densities p‘) and p®, as well as of
a gas phase i = O with all species at a vanishing density o,

Eay(r; p) = ):w,<p) c(r; ). (20)

Unlike the form (3) with linearly interpolated c,,(r; p) the interpolation procedure (20)
is inherently non-linear, which is suggested by the following considerations. The SS-
LMBW equation (18) can be rewritten in the form of a linear equation for the density
gradient p,(r) ~ V p,(r),

Agy(ry, 12) % p,(12) = Bo(r2), 21)
with the matrix coefficients

Aay(rh )= 6ozy(l'IZ) - wa/.c(rlﬁ) * Pu(l's) cu,y(r3, ry)
By(r2) = —way (r12) * p, (r2) V> Bul(r2)

containing the density distribution p,(r) and thus introducing non-linearity in the SS-
LMBW equation. (The same applies to the conventional LMBW equation (2) as well.)
As discussed below, in the case of the liquid interface in the external gravity field the
free term B, in Equation (21) is very small compared to the components of the ma-
trix Ay, . This leads to the condition that the determinant of this matrix should be as
small,

| 80y (X12) — @ap(r13) * pu(r3) €y (r3, 12) | € 1. (22)

Notice that it is intimately related to the condition determining the spinodal instability
of bulk liquid, I 8oy (X12) — Wau(r13) * Pblk t’"‘(r:;z) l = 0. Indeed, the latter specifies the
region of the density where the 1sotherma1 compressxblhty of the bulk liquid (or lig-
uid mixture) becomes negative, making the homogeneous phase with the intermediate
densities unstable and causing its separation into phases with gas and liquid densities
(or high and low ratio of mixture components). The relation (22) thus describes the
existence of an inhomogeneous density distribution of the fluid. If the approximation
to the inhomogeneous direct correlation function c,, (ri, r) linearly interpolates over
the local coarse-grained density p,(r) between the homogeneous functions chx (r; p),
the condition (22) is not accurately met and there may be no solution to the SS-LMBW
equation (18), which is non-linear in p,(r). Such a behaviour was, in fact, observed in
the case of the conventional LMBW equation for simple atomic fluid by Iatsevitch and
Forstmann [39]. Using linear interpolation between the bulk direct correlation functions,
they had to replace the coarse-grained density distribution as 0,(z) — p.(z + A), em-
pirically shifting it by A across the interface in order to obtain converging solutions to
the LMBW equation.

Since the approximation (19)—(20) to the inhomogeneous direct correlation function
Cay(F1, T2) spans it between the homogeneous ones of the bulk phases c2X(r; p), a
suitable way to ensure the existence of solutions to the SS-LMBW equatlon (18) is
to optimize the expansion coefficients @,(p). First we span the vector of site densities
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p between the densities p) of the bulk liquid phases i = 1,2 and a gas phase i = 0.
The weight coefﬁcien_ts should satisfy the constraint ), w; = 1. Projecting p onto the
density differences p© — p@ gives the weight factors

(0= p)- (0 - p)
(p(i) — p(o)) . (p(') — p(o))

or explicitly evaluating the scalar products,

wi(p) = Z(pa PP — o) / S (09 - p®)? fori=1,2.

wi(p) = fori=1,2, 23)

Then we obtain the weights @;(p) in the superposition (20) by “distorting” the linear
dependencies w;(p). We assume the non-linear functional form as

W = wi( fiwi(w; — 1" +1) fori=1,2 (24)

and get the last “distorted” weight (p) for the projection onto the gas phase density
vector p© from the constraint

2
=1 (25)

i=0

The form (24) is so constructed that the distortion @; — w; quadratically vanishes as
w; — 1 or w; — 0 in the bulk phases. The correction is maximal when the coarse-
grained density p(r) most deviates from the bulk densities of the coexisting phases p")
and p@ and enters the instability region on the phase diagram. For a given inhomo-
geneous direct correlation function ¢(ry, r;) appearing in the kernel of the SS-LMBW
equation, the latter can be considered as an eigenvalue problem for the density distri-
bution values at a distance from the interface, p(r — +00). The additional relations
determining the “distortion” factors f; for i = 1, 2 are obtained from the boundary con-
ditions of each site density profile tending to its bulk value in the liquid phase rich in the
corresponding component,

rich

pi(r) = pi asTr— —00, (26a)
pu(r) = P asr— +oo, (26b)

where phases i = 1 and 2 occupy respectively the left and right half-spaces r < 0 and
r > 0. Inthe process of solution, the SS-LMBW equation (18) for the site density profiles
0«(T) are being converged simultaneously with the relations (26). The limiting values of
the density profiles in the opposite phases poor in the corresponding components,

p(r) asrt— +00, 27N
pu{r) asr— —oo, (28)

are eigenvalues of Equation (18), functionally dependent on its kernel factor cq,, (ry, r2).
Their consistency with the bulk densities of the depleted components p{*"" and pf{™
depends on the precision of the approximation (19)—(20) and (23)—(26) to the inhomo-
geneous direct correlation function, as well as on the accuracy of the site—site direct
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correlation functions of bulk phases c2%(r; p©) yielded by the RISM equations (4) with
the KHM closure (7).

Because Equation (21) is written for the density derivative o, (r), the density distri-
bution p,(r) to be inserted into its matrix coefficients A,, and B, is determined up to
the integration constant

ﬁ=V“fﬂm®, (29)
v

which gives the average density of fluid contained in the volume V — oo of the integral
equation domain. To numerically integrate the density derivative p/ (r), it is convenient
to use the fast Fourier transform and the relation in the reciprocal space

1Kk po (k) = p,(K), (302)
pak = 0) = p'. (30b)

Rewriting the SS-LMBW equation (18) for the density distribution p,(r) requires ex-
pressing it through the derivative p, (r) and thus involves the integration constant (29)
anyway. Specifying its value between the bulk densities of the coexisting phases as

P2 =npd + (1 —npd with0 <7y <1 (€3)

determines the interface position subdividing the whole volume into the portions 7V and
(1 — n)V occupied respectively by phases 1 and 2.

The constraint (25) is important because all the homogeneous direct correlation
functions in the expansion (20) have the long-range asymptotics of the intermolecular
site—site interaction potential,

blk(rlz) - —ﬂuab (ri2) for ri; — o0,

which has to be exactly the same for the inhomogeneous direct correlation function as
well,

Cay(T1, 12) — —ﬂuﬁ’;’,(rlg) for ri; — o0.

For charged sites, it is the asymptotics of the site—site Coulomb interaction potential,
and the constraint (25) ensures the condition of local electroneutrality is obeyed.

Following the familiar recipe for a weighted local density of fluid in DFT [15], the
coarse-grained local density g,(r) of site « is determined by weighting the single-site
density distribution p,(r) within a sphere of radius r} ,

Pulr) = Y —Ir =) putr). (32)

3
— 0 (r
4 (r¥)3? @
In the common case of the site—site interaction potential comprising the Lennard—Jones
and Coulomb terms, it is reasonable to choose the weighting radius for site « as half its
Lennard—Jones size, ¥ = o}’ /2 . The convolution (32) is conveniently calculated in the
reciprocal space as

sin(kry) — kry cos(kry)

Pa(k) =3 Gy

Pa(k).
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The site—site direct correlation functions c,, (r; p'V) and c,, (r; p®) of coexisting
phases 1 and 2 with densities p" = {pf", p{™'} and p@ = {p]*™, pfih} are obtained
by solving the RISM integral equation (4) with the KHM closure (7). The RISM-KH
equations are also solved for c¢,, (r; p( ") of a gaseous mixture with both components I
and II at vanishing densities p©@ = {p{*, p&*}.

In the case of a liquid/vapour interface it is straightforward to reduce the above
procedure of approximating the inhomogeneous direct correlation functions cq, (r;, r2)
given by Equations (19)~(20) and (23)—(26) to the non-linear interpolation between two
phases, vapour and liquid.

For a planar interface the interpolation (19)—(20) of the inhomogeneous site—site
direct correlation function in terms of the homogeneous ones simplifies the SS-LMBW
equation (18) to the form

2

dIn py(z1) % dug(z2) 1
Tzl = Z[ dz; Cl)ozy(r12)( B 2 + 2 Z (33)

Zz i—

dp(z3)
dZ3

- j dz3 2% (p = 0, |22 — z31; p?) Wi(P(z3)) do (i’)])

o0

[wz(P(Zz)) f dza e (p = 0, 22— 231 p9)

involving the zeroth planar harmonics of the homogeneous direct correlation functions
in bulk fluid phase i,

oo
blk(p 0,z1,22; p%) =2 / 5 dscf;';‘(s, 21, 22; p).
0
All the three integrals in Equation (33) are simply convolutions of one-dimensional
functions and can be sequentially evaluated by using the fast Fourier transform
technique.

The external gravitational field u7*(z) = m, gz restricts the size of capillary waves
at the liquid interface and thus shapes its average density profile [49,50]. As the external
field vanishes, the capillary waves of large length slowly wash out the interface. (See
the discussion in Section 5.3.2.) The potential energy of typical organic molecules with
a mass of interaction sites m, < 100 atomic units in the gravitational field with the
acceleration g = 9.8 m- s~2 constitutes a very small value of order of 10~'3, compared
to the other terms in the SS-LMBW equation (33), and the interface width appears to be
on macroscopic scale. Solving the equation on a smaller finite domain introduces cut-off
of capillary waves at the domain size, much shorter than the interface width that would
result from the gravity field. Therefore, the gravity potential term duf,Xl /dz =m,g can
be neglected as its effect is shaded by the cut-off of capillary waves. Notice that such a
macroscopic width results purely from statistical averaging of the “local” microscopic
density profile bent by long capillary waves. Solving the equation on a smaller finite
domain is equivalent to considering a local portion at the surface of a long capillary
wave, neglecting its curvature and oscillations with respect to the average interface
position. The long capillary wave can be taken into account by adding the long-range
analytical asymptotics to the solution on the finite domain.
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To illustrate the SS-LMBW methodology, we calculated the structure of the planar
liquid/vapour as well as liquid/liquid interfaces of non-polar and polar molecular fluids:
hexane and methanol at ambient conditions. The site—site interaction potentials to appear
in the closure (7) were specified in the form comprising the Coulomb and 12-6 Lennard-
Jones terms,

= 1 [ (%2 - (2

with the standard Lorentz—Berthelot mixing rules for cross-terms, o,y = (0, + 0,)/2
and g4, = (£48y)"/%. The geometry I3, to appear in the intramolecular matrix (5) as well
as the site charges ¢, and Lennard—Jones sizes o, and energies g, of the hexane and
methanol molecules were taken from the OPLS force field [51]. The densities of liquid
n-hexane p'" = 0.655 g - cm~> and liquid methanol p" = 0.791 g - cm™> at temperature
T = 300 K were taken from literature [52]. For the n-hexane-methanol binary mixture
[53], the densities and methanol mole fractions of two phases coexisting at 7 = 300
K are p = 0.6528 g -cm™>, x{oy = 0.28 and p@ = 0.7217 g - cm™>, xjpop = 0.80.
The site—site direct correlation functions of the bulk phases in equilibrium were obtained
by solving the RISM—KHM equations (4) and (7) with the parameter r = 0.25 for vapour
and t = 0.5 for liquid phases.

The SS-LMBW equation (33) was discretized in the interval —409.6 < z < 409.6 A
on a linear grid with a resolution of 0.05 A. To position the interface at z = 0, the param-
eter in Equation (31) setting the average density of the coexisting phases was chosen as
n = 0.5. The SS-LMBW equation (33) with the boundary conditions (26) were converged
by using the modified direct inversion in the iterative subspace (MDIIS) method [54].

Figure 5.4 shows the results of the SS-LMBW/RISM-KHM theory for the site
density profiles of the liquid/vapour interface of ambient n-hexane. The density profiles
are very similar for all the interaction sites (from the end CHjs to inner CH; groups).
There is a tiny enhancement of the inner sites of the n-hexane molecule compared
to the end ones (lower part of Figure 5.4). This shows some tendency of preferential
orientation of n-hexane molecules at the liquid/vapour interface in normal to its plane.
The density perturbation quickly fades into the vapour phase at a distance of 20 A
but decays considerably slower into the liquid up to about 60 A. No oscillations in
the liquid/vapour site density profiles are observed for this fluid characterized with
a relatively weak attraction of the Lennard—Jones interaction potential. Iatsevitch and
Forstmann [39] obtained oscillating profiles of the liquid/vapour interface of Lennard-
Jones atomic fluid at the comparably lower temperature and hence higher density. This
might be an artifact of their procedure of weighting the local density with a spatial bias
they used in construction of the inhomogeneous direct correlation function c¢(r, r;)
to be inserted into the LMBW equation (2). For Lennard—Jones, non-associating fluid,
no oscillations are obtained even in the inhomogeneous OZ-KHM/LMBW approach,
which is a higher order theory accurately yielding the inhomogeneous two-particle direct
correlation function (see Section 3.2).

The structure of the liquid/vapour interface of ambient methanol obtained in the
SS-LMBW/RISM-KHM approach is depicted in Figure 5.5. Compared to the non-polar
n-hexane, the decay of the inhomogeneity away from the interface is noticeably quicker
for the polar methanol: 10 A to the gas and 30 A to the liquid phase. The coarse-grained
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FIGURE 5.4. Site density profiles of the planar liquid/vapour interface of n-hexane at ambient temperature,
following from the SS-LMBW/RISM-KHM theory. Outer 1,6-CH3, middle 2,5-CH; and inner 3,4-CH;
groups of the n-hexane molecule are represented by solid, dashed and dotted lines, respectively. The density
profiles are normalized to the side densities in the liquid phase, p(',’q. The lower part zooms in the interface
region.

density of methanol reaches the bulk liquid value already at a distance of 10 A from
the interface. However, considerable oscillations of the site density profiles indicative of
layering of methanol molecules spread quite deeply to the liquid phase, up to 30 A As
seen in the lower part of Figure 5.5, the methyl density profile oscillates almost in phase
with that of hydroxyl hydrogen and opposite in phase to that of oxygen. This alternating
layering can be attributed to hydrogen bonding into zigzag chains orientationally ordered
in normal to the interface. Methanol molecules at the interface turn with the oxygens by
about 45° towards the liquid bulk, somewhat distorting the chains. Possible orientations
and layering of methanol molecules corresponding to these oscillations of the site density
profiles are drawn in Figure 5.5. The three lines mark the positions of the methyl group,
oxygen and hydroxyl hydrogen sites of molecules layered in the first plane with the
density approaching the liquid phase value (the first maxima of the density profiles at
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FIGURE 5.5. Site density profiles of the planar liquid/vapour interface of methanol at ambient temperature,
following from the SS-LMBW/RISM-KHM theory. Methyl group, oxygen and hydroxyl hydrogen sites of

the methanol molecule are represented by solid, dashed and dotted lines, respectively. The density profiles
are normalized to the side densities in the liquid phase, p.!,’q. The lower part zooms in the interface structure.

respectively z = 2.8, z = 3.8 and z = 2.9 A in Figure 5.5). Termination of zigzag chains
by a plane perpendicular to their direction forms a corrugated surface of the liquid with a
part of molecules protruding to the vapour phase. Along with capillary waves this shapes
the microscopic structure of the methanol liquid/vapour interface. Methanol molecules
at the surface of the liquid are oriented with their methyl groups towards the vapour
phase. This leads to the first peak of the methyl density profile at zye = 1 A, followed by
the first peaks of hydroxyl oxygen and hydrogen at z = 1.2 and z = 2 A in Figure 5.5.
Besides, the first pre-peak of the methyl density profile at z = —1.5 A at the slope of the
density profiles descending into the vapour phase coincides with a hollow at the slope of
the oxygen density profile. Similar small oscillations of microscopic length are present
in the simulation data for the density profile of the methanol liquid/vapour interface [55].
(However, it is difficult to draw definite conclusions from that data because it could be
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FIGURE 5.6. Molecular orientations and ordering at the methanol liquid/vapour interface, illustrating the
site density profiles in Figure 5.5. The solid, dashed and dotted lines show the positions of methy! groups,
oxygens and hydroxyl hydrogens, respectively, corresponding to the maxima of the density profiles in the
liquid phase.

statistical noise of the simulation.) Besides, the orientations of methanol molecules at
the liquid surface, derived above from the site density profiles in Figure 5.5, agree with
those observed in the simulation [55].

Figure 5.7 exhibits the prediction of the SS-LMBW/RISM—KHM theory for the site
density profiles of the liquid/liquid interface in the binary system with partially miscible
n-hexane and methanol at ambient conditions. The bulk limiting values of the n-hexane
density pf% in the phase rich in n-hexane (z — —00) and of the methanol density pficf -
in the phase rich in methanol (z — +00) are enforced by the boundary conditions (26).
As discussed above, the bulk limits of the density profiles on the depletion side yielded by
the SS-LMBW equation (18) using the approximate inhomogeneous direct correlation
function (19) can differ from the values appearing in the RESM-KHM equations (4) and
(7) for bulk phases. The latter are laid off with bold marks in Figure 5.7. The consistency
for the bulk density pF. of n-hexane in the phase rich in methanol is very good. The
bulk density pyp,oy Of methanol in the phase rich in n-hexane is appropriately small,
although overestimated by a factor of 1.8. This discrepancy can be treated by optimizing
the parameter 7 in the KHM closure (7) for the thermodynamic consistency between
the virial and compressibility routes to the free energy of the bulk phases, as well as
by improving the functional form (24) used in the approximation procedure for the
inhomogeneous direct correlation function (19).

Oscillations of the site density profiles develop at both sides of the liquid/liquid
interface to a depth of 50 A, showing significant layering at the interface. The n-hexane
and methanol density profiles oscillate in opposite phase to each other. Their period of
about 20 A is three to four times longer than the size of the methanol and n-hexane
molecules. This renders the oscillations as a collective, “hydrostatic” effect of a varying
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FIGURE 5.7. Site density profiles of the planar liquid/liquid interface of n-hexane and methanol at ambient
conditions, following from the SS-LMBW/RISM-KHM theory. Outer 1,6-CH3, middle 2,5-CH; and inner
3,4-CH, groups of n-hexane (solid, dashed and dotted lines with triangles, respectively). Methyl group,
oxygen and hydroxyl hydrogen sites of methanol are represented by solid, dashed and dotted lines with
crosses, respectively. The density profiles of hexane and methanol are normalized to the site densities in
the corresponding pure liquids, 049, The bold segments at the left and right edges of the plot mark the bulk
densities of depleted components pfj.og; and pfr that appear in the RISM-KHM equations (4) and (7) for
the correlations of bulk phases. The lower part zooms in the interface region.

local coarse-grained density related to capillary waves rather than the short-range solva-
tion structure of the molecular species in the system. The n-hexane site density profiles
oscillate in phase, but with the amplitude somewhat smaller for the inner 3,4-CH, and
middle 2,5-CH; groups compared to the outer 1,6-CHj ones. This can be interpreted as
noticeable orientational ordering of n-hexane molecules in perpendicular to the interface.
Indeed, for such molecules the density profiles of the two end groups 1-CHj; and 6-CHj;
are of the same amplitude as those of 3,4-CH, but shifted to the right and left by the
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corresponding intramolecular distances. Superposition of these two shifted oscillations
yields the density profile of 1,6-CHj3 with oscillations in phase but of a smaller amplitude
than that of 3,4-CH,. As distinct from the methanol liquid/vapour interface (Figure 5.5),
the methyl group, oxygen and hydroxyl hydrogen density profiles of methanol in Fig-
ure 5.6 oscillate in phase. They practically coincide on the methanol-rich side of the
interface, which is indicative of no preferential orientation of methanol molecules and
no zigzag hydrogen bonding chains. At the n-hexane-rich side of the interface, the os-
cillations of the methyl density profile are somewhat smaller in amplitude than those of
oxygen. In two strands of a hydrogen-bonded zigzag chain, methyl groups of methanol
molecules are directed outwards the chain. Similarly to the considerations for n-hexane,
the amplitude of the methyl density profile oscillations smaller than that of oxygen can
be interpreted as orientational ordering of methanol zigzag chains in parallel to the in-
terface, with the methyl groups directed towards and outwards the interface. It persists
within a 25 A layer in the n-hexane-rich phase.

5.3.2. Inhomogeneous Integral Equation Theory of a Liquid/Vapour Interface

Consider fluid of particles interacting through the Lennard—Jones potential ¢(r) =
4¢[(o/r)'? — (o/r)®] with the size and energy parameters o and ¢. It is convenient to use
cylindrical coordinates and position the interface in the plane z = 0. The IOZ equation
has the form [15]

h(s,z1,22) = c(s,21,22) + /dsl dzz c(ls — §'l, 21, 23) p(z3) h(8', 23, 22), (34

where the inhomogeneous total and direct correlation functions for a pair of particles,
h(s, z1, z2) and c(s, 21, 22), respectively, depend on the distances z; and z; of the particles
to the interface as well as the separation s between their projections onto the interface.
The integration over the projected position s of the “third” particle in Equation (34) can
be evaluated by applying the Hankel transform of a function f(s),

Fp) =2m ]0 sds Jo(ps) £(s),

where Jo(ps) is the zeroth-order Bessel function of the first kind. In the reciprocal
p-space, Equation (34) transforms to

h(p, 21, 22) = e(p, 21, 22) + [ dzs c(p, 21, 23) e h(p, 23, 22) - 35)

It is important to complement the integral equation (34) with an appropriate closure
relation for the inhomogeneous two-particle correlations A(s, z1, z2) and c(s, z, z2). We
extended the KH approximation (6) to the inhomogeneous case,

exp (¥(s,z1,22)) for ¥(s, z1,22) <0,
14+ 9Y(s,z1,22)  for ¥(s, z1,22) > 0,

g(S, 21,22) = (36)
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where
¥(s, z1, 22) = —Bulriz) + h(s, 21, 22) — ¢(s, 21, 22),

and g(s, z1, 22) = h(s, 21, z2) + 1 is the inhomogeneous pair distribution function. For
comparison, we also used the inhomogeneous generalization of the modified Verlet
(VM) closure. Application of the inhomogeneous HNC closure approximation to the
IOZ integral equation (34) results in divergency of the equations.

As an additional relation between the one-particle density profile p(z) and the
inhomogeneous two-particle correlations completing the IOZ equation (35) with the
closure (36), we use the LMBW equation (2). For the planar interface geometry, it takes
the form

dp(Zl) duexi(z1)

dz; - dz;

dP(Zz)

(37

+ (zl)f dzze(p =0, 21, 22)

where
[o¢]

c(p =0,zl,zz)=27rf sdsc(s, 21, 22) .
0

It is much less sensitive to boundary effects and thus more convenient from the numerical
point of view than the BGY equation (1) for the density profile p(z). The asymptotics of
the density profile of the interface with width W has the form [49]

p(z) ~ erf(z/ W).

It decays outwards the interface to the vapour and liquid bulk much slower than its
derivative

p'(2) ~ exp(—22/ W?).

Therefore, the numerical integration in the LMBW equation can be performed on a much
smaller z-domain compared to the BGY equation. This significantly reduces computa-
tional load for the equations having two z-dimensions. Moreover, the LMBW equation
does not involve the assumption of a pairwise interaction potential inherent in the BGY
equation [14], which constitutes a benefit for further extensions to systems with non-
additive potentials.

Solution of the three coupled integro-differential equations (35)—(36) for the func-
tions A(s, z1, 22), c(s, 21, z2) and p(z) at a given temperature T yields directly the co-
existing vapour and liquid phases. Specifying the averaged density of the system po
in the interval between those of the vapour and liquid phases pyop < po < piiq deter-
mines the interface position along z-axis. Above the critical temperature 7, one obtains
a uniform density profile p(z) = py. The equations are discretized on the uniform fi-
nite grids of M points in the intervals 0 < s < spax and 0 < p < ppax, and N points in
—Zmax < Z < Zmax- The IOZ equation (35) turns into the set of linear equations

H(p) = C(p) + C(p) RH(p) (38)

at each of M values of the reciprocal planar vector p, with the matrices H and C of size
N x N representing the two-particle correlation functions and the diagonal matrix R cor-
responding to the term p(z) 8(z; — z2). The iterated vector C(s) is Hankel-transformed
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to the reciprocal space, and the solution of the IOZ equation for H(p) is obtained as
H(p) = [1- C(p)RT" C(p). (39)

It is then Hankel-transformed backwards to the direct space by

H(s) = 2n)~! /0 pdp H(p)Jo(ps),

and inserted into the KH closure (36) to calculate the residual of the IOZ-KH equations
as

R(s) = G(s) — H(s) — 1,

where the matrix G(s) replaces the inhomogeneous two-particle distribution function
g(s, 21, z2) in Equation (36). Both forward and backward Hankel transforms are evaluated
by using the trapezoidal quadrature. The LMBW equation (2) for the density profile
derivative p’(z) turns into the matrix form

[1-CoR]lp =-U_,R (40)
non-linear due to the density profile matrix R appearing in the kernel, where the matrix
C, represents the function co(z1, z2) and the diagonal matrix U, corresponds to 8(z; —
Z2)ducy/dz;. The density profile is obtained by numerical integration of its derivative,

p(2) = p(0) + /0 dz, p'(z1), @1)

using the trapezoidal rule.

A special case is a system with the gravitational field uex(z) = mgz. Weeks [49]
showed within the capillary wave theory that the width of the planar liquid/vapour
interface described by the density profile p(z) logarithmically diverges as the external
field vanishes with mg — 0. This constitutes no contradiction with the idea of an intrinsic
interface width that applies to a small region of the interface having size of the bulk
correlation length. The average density profile is widened by the capillary waves, and
is slowly washed out when the external field damping the waves vanishes. In fact, the
external field is the only factor that holds the liquid/vapour interface in place [49]. As
distinct, the separation of spatial scales of an intrinsic profile and capillary waves can
be clearly made in the case of an interface of two immiscible liquids [50]. The capillary
wave theory predicts the asymptotics of the inhomogeneous two-particle total correlation
function as [49,50]

p(z1)p(z2)

, 42
€2+ Ap? “2)

hew(p,21,22) =

where €2 = Bmgp(0)/0'(0) and A = By for the interface tension y. In the direct space,
it is expressed as

hew(s, 21, 22) = (21) ™' p(z1)p(z2)Ko(€Ss)
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with the Bessel function of the second kind K, and has the long-range asymptotics

exp(—es)
Jes

Notice that this capillary wave term alone cannot represent the whole correlation because
it logarithmically diverges as Ko(es) ~ — log(es) for s — 0. The singularity 1/p? can
also be derived from the condition of existence of an inhomogeneous solution to the
LMBW equation (2). Indeed, the matrix equation (40) has non-trivial solutions p’ # 0
at u,, — 0 if and only if

hew(s, 21, 22) ~ for s — 0. (43)

det[1 - CoR] — 0.

Accordingly, the solution (38) to the IOZ equation (35) acquires a singularity at p — 0.
That is,

o0
h(p=0,z1,22) =27r/ sds h(s, z1,22) > ©©
0

for particles located at some z; and z; near the interface, which means that the in-
homogeneous two-particle total correlation function A(s, z;, z2) has to fade along the
interface slower than O(s~2). A particular form of the singularity is determined by the
closure approximation used. In the enhancement tail 2 > 0, the KH approximation (36)
enforces the asymptotics of the inhomogeneous two-particle direct correlation function
to be just the interaction potential between the particles, ¢(s, z1, z2) ~ —Bu(ry2). For the
12-6 Lennard—Jones potential, the Hankel transform of the direct correlation function
has the analytic form

C(p) = Co + C2p* + Cap* + - - (44)
Truncation of this expansion at the second term,
Cew(p) = Co + C2p%, (45)

leads to the total correlation function with the capillary wave asymptotics

H(p) ~ forp — 0

1
62 + A p2
transforming in the direct space into the expression (43).

For the gravity acceleration g = 9.8 m-s~2 and typical molecular masses m of
ambient organic liquids, the external potential term Bul, (z;) = Bmg is of the order of
10713 compared to the other parts of the LMBW equation (2). It becomes important
only at extremely small values of wavevector p — 0, when the other terms vanish.
This determines the maximal length of capillary waves and hence the width of the
liquid/vapour interface shaped by the gravity field to be of microscopic order up to
millimetres [49]. We restrict the domain of the numerical solution sp,.x to the microscopic
scale, which cuts off long capillary waves and thus acts as an artificial external field
damping them. Accordingly, the range of wavevector p is limited by a minimal value
Pmin = 27 /Smax, and therefore the gravity term Smg is negligible compared to the cut-off
effect and can be omitted. In this approximation, the interface is seen as a local portion
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FIGURE 5.8. Liquid/vapour coexistence curve of the Lennard-Jones fluid predicted by the IOZ/LMBW
theory in the KHM, KH and VM approximation (solid, short-dash and long-dash lines, respectively). Monte
Carlo (MC) simulations are shown by the open circles.

on the surface of a long capillary wave, neglecting its curvature. The long capillary
waves beyond the cut-off can be taken into account by adding the long-range analytical
asymptotics for s — oo (or p — 0) to the solution on the finite s-domain.

The integro-differential equations (35)—(36) for C(s) and p’ have been discretized
on the linear grid of N, , = 100 and N, = 250 points in the intervals 0 < s < 50,
0 < g < 150 and —12.5¢ < z < 12.50. Further increase of the grid resolution has little
effect. The resulting set of non-linear equations has been converged by using the MDIIS
method [54] to a root mean square accuracy of 107 in 100-200 MDIIS steps. To further
accelerate calculations, the solutions converged at a current temperature are used as an
initial guess for the subsequent point with the temperature changed in 5% decrements.

The LMBW equation satisfies the variational principle for the free energy [34,35],
and hence implicitly provides the chemical and mechanical balance between the liquid
and vapour phases. The precision of the phase diagram is determined by the accuracy of
the inhomogeneous two-particle direct correlation function related in turn to the quality
of a closure to the IOZ equation. Figure 5.8 shows the the liquid/vapour coexistence
curve obtained from the [OZ-LMBW equations complemented with the VM closure,
KH closure and its modification (KHM approximation) against the Monte Carlo (MC)
simulation data [46]. The KH approximation yields the coexistence curve in qualitative
agreement with simulations, considerably better than the VM one. Still it underestimates
the critical temperature (7. =~ 1.3) by 18%. The agreement for the critical point can be
improved by adding a quadratic term to the linearized form, much as in the KHM closure

(N,

exp (¥ (s, 21, 22)) for ¥(s, z1,22) < 0,

T, (46)
1+ y(s,z1,22) + 5111 (s,z1,22) for (s, z1,22) > 0.

8(5, 21, 22) =
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The improvement of the inhomogeneous KHM approximation (46) over (36) is at the
same level as that of the generalized MSA closure (GMSA). The latter introduces a
deviation from the MSA asymptotic behaviour of the direct correlation functions, which
is parameterized in terms of Yukawa functions and optimized for thermodynamic self-
consistency of the calculated free energy [14]. Good agreement for the upper portion of
the coexistence curve as well as for the critical point has been reached at the parameter
value T = 0.55 in the KHM closure (46). The agreement can be achieved for the whole
coexistence curve by optimizing the parameter T at each temperature for the thermody-
namic consistency between the compressibility and virial routes to the chemical potential.

With the quadratic non-linearity introduced in the KHM approximation (46), the
direct correlation function acquires the long-range asymptotics

T
(s, 21, 22) > —Pulrp) + Ehz(s, 21, 22)
exp(—2es)
[}

for s — o0. @7

Its Hankel transform has no singularity at p — 0, and so the expansion of the DCF at
p = 0 keeps the analytic form (44). Accordingly, the total correlation function keeps the
asymptotics (43). However, the matrices of the expansion coefficients Cy, C;, Cy, ...
in (44) have other, modified values. Through Equation (40) this, in general, changes
the profile p’ and hence results in a modified inverse decay length ¢ appearing in the
asymptotics (42), (43) and (46).

Figure 5.9 depicts the scaled density profiles p*(z) = p(z)o” predicted by the IOZ—-
KHM/LMBW theory [48]. By choosing the average system density py, all the curves have

0.8
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FIGURE 5.9. Reduced density profiles of the planar liquid/vapour interface of the Lennard-Jones
fluid, obtained from the IOZ-KH/LMBW theory at reduced temperature T* = kpT/c = 0.725, 0.825,
0.925, 1.000, 1.050, 1.075. Bolder lines correspond to lower temperatures.
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FIGURE 5.10. Sections of the inhomogeneous two-particle distribution function g(s, z1, z2) of the Lennard-
Jones fluid along the liquid/vapour interface for reduced temperature T7* = 1.15 at the distance z = z; =

z2 = —100; 0; +100 from the interface, respectively in the vapour phase (thin solid line) at the interface
(bold solid line) and in the liquid phase (dashed line). Predictions of the IOZ-KHM/LMBW theory.

been deliberately set to pass through the same point p*(z) = 0.3 at z = 0. The interface
becomes wider as the temperature approaches the critical value. All the density profiles
have a monotonous shape. No oscillations were identified in the behaviour of p(z) even
at low temperatures. This is in contrast with the visible oscillations with a period of
about o obtained from the LMBW equation in the simplified approach constructing the
inhomogeneous direct correlation function for LMBW input by interpolation between
the homogeneous ones [39]. The latter yields the density profile oscillating in the liquid
at the interface with a period of about o, which can be an artifact of the construction.
It is reasonable that for simple Lennard—Jones fluid not forming associative structures,
oscillations shorter than the interface width would be smeared out by the capillary waves.
Notice that this should not be confused with the oscillations of the inhomogeneous two-
particle density distribution either across or along the interface.

Figure 5.10 presents sections of the inhomogeneous two-particle distribution
function g(s, z1, z2) along the interface plane, at z; = z» = z, predicted by the I0Z-
KH/LMBW theory. In the bulk of the vapour (z - —o0) and liquid (z — o0) phases,
the two-particle distribution goes into the pair distributions of the bulk phase that behave
in the usual way. The pair distributions quickly vanish with distance, g — 1fors — o0,
with several oscillations in the liquid phase. However, at the interface (z ~ 0) the pattern
is qualitatively different: the distribution function g(s, z1, z2) acquires a long-range tail
with the asymptotics in the form (43). Figure 5.11 shows sections of the inhomogeneous
two-particle direct correlation function (s, zy, z2) along the interface and its Hankel
transform c(p, z1, z2). In the KHM approximation (46), c(s, z1, z2) acquires the long-
range tail (47) which is clearly seen on the inset in Figure 5.11a. The direct correlation
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FIGURE 5.11. Sections of the inhomogeneous two-particle direct correlation function c(s, z;, z2) of the
Lennard-Jones fluid along the liquid/vapour interface (part a), and its Hankel transform ¢(p, z,, z2) (part b).
Line nomenclature is the same as in Figure 5.10. Results of the IOZ-KHM/LMBW theory. The inset in part
a zooms in the long-range tail of ¢(s, 2|, z2) with the asymptotics (47).

function c(p, z1, z2) in the reciprocal p-space is analytic at p = 0. As is obvious from
Figure 5.11b, a significant contribution to its expansion comes from the terms C4 p* and
higher, beyond the capillary-wave quadratic form (45).

An important consequence of the above-discussed asymptotics is that from the
physical point of view the liquid/vapour interface behaves very similarly to two-
dimensional critical fluid. The long-range tail of the inhomogeneous two-particle dis-
tributions g(s, z1, z2) along the interface is indicative of large density fluctuations. The
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origin of these two-dimensional fluctuations is the same as in bulk critical fluid: the
compressibility diverges as the values of the local density at the interface fall into the
instability region on the phase diagram. The external field constrains the fluctuations in a
two-dimensional interfacial layer where they appear as capillary waves. The existence of
the capillary-wave singularity in the inhomogeneous two-particle distribution function
is inherent in the LMBW and IOZ equations, whereas both the asymptotic behaviour and
the short-range structure of the inhomogeneous two-particle direct correlation function
are determined by a closure to the IOZ equation.
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Electrochemical Processes at
Aqueous/Organic Solution or
Aqueous/Membrane Interfaces

Sorin Kihara
Kyoto Institute of Technology, Sakyo, Kyoto 606-8585, Japan

6.1. INTRODUCTION

When an ion transfers at the interface between water, W, and an organic solution, O,
a current flows across the interface, and the potential difference at the interface varies
depending on the amount of the ion transferred, since the ion carries a charge similarly
to an electron. Therefore, the ion transfer reaction can be regarded as an electrochemical
process. Another electrochemical process at the W/O interface is the electron transfer,
which proceeds when a reductant or an oxidant in W comes into contact with an oxi-
dant or a reductant, respectively, in O at the interface, resulting in an interfacial redox
reaction.

The understanding of the electrochemical processes at the W/O interface has been
improved drastically during the last 25 years, since the method and concept of voltam-
metry were expanded to the field of the W/O interface. The new voltammetry is called
as voltammetry for charge transfer at an interface between two immiscible electrolyte
solutions and abbreviated as VCTIES. The VCTIES has the unmatched advantage that
the number of charges (ion or electron) transferred and the transfer energy can be mea-
sured simultaneously as the function of current and Galvani potential difference at the
W/O interface (voltammogram). The VCTIES has been probed also very useful for the
elucidation of membrane transport processes of ions or electrons when O was regarded
as the membrane.

Typical subjects investigated with the aid of VCTIES are the quantitative determina-
tion of various ions, the relation between transfer energy of an ion and characteristics of

127



128 CHAPTER 6

the ion in solutions, the facilitation of the ion transfer by complexing agents or surfactants,
the mechanism of the electron transfer, the kinetics of the ion or el;ctron transfer, the
process of solvent extraction, the constitution of a membrane potential including ion-
selective electrode potential, the oscillation mechanism of the membrane potential or
membrane current, the coupling of ion transfer with electron transfer at a W/O interface,
processes of respiration mimetic reactions accompanied by the energy transformation,
new types of membrane transports, etc. References [1-6] are examples of recent reviews
or books relating to VCTIES and its application.

In this chapter, typical electrochemical processes at the W/O interface and mem-
brane transport phenomena elucidated mainly by the group of the author based on the
concept and methodologies concerning VCTIES are introduced.

6.2. VOLTAMMOGRAM FOR ION TRANSFER AT THE W/O INTERFACE

The transfer free energy of an ion i*, AGy ;, from W to O is the difference between
the chemical potential of i* in W, w; w, and that in O, u; o.

AGy; = Wio — Hiw ¢))

When i* forms an ion-pair i*j*~ with a counter ion j*~ or a complex (iY,)* with
p of neutral ligands Y in O, u; o can be expressed as Equation (4) or (5), respectively,
under the condition that the formation constant of i%j*~, K j;, or the stability constant
of (iY )%, K. (ivp), is much larger than unity.

Kipij
i+ =i @
Kt iivp)
i+ pY = (Y, ®3)
tio = uio’ + RT Ina; o + RT In Kip jia50 “@
pio = pio’ + RT Inaio + RT In Ky gy pev.o” &)

Here, 10 is the standard chemical potential of i%, a; or a; the activity of i* or j*~, ¢cy,0
concentration of Y, R the gas constant and T temperature. The subscript O or W means
the phase where the species exists.

If the ion-pair and complex formations are negligible in W, u; w is as Equation (6).
In this connection, the ion-pair formation in a solvent of large relative dielectric constant
such as W is usually not very serious.

wiw = piw’ + RT Ina;w 6)

When W and O are made to come in contact, the Galvani potential difference,
Ag%,;, evolves. Here, Ag%‘i measured as the potential of W versus O can be related
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to AGy,; through the following equation.
AGtr,i
zF

The A‘(’)"qbt,,i in the presence of an ion-pair or a complex formation is expressed as
Equation (8) or (9), respectively, taking into account Equations (1)—(7).

)

w
O ¢tr,i =

a RT
Ao¢m—Ao¢m+—F—1 a";o;““ In Kip,ij.0 ®)
ai,0
AY i = AY ¢m+—1 ;I‘_‘I“_anst(lYp)CYO )
i, W

where AJ @0, is the standard Galvani potential difference.

The ion transfer at the W/O interface can be observed as a voltammogram, when the
potential difference E applied between W and O is scanned and the current [ due to the
ion transfer at the W/O interface is measured as the function of E. The voltammogram
has been recorded at the stationary W/O interface, micro W/O interface or dropping
electrolyte solution (W or O) interface. The voltammogram recorded at the dropping
electrolyte solution interface is called as a polarogram. The feature of the ion transfer at
the W/O interface will be discussed by referring mainly to polarograms in the following,
since polarograms are much simpler to analyse than voltammograms at the stationary
and micro W/O interfaces.

Figure 6.1 shows polarograms for the transfer of a cation at the W/O interface
schematically. The E is defined as the potential of W versus that of O. Hence, the
transfer of a cation from W to O or an anion from O to W gives a positive current
wave, and that of a cation from O to W or an anion from W to O gives a negative
current wave. The positive or negative current wave attains a plateau called the posi-
tive or negative limiting current, I, or Iy, when E is sufficiently positive or negative,

Ead
Facilitation of AT wo
ion transfer

A

w» (MLY"o

&izﬁ» w0
4

Ep

FIGURE 6.1. Schematic depiction of voltammograms. i**: objective cation; A**: cation of supporting elec-
trolyte (SE) in W; B%*: cation of SE in O; X*~: anion of SE in W; Y?~: anion of SE in O; M?*: metal ion in
W; L: ionophore in O.
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respectively. The E where I is a half of I, or [, is defined as the half-wave potential,
E 1/2-

The polarogram for a reversible ion transfer in the absence of both the ion-pair and
complex formations can be expressed as

RT p— 1
E=E —1
12+ F n I y (10)
Ein=E° —l —_— 11
172 T D,O an

where E° is the standard potential for the transfer of i? and D; s the diffusion coefficient
of i* in S phase. The I, and J;, are given as Equations (12) and (13), respectively, when
polarograms are recorded by dropping W into O.

Ly = KzFD; w'?m*t"/%q; (12)
In = KzFD; o' ?m*Pt"/%a; o (13)

where K is the Ilkovi¢ constant, m the flow rate of W, ¢ the drop time of W and g; the
activity of i*.

The E° depends on the potential of the reference electrode in O, and can be con-
nected to A8 ¢ ; as Equation (14).

E® = A§¢2, + const. (14)

where const. includes the potential of the reference electrode in O and the junction
potential.

Taking into account Equations (7), (11) and (14), it is clear that E, ; in the positive
or negative current wave is more negative or more positive, respectively, when the ion
transfer occurs more easily.

The polarogram in the presence of the ion-pair formation as Equation (2) or the
complex formation as Equation (3) is expressed by substituting E, of Equation (15) or
(16) instead of Equation (11) to Equation (10).

RT RT
E1/2=E0+2—Fl D“Z+ —7 InKipiaio0 (15)
1
RT RT
Eip=E"+ ﬁl D; S Yo+ 7F In Ky Gypcy,o” 16

The Eij; and AGy; calculated from E, , for various ions are summarized in Ref-
erences [7] and [8]. Fundamental factors useful for the measurement of VCTIES such
as solvents available as O, supporting electrolytes in W or O, buffer solutions in W,
reference and counter electrodes were described in Reference [7].
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6.3. VOLTAMMOGRAM FOR ELECTRON TRANSFER
AT THE W/O INTERFACE

Not only the charge carried by an ion but also that carried by an electron proceeds at
the W/Q interface. The electron transfer results from the redox reaction occurring at the
interface when an oxidant, O1(W), or a reductant, R1(W), in W is brought into contact
with a reductant, R2(0), or an oxidant, O2(0) in O.

n01(W) + nR2(0) = n,R1(W) + n;02(0) an

where n; and n, are related to the redox couples in the individual phases,
O1(W)+nie™ == RIW)  (EQyr() (18)
02(0) +me~ = R2(0)  (Edyr2) (19)

Eg /Ris the standard potential for reactions (18) and (19).

The electron transfer can also be observed as a voltammogram or a polarogram,
recording I, which corresponds to the amount of electrons transferred as the function of
E. Since voltammetry for the electron transfer will be discussed also in Chapter 8, only
the outline of the equation for the polarogram will be introduced in this chapter.

The equation to express the polarogram for the reversible electron transfer was
proposed by Samec [9], which can be rearranged [10] as

RT  (hgi — D)”(lio2 — I

E=A+ In 20
mnoF o (hot ~ Iy2(hgy — D™ 0

a=£+ 2 1 Do, Di,
n1n2F D;zl Dg‘z

@n

where E° is the standard potential for the reaction of Equation (17) and D; the diffusion
coefficient of a species i. [y is given as Equation {22) similarly to Equations (12) and
(13) by using K, m, t and a;.

L = KnFD;,wl/Zmz/"t‘/éai‘w (22)

where n is the number of electrons involved in the redox reaction of i.
The E,;; is given as Equation (23) by substituting (Zip + Iin}/2 for I in Equation
(20).

RT L Iy — Ly — )" Qho2 — Iy — i)™

Ep=A+ n
/ mnoF - QRlor — Iy — Iny?(lz — Ip — In)™

(23)

where I, and I, are the positive and negative limiting currents. Here, i, corresponds
to the smaller one between Iio; and Ijrs, and I, to the smaller one between Iig; and
Iioz. As an example, E;/; under the condition that only R1 and O2 are present in bulks
of W and O, respectively, /ir1is smaller than/io; and ny = n, = 1 can be simplified as
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Equation (24) from Equation (23) by substituting lio; = Iirz = 0, I = 0and I}, = Ir).

RT 2L — [
Ep=A+—n=2 "R 24)
F I
The E° involved in A in Equation (21) was confirmed to be the difference between

Eg2/R2 in O and Egl/min W [9,10].

E'= EgZ/RZ - Egl/Rl (25)

6.4. ION TRANSFER COUPLED WITH ELECTRON TRANSFER
AT THE W/O INTERFACE

When an ion transfer and an electron transfer occur simultaneously at the W/O
interface, these two processes may be accelerated or restrained by one another. The
coupling of the transfer reactions is considered to be very interesting from the viewpoints
of the energy transformation at biological membranes, the active transport, selective
transport of ions or electrons, etc.

Since both the ion and electron transfer reactions are electrochemical reactions
which can be interpreted in terms of the current/Galvani potential difference relation as
described in previous sections, VCTIES is expected to be very powerful for the quanti-
tative understanding of the coupling.

6.4.1. Estimation of the Coupling Between the Ion and Electron Transfers
on the Basis of VCTIES [11]

Polarograms illustrated schematically in Figure 6.2 were recorded for the sub-
sequent discussion on the interrelation between the ion and electron transfer reactions.

FIGURE 6.2. Polarograms for transfer of K* or Na* from W to NB facilitated by Val and for transfer of
electron from W to NB. (1) residual current, (2) 10~ M K,S04 in W and 103 M Val in NB, (3) 107* M
Na,SO;4 in W and 103 M Val in NB, (4) 5 x 10~* M HyFe(CN)s in W and § x 10~* M TCNQ and 10> M
TCNQ™ in NB, (5) 5 x 10~* M H4Fe(CN)s in W and 5 x 10~* M TCNQ and 10~2 M TCNQ~ in NB.
Supporting electrolytes: 1 M MgS0O, in W, 0.05 M CV*TPhB ™~ in NB. TPhE: see Ref. [7].
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Curve 1 is the residual current recorded at the interface of W containing 1 M (= mol dm™)
MgSO; as a supporting electrolyte (SE) and nitrobenzene (NB) containing 0.05 M crys-
talviolet tetraphenylborate (CV+TPhB™) as an SE. Curve 2 or 3 shows the polarogram
for the transfer of K™ or Na*, respectively, facilitated by valinomycin (Val) recorded at
the interface between W containing 10~* M K,SO; or Na;SO;4 and NB containing 1073
M Val. Curve 4 or 5 is the electron transfer polarogram observed with W containing 5 x
10—* M H,Fe(CN)s and NB containing 5 x 103*M 7,7.8,8-tetracyanoquinodimethane
(TCNQ) and 1073 or 10~2M TCNQ™.

Let us consider the interrelation between the ion transfer and the electron transfer
at the W/NB interface which occurs spontaneously (i.e., without applying potential or
current) when W containing 2 x 107*MK+,2 x 10~*MNa* and 5 x 10~ MFe(CN)¢*~
is put into contact with NB containing 5 x 10~ MTCNQ, 10~2 TCNQ~ and 10~ M Val.
The rate of the transfer of electrons that carry minus charges from W to NB because
of the redox reaction between Fe(CN)s*~ and TCNQ should be equal to that of the
transfer of cations from W to NB or that of anions from NB to W in order to hold the
electroneutrality in both phases. In the present case, the transfer of Kt from W to NB
occurs since the transfer of K* is much easier than the transfer of Na* from W to NB or
TPhB~ from NB to W (see curves 2 and 3 in Figure 6.2). The E at the W/NB interface
established by the coupling of two charge transfer reactions can be estimated based on
the charge transfer polarograms, taking into account that the current corresponds to the
rate of charge transfer. That is, under the present experimental condition, E is determined
to be a in Figure 6.2 where the current indicated as A in polarogram 2 is equal to that
in polarogram 5. When the concentration of TCNQ™ is 1073 M instead of 1072 M, the
rates of the ion and electron transfers increase to those corresponding to current B, and £
(indicated by b) is more positive than a. When 2 x 10~* M Na* is added to W instead of
K, rates of the transfers Na* and electron are negligible regardless of the concentration
of TCNQ™, because the polarogram for the transfer of Na* lies at much more positive
potentials than those for the transfer of K*.

The above consideration based on VCTIES indicates that the coupling of the ion and
electron transfers at the W/O interface is influenced not only by the difference between
E? for the ion transfer and that for the electron transfer, but also by the concentration
ratio of O1(W) to R2(0) and that of 02(0O) to R1(W).

6.4.2. Estimation of the Concentration of the Ion Transferred with the Electron
Transfer After the Equilibrium [11]

When W containing 2 x 107* M K* and 5 x 10~* M Fe(CN)s*~ is put into
contact with an equal volume of NB containing 5 x 103 M TCNQ, 10~2 TCNQ™ and
10~*M Val, the initial rate of the ion transfer and that of the electron transfer correspond
to A in curves 2 and 5 in Figure 6.2 (which are reproduced as curves 1 and 1’ in Figure 6.3)
as described previously. The transfer of K* from W to NB and that of equivalent number
of electrons from NB to W proceed during the system is left standing. Consequently,
concentrations of K* and Fe(CN)s*~ in W and that of TCNQ in NB decrease, and that
of Fe(CN)¢’~ in W and those of K* and TCNQ™ in NB increase instead. Hence, the
ion and electron transfer polarograms are transformed as curves 1 to 4 and curves 1’ to
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FIGURE 6.3. Time causes of ion transfer and electron transfer polarograms after W containing K+ and
Fe(CN)s*~ is brought into contact with NB containing TCNQ, TCNQ™ and Val.

4', respectively, with an increase of the standing time, if the ion and electron transfer
polarograms could be measured individually.

As can be understood intuitively with the assistance of Figure 6.3, the rates of the
ion and electron transfers decrease and E at current = 0 in the ion transfer polarogram,
Ej; 1=0, and that in the electron transfer polarogran, . o, come close to each other with
an increase of the standing time. Finally, when the equilibrium is attained, the apparent
rates of the charge transfers become zero and Ej ;¢ coincides with Ej jo.

The Ej =0 in the polarogram for the ion transfer facilitated by an ionophore and
E.11=0 in the polarogram for the electron transfer are given as Equations (26) and (27),
respectively, by substituting O for I in Equations (10) with (16) and (20) and using (12),
(13) and (22).

RT I aiw RT

n —— — — In KgGy)pcy.0” (26)

Eijo=E"— —
=0 2zF  aio zF

RT anlanl
Eeij=o = E°+ —— In 2% 27
' mmF  agjad,

The relation among a; w, a; 0, @01, ar1, o2 and ag; after the equilibrium is given
under the condition that

Ei1—0 = Ee11=0 (28)

6.4.3. Biomimetic Redox Reactions at the W/O Interface Coupled with Ion Transfer

Fundamental investigations on redox reactions of substances important for phys-
iological processes have been carried out extensively for the better understanding
of vital phenomena. Most of the works have been done in homogeneous solutions,
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however, though the reaction in living bodies has been believed to proceed at the solu-
tion/membrane interface.

In the following, the outline of the redox reaction between O, in W and decamethyl-
ferrocene in O catalysed by flavin mononucleotide (FMN) in W evolving CO,, which was
elucidated by applying VCTIES, will be introduced [12,13]. The selective ion transfer
controlled by the redox reaction will also be discussed. The respiration mimetic reactions
such as the redox reactions between (3-nicotinamide adenine dinucleotide and ascorbic
acid or oxygen in W and quinone derivatives or hydroquinone derivatives, respectively,
were also investigated with the aid of VCTIES [14,15], though they are not introduced
here.

6.4.3.1. Spontaneous Evolution of CO, Coupled with Selective Ion Transfer Observed
at the W/NB Interface [13]. When W containing FMN, pyruvic acid and O,
was brought into contact with NB containing Na*, K*, Val and bis(1,2,3,4,5-
pentamethylcyclopentadienyl)iron (DMFC), Na* was transferred from NB to W though
K* remained in NB. The evolution of CO, was also observed in W. Here, Val was added
to stabilize Na* and K* in NB. Pyruvic acid is a well-known intermediate of glycolysis
pathway.

As an example of the respiration mimetic reaction, when the W/NB system as
Equation (29) had been stood for 5 hours with bubbling O, into W, the spontaneous
transfer of 1.9 x 10~° mol of Na* from NB to W, the evolution of 9.8 x 10~¢ mol of
CO, in W and the decrease of pyruvic acid in W to be 5.3 x 10~ M were found. The
transfer of K+ was negligible as less than 10~7 mol.

2.5x 10* M FMN, 0.01 M DMFC,
1.0 x 10-* M pyruvic acid, 1.0 10° M Na*TFPB-
pH buffer(1.6 x 102 M Li,HPO,+| 1.0x 10> MK+TFPB-
4 x10*MLiH,PO,; pH 7.0), 4.0 X 10~ M valinomycin
W: 20 ml :20ml
(W: 20 ml) (NB: 20 ml) 9

where TFPB ™ denotes tetrakis[3,5-bis(trifluoromethyl)phenyl]borate.

Although 1.8 x 107 mol of Na* was transferred from NB to W, even in the absence
of pyruvic acid, the transfer was not found in the absence of FMN or DMFC. In the
absence of one of the reagents among Na*TFPB~, DMFC, FMN and pyruvic acid, CO;
was scarcely generated (less than 5x 107 mol). When N, was bubbled into W instead
of O,, Na* transferred was much less than that observed with O, bubbling, and CO,
formed was negligible.

These results indicate that (a) the selective transfer of Na* from NB to W occurs
even when W contains only FMN (in the absence of O, and pyruvic acid), (b) the
existence of FMN, O, and pyruvic acid in W and DMFC and Na*t in NB is necessary
for the spontaneous evolution of CO,, and (c) although the coexistence of O, enhances
the transfer of Na™, the transfer is independent of pyruvic acid.

6.4.3.2. Evolution of CO, by Controlled Potential Difference Electrolysis at the W/NB
Interface. The evolution of CO, was also observed when controlled potential difference
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electrolysis (CPDE) was carried out by applying a definite potential difference at the
W/NB interface of the cell of Equation (30), which was similar to that of Equation (29),
but in the absence of Na* and K* in NB. Li,SO4 (0.1 M) and TPenA+TEPB~ (0.05 M;
TPenA™, tetrapentyl ammonium ion) were added to W and NB, respectively, as SE.

2.5x 10" M FMN, 0.01 M DMFC,

1.0 x 10~ M pyruvic acid, 0.05 M TPenA"TFPB (SE)
pH buffer (phosphate; pH 7.0)

0.1 M Li,SO, (SE)

(W: 20 ml) (NB: 20 ml)
Pt SSE TPhBE Pt
l be—— Eyng ——— I
Iymne (30)

The electrolysis was attained by applying the potential difference as the potential of sil-
ver/silver chloride electrode (SSE) in W versus TPhB ™ -ion selective electrode (TPhBE)
in NB.

After the electrolysis for 5 hours at —0.15 V with the bubbling of O, into W,
the amount of CO, produced was found to be 1.6 x 10~> mol, and 3.1 x 103 mol of
1 electron oxidation product of DMFC (DMFEC) was found in NB. However, when one
of the reagents among FMN, O, pyruvic acid and DMFC was not added, or the applied
potential difference was —0.55 or —0.35 V instead of —0.15 V, the evolution of CO;
was negligible. The amount of DMFC™ produced after the electrolysis was not affected
by pyruvic acid, but was smaller when the electrolysis was carried out in the absence of
0, as 9.2 x 107® mol. When W in the absence of pyruvic acid was saturated with O,
9.20 x 1079 mol of H,0, was found in W after the electrolysis.

6.4.3.3. Estimation of Process Involved in the Evolution Reaction of CO; with the Aid
of VCTIES. Curve 1 in Figure 6.4 realizes the polarogram at the interface between

",-’ 06 ij/ E (V) versus TPhBE
7
1

FIGURE 6.4. Polarograms for electron and ion transfers at the W/NB interface. (1) electron transfer observed
with deaerated W containing 2.5 x 10~* M FMN, 0.02 M phosphate buffer and deaerated NB containing
DMEFC, (2) the same as (1), but O, was bubbled into W, (3) ion transfer observed with W containing only
SE and NB containing 5 x 10* M NatTPhB~ and 4 x 10~3 M Val, (4) the same as (3), but K* was added
instead of Na*, (5) only supporting electrolytes (0.1 M Li,SO, in W and 0.05 M TPenA+ TFPB™).
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W containing 2 x10~* M FMN, 0.02 M phosphate buffer (pH 7.0) and 0.1 M Li,SO;
(SE), and NB containing 0.01 M DMFC and 0.05 M TPenA*TFPB~ (SE). Prior to
polarographic measurement, both W and NB were carefully deaerated by bubbling high-
purity N, gas. The limiting current of the positive current wave in the polarogram was
proportional to the square root of the height of aqueous-solution reservoir and to the
concentration of FMN in the range between 5 x 107> to 10~ M. These facts and the result
after CPDE described in Section 6.4.3.2 suggest that the wave is due to the reversible
electron transfer reaction controlled by the diffusion of FMN in W as

FMN(W) + DMFC(NB) + H*(W) == FMNH* (W) + DMFC*(NB) 31)

The logarithmic analysis based on the theoretical equation for a reversible electron
transfer at the W/Q interface [see Equation (20)] supported that the current was caused
by 1 electron transfer at the W/NB interface. :

Polarogram 2 in Figure 6.4 was recorded at the same interface as curve 1, but by
bubbling O, into W instead of N,. Although a positive current wave appeared in the
potential range identical with that in curve 1, the limiting current was about six times
larger than that in curve 1 with the deaerated solution. The large current can be explained
by considering the reduction of O; catalysed by the FMN/FMNH?* reaction as Equation
(32) [12}, i.e., the reduction product, FMNH®, at the interface is oxidized by O, in the
vicinity of the interface regenerating FMN that can be reduced again through the reaction
of Equation (31). '

2FMNH"* (W) + 02(W) = 2FMN(W) + H,0,(W) 32)

Summarizing the results obtained by CPDE and polarography, the reaction process
for the electrolytic evolution of CO, was estimated to be as follows: The first step was
1 electron transfer from DMFC in NB to FMN in W as Equation (31). The second step
was the catalytic reduction of O, by FMNH® as Equation (32). The final step was the
oxidation of pyruvic acid by the reduction product of O, H,O,, in W as Equation (33)
that is well-known as an oxidative decarboxylation of o-keto acids [16].

CH3(CO)COOH(W) + H,0,(W) == H3;COOH(W) + CO; + H,0 33)

6.4.3.4. Polarogram for Transfer of Na* or K* from NB to W. Curves 3 and 4 in
Figure 6.4 are polarograms for transfers of Na* and K+ from NB containing 5 x 10~*
M Na*TFPB~ and K*TFPB™, respectively, in addition to 4 x 1073 M Val to W. The
characteristics of the negative current waves suggested that the transfer processes were
controlled by the diffusion of Nat or Kt in NB.

6.4.3.5. Voltammetric Evaluation of Coupling of Ion Transfer with Electron Transfer at
the W/NB Interface. The selective transfer of Na* from NB to W in the cell of Equation
(29) can be understood by referring to the ion transfer and electron transfer polarograms
shown in Figure 6.4.

When simultaneous transfers of ions and electrons occur spontaneously at one
W/NB interface, the rate of the transfer of electrons (which carry minus charges) from
NB to W should be equal to that of the transfer of cations (which carry plus charges) from
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NB to W in order to maintain the electroneutrality in both phases. In other words, the
positive current due to the electron transfer should be equal to the negative current due
to the cation transfer in their absolute values, since the currents correspond to the rates
of electron and ion transfers. Applying this condition to the present case, the potential
difference established by the coupling of transfers of Nat and electron at the W/NB
interface is expected to be o in Figure 6.4, where the magnitude of the current (indicated
as A) in polarogram 2 for the electron transfer is equivalent to that in polarogram 3 for
the transfer of Nat,

When K* is added to NB instead of Na*, the potential difference established by
the coupling of transfers of electron and K+ was expected to be  in Figure 6.4. The
potential B is more negative than «, and the magnitude of the current at this potential
is much smaller than A, since the polarogram for the transfer of K* lies at much more
negative potentials than that for the transfer of Nat.

The difference in magnitudes of the currents for ion transfers coupled with the
electron transfer from DMFC in NB to FMN in W is responsible for that Na* transfers
from NB to W spontaneously in the system of Equation (29), though K* does not.

6.5. PROCESS OF ION TRANSPORT THROUGH A MEMBRANE

A quantitative understanding of the membrane transport is very important for eluci-
dating physiological reactions occurring at biomembranes such as nervous transmission,
respiration and metabolism as well as the application of the membrane transports to an-
alytical methods such as liquid membrane type ion sensors and membrane separations
[17-19].

The group of the present author investigated the relation between the membrane
potential (the potential difference between two aqueous solutions, W1 and W2, separated
by a membrane) and the membrane current (the current flowing between W1 and W2),
and obtained the voltammogram for the ion transfer through a membrane (VITTM). The
membrane used was a liquid membrane, M. Then, the VITTM was compared with the
voltammograms at the W1/M and M/W?2 interfaces recorded simultaneously with the
VITTM, and the membrane transport process was elucidated [20,21] as follows.

An example of VITTM is realized as curve 1 in Figure 6.5. The cell system in-
vestigated for the measurement was as Equation (34) in which W1 and W2 (5 ml each)
containing an SE (MgSO,) were separated by NB containing an SE (CV*TPhB~) and
an ionophore (dibenzo-18-crown-6, DB18C6). The NB solution worked as the M of in-
terfacial area of 1 cm? and thickness of 1 cm. The cell used was similar to that illustrated
in Figure 6.7a.

2.5x 107" MK;S0;, 0.02 M DB18Cs,
1 M MgSO, 0.1 M CV*'TPhB~ 2 M MgS0;,
(W1) M) (W2)
CEl REl — Ewn— RE3 RE4 — Eyw,—RE2 CE2
L EWI-WZ J

b Twiw2 . (34)
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FIGURE 6.5. Voltammograms for ion transfer from W1 to W2 through M (curve 1), at the W1/M interface
(curve 2) and at the M/W2 interface (curve 3). See Equation (34) for compositions of W1, M and W2. Scan
rate of Ewi_wz, 0.01V . s~!.

The VITTM was recorded by scanning the membrane potential, Ew._w», and mea-
suring the membrane current, Jw,_w». Here, Ew;_w; was applied using two SSE, RE1
and RE2, as the potential of RE1 versus RE2. During the recording of the VITTM,
voltammograms for ion transfers at the W1/M and M/W?2 interfaces (curves 2 and 3)
were also recorded by monitoring the potential differences at the W1/M and M/W?2 in-
terfaces, Ewi M and Enywa, as the function of Iwi_w,. Here, Ew; M and Epy w; were
measured as the potential of RE1 versus RE3 and that of RE2 versus RE4, where RE3
and RE4 were TPhBE placed in M near to the W1/M and M/W?2 interfaces, respectively.
Consulting with the voltammetric work on the transfer of K* at the W/NB interface, the
positive peak, the final rise and the final descent in curve 2 are attributable to the transfer
of K* from W1 to M facilitated by DB18C6, TPhB~ from M to W1 and CV* from M
to W1, respectively. Here, the final rise and the final descent mean large positive and
negative currents, respectively, limiting the potential window. The negative peak is due
to the transfer of K*, which has moved into M during the positive scan from M to W1,



140 CHAPTER 6

The final rise and the final descent in curve 3 correspond to the transfer of CV* from M
to W2 and that of TPhB™ from M to W2, respectively.

Comparing curve 1 with curves 2 and 3, it is obvious that (a) the potential window
in curve 1 is about twice that in curve 2 or 3, (b) the potential regions where the positive
and the negative peaks appear in curve 1 are different from those in curve 2, and (c) the
slopes of the positive peak, negative peak, final rise and final descent in curve 1 are much
smaller than those in curves 2 and 3.

In order to elucidate the reaction involved in curve 1, the relation among Ew_w in
curve 1, Ewm in curve 2 and Ey w; in curve 3 was investigated at a definite membrane
current, 1\(J)v1—w2’ taking into account that currents flowing across both the W1/M and
M/W?2 interfaces must be the same and equal to the membrane current. The relation

Ewi-w2 = Ewim + Evywa + Iwi—w2"R (35)

was found to be held at any Iwi_w2", where R is the resistance between RE1 and RE2.
When W1, W2 and M contain sufficient concentrations of ions, the contribution of
Iwi—w2°R to Ewi_w> is not significant, and Equation (36) can be approximated by

Ewi—w2 = Ewim + Emyw2 (36)

Equation (36) suggests that the membrane potential in the presence of sufficient
electrolytes in W1, W2 and M is primarily determined by the potential differences at two
interfaces that depend on ion transfer reactions at the interfaces, although the potential
differences at interfaces are not apparently taken into account in theoretical equations
such as Nernst—Planck, Henderson and Goldman—Hodgkin-Katz equations which have
been often adopted in the discussion of the membrane potential [19,22-25].

The characteristics of VITTM in Figure 6.5 can easily be understood taking into
account the relation of Equation (36) as follows. Since the membrane potential where the
positive current wave appears (Ew;_w; indicated by A in curve 1) is the sum of Ew;/m
indicated by B in curve 2 and Em,w indicated by C in curve 3, the positive current wave
in curve 1 is considered to be caused by the coupled reactions of both the transfer of K*
from W1 to M facilitated by DB18C6 (the positive current wave in curve 2) and that of
CV* from M to W2 (the final rise in curve 3). Hence, the potential region for the positive
wave in curve 1 differs from that in curve 2.

On the basis of the similar analysis, the negative current wave in curve 1 is considered
to consist of the transfer of K* from M to W1 (the negative current wave in curve 2) and
that of CV* from W2 to M (the negative current wave in curve 3). The final rise in curve
1 involves the transfer of TPhB~ from M to W1 (the final rise in curve 2) and that of
CV+ from M to W2 (the final rise in curve 3), and the final descent in curve 1 involves
the transfer of CV* from M to W1 (the final descent in curve 2) and that of TPhB~ from
M to W2 (the final descent in curve 3). These coupled reactions are responsible for the
wide potential window.

One of the reasons for the small slope of the positive current wave in curve 1 is
the membrane resistance R in Equation (35). However, the slope is still smaller than the
slope of the positive current wave in curve 2 even after it has been corrected for R.
The small slope after the correction can be explained by considering that the slope of the
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positive current wave in curve 1 is composed of the slope of the positive current wave
in curve 2 and that of the final rise in curve 3. The small slopes of the final rise and the
final descent in curve 1 are also attributable to R and the coupled reactions at two W/M
interfaces.

As described above, the ion transfer through a membrane is controlled practically
by the complementary ion transfer reactions at two W/M interfaces when the M con-
tained sufficient electrolytes. This idea was successfully applied to explanations of the
following subjects concerning with membrane phenomena [20,21,26]. (1) Influence of
ion transfer reaction at one W/M interface on that at another W/M interface under an ap-
plied membrane potential; (2) Ion transfers through an M in the presence of the objective
ion in W1, M and/or W2; (3) Ion separation by electrolysis under an applied membrane
potential; (4) Ion transfer through a thin supported liquid membrane. The idea was also
demonstrated to be very useful for the elucidation of ion or electron transport process
through a bilayer lipid membrane (BLM), which is much thinner than a liquid membrane
[21,26].

6.6. NEW TYPES OF MEMBRANE REACTIONS MIMICKING
BIOLOGICAL PROCESSES [27,28]

Generally speaking, the membrane transport of a charge (ion or electron) means the
transfer of a charge from W1 to W2 across M, as shown in Figure 6.6a. This membrane
transport is realized in the presence of a potential gradient between W1 and W2 perpen-
dicular to the W1/M or W2/M interface, and hence is called “perpendicular transport”
hereafter. However, the reaction that a charge is incorporated from W1 into M at one
site (site A) of the W1/M interface and released from M to W1 at another site (site B)
of the same interface after transfer in M can also be regarded as a membrane transport

(a)

(b)

(©)

w2

FIGURE 6.6. Three types of membrane transport: (a) perpendicular transport, (b) parallel transport of type I
and (c) parallel transport of type II.
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[see Figure 6.6b]. This transport is realized under a potential gradient between sites A
and B in W1 parallel to the W1/M interface [27], and hence is called “parallel transport
of type I” hereafter. Another variety of “parallel transport” is the reaction that a charge
is released from M to W1 or W2 at one site (site A) of the W1/M or W2/M interface
and incorporated from W1 or W2 to M at another site (site B) of the W1/M or W2/M
interface after transfer in W1 or W2 [see Figure 6.6c]. This variety is called “parallel
transport of type II”” hereafter [28].

The parallel transports are considered to occur often at the interface between an
aqueous solution and a heterogeneous biomembrane with various domains [29-31].
Therefore, the electrochemical elucidation of the mechanisms of parallel transports is
expected to be important for better understanding of biomembrane phenomena as well
as for the design of novel analytical methods or other chemical techniques mimicking
the phenomena, though such investigations have been very few so far.

In the following, the fundamental feature of parallel transports of types I and II
elucidated with the aid of VCTIES is introduced briefly.

6.6.1. The Cell Used to Observe “Perpendicular Transport” and
“Parallel Transports of Types I and I1”

The cell used for the investigation of perpendicular transport is illustrated in Fig-
ure 6.7a [20,21]. The M (1 cm thick) was composed of DCE (about 1 ml) containing
an SE (e.g., 0.05 M CV*TPhB™). In order to stabilize M between W1 (5 ml) and
W2 (5 ml) by means of the difference in specific gravities, concentrations of MgSO4
added as SE in W1 and W2 were made to be 1 and 2 M, respectively. Two SSE,
REw;and REw;, were set in W1 and W2. Two platinum wires were set in W1 and
W2 as counter electrodes, CEw; and CEw». In order to monitor potential differences at
the W1/M and W2/M interfaces, two TPhBE, REy, jand REy 2, were set in M near to the
interfaces.

The cell used for the investigation of parallel transport of type I is illustrated in
Figure 6.7b [27]. The M (0.7 cm thick) was composed of DCE (10 ml) containing a
rather concentrated SE (e.g., 0.05 M CV*TPhB~, CV*; crystal violet ion), W1 (10 ml)
was distilled water without any electrolytes and W2 (10 ml) contained 2 M MgSO,. Two
SSE, RE4 w) and REp w, were set at sites A and B in W1 in the vicinity of the W1/M
interface. The distance between two sites was 12 cm. Two platinum wires were set at
sites A and B in W1 as counter electrodes, CEs wi and CEg w). In order to monitor
potential differences at the W1/M interfaces of sites A and B, two TPhBE, RE, vand
REg M, were set in M near to the interfaces.

The cell used for the investigation of parallel transport of type II is illustrated in
Figure 6.7c [28]. The M (0.7 cm thick) was composed of DCE (10 ml) containing dilute
SE (e.g., 10~* M CV*TPhB™), and W1 (10 ml) and W2 (10 ml) contained 1 and 2 M
MgSQ,, respectively. Two TPhBE, RE4 v and REg v, were set at sites A and B in M.
The distance between two sites was 12 cm. Two platinum wires were set at sites A and B
in M as counter electrodes, CE4 y and CEg v. In order to monitor potential differences
at the W1/M or W2/M interfaces of sites A and B, four SSE, RE, w; and REg w; or
REA w2 and REg w», were set at sites A and B in W1 or W2 in the vicinity of the W1/M
or W2/M interfaces.
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(@)

FIGURE 6.7. Electrolytic cells for (a) perpendicular transport, (b) parallel transport of type I and (c) parallel
transport of type II. REw, REw2, REa w1, REg w1, REa w2 and REg w» are silver/silver chloride reference
electrodes. REy 1, REy 2, REA m and REg  are TPhB ™~ ion-selective reference electrodes. CEw, CEwo,
CEa,wi. CEp wi, CEa M and CEp v are platinum wire counter electrodes.

6.6.2. Characteristics of Voltammograms for “Perpendicular Transport”
and “Parallel Transports of Types I and 11

The voltammogram for perpendicular transport was recorded by scanning the poten-
tial difference Ew)_w2 between W1 and W2 and measuring the current Iw;_w2 between
W1 and W2 [see Figure 6.7a]. During the recording of the voltammogram, variations of
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potential differences Ewim and Em w, at the W1/M and W2/M interfaces were moni-
tored as the function of Iw;_w2, and voltammograms for ion transfers at the W1/M and
W2/M interfaces were obtained.

The voltammogram for parallel transport of type I was recorded by scanning the
potential difference Ewa-p) between RE4 wiand REp w; and measuring the current
Iy a—B) between sites A and B in W1 and W2 [see Figure 6.7b]. During the recording of
the voltammogram, variations in potential differences Ew;/m 4 and Em w) g atthe W1/M
interface of sites A and B were monitored as the function of Iw;(a—g), and voltammograms
for the charge transfer at the W1/M interface of sites A and B were obtained.

The voltammogram for parallel transport of type Il was recorded by scanning the
potential difference Em—p) between REs m and REg y, applied as the potential of
REA M versus REg M, and measuring the current between sites A and B in M, Iya—s)
[see Figure 6.7c]. During the recording of the voltammogram, variations of potential
differences Em/w1,4 and Ewi v, at the W1/M interface of sites A and B or Epyw2.4
and Ew/m,p at the W2/M interface of sites A and B were monitored as the function of
Dhua-B), and voltammograms for the charge transfer at the W1/M or W2/M interface of
sites A and B were obtained.

The voltammograms recorded for parallel transports of types I and II were very
similar to those for perpendicular transport, and had characteristics which were described
as (a), (b) and (c) in the previous section and expressed by Equations (35) and (36). The
results indicate that the voltammograms were realized mainly by the composite of two
interfacial ion transfer reactions, i.e., reactions at the W1/M interface of sites A and B for
parallel transport of type I and reactions at the W1/M and W2/M interfaces of sites A and B
for parallel transport of type II. In other words, parallel transport of type [W1—->M—->W1
transport) and parallel transport of type Il (M— W1—M or M— W2—> M transport) could
be realized when potential differences were applied between two sites in one aqueous
phase of the system of Figure 6.7b and between two sites in the membrane of the system
of Figure 6.7c, respectively.

6.6.3. Unique Reactions Realized Under the Condition for
“Parallel Transport of Type I or I1”

When Ewia-8) or Ema—B) Was applied between sites A and B in W of the cell of
Figure 6.7b or in M of the cell of Figure 6.7c, respectively, not only the ion transfer reac-
tions at vicinities of sites A and B, but also a reaction at a site in a region (site C) between
sites A and B was found to occur. The transfer at site C was explained by considering the
gradient of potential differences at the W/M interface, Ew m,c, generated when Evy(a_B)
or Ema—g) was applied. The gradient of Ew m,c was investigated by using two reference
electrodes, REc w and RE( j, set at site C in W and M, respectively, and was found to
change almost linearly with the distance from site A when Evw—p) or Ema-py was 1 V.

Example A: Ion transfer at the W1 /M interface in a region between sites A and B
under the potential difference applied between sites A and B in WI. This example was
investigated with a membrane system of Figure 6.7b in which M contained 2 x 104 M
picrate (Pic™) in addition to SE, and W1 did not contain any electrolytes [27]. After the
electrolysis for 3 hours by applying 1 V of Ewa—s), the transfer of Pic™ from M to W1
was found to occur only in a region between site A and about 6 cm from site A where
Ew/m,c generated was appropriate for the transfer of Pic™.
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Example B: Ion transport from W2 to W1 through a domain under the potential
difference applied between sites A and B in W1. This example was examined with a view
to simulate the jon transport through a membrane in the presence of a domain by using
the membrane system of Figure 6.7b, in which W1 did not contain any electrolytes, M
contained SE and W2 contained 10~3 M Mg(TPhB), and 2 M MgSOy4 [27]. The domain
was formed in a region of 1 cm wide in M separated from other parts of M by using
two porous tetrafluoroethylene resin films as physical boundaries. When 500 ul of 1072
M bis(diphenylphosphinyl)methane (BDPPM), which complexes strongly with Mg?*,
was added into the domain in M and then stood for 3 hours by applying Ewj—s) of
1 V between sites A and B in W1, Mg?* was found to be transferred from W2 to W1
through the domain. The transfer occurred only when the domain was formed in a region
between 7 cm from site A and site B. The transport of Mg?* can be explained as follows.
Mg?* in W2 is extracted spontaneously with TPhB™~ into the domain, since BDPPM
facilitates Mg+ transfer owing to the strong complex formation, and the counter ion
(TPhB ™) is highly hydrophobic. The Mg?+ moved into M can be transferred to W1 when
the domain is formed in the region described above since Ewm,c at the M/W1 interface
is appropriate for the transfer of Mg®* from M in the presence of BDPPM to W1.

Example C: Ion transport from W1 to a special region of W2 under the potential
difference applied between sites A and B in M. This example was investigated by adopting
the membrane system of Figure 6.7c of which W1 contained 2 x 10~* M Pic™ in addition
to 1 M MgSO,, M contained 10~* M TPenA*TPhB~ and W2 contained 2 M MgSO,
[28]. After the electrolysis for 3 hours by applying Em—g) of 1 V between sites A and
B in M, it was found that the transfer of Pic™ from W1 to W2 occurred in a narrow
region around 3-6 cm from site A. The transfer was explained as follows. The standard
potential for the transfer of Pic™ at the W/DCE interface coincides with Ewm,c or
Ew3m,c at site C of 4-5 cm from site A, which means that Pic™ in W1 transfers into M
in aregion between site A and the region around site C. On the other hand, Pic™ transfers
from M to W2 in a region between around site C and site B, if Pic™ presents in M. In
the present experiment, however, Pic™ did not exist in the region between sites C and B
in M. Therefore, Pic™ transfers only in a small region around site C.

The result described in this section suggests that the ion transport from W1 to W2
at a special region of a membrane that resembles the transport at a biomembrane with
an ion channel can be realized even in the absence of any channel proteins.

6.7. OSCILLATION OF MEMBRANE CURRENT OR
MEMBRANE POTENTIAL [32]

The oscillation of membrane current or membrane potential is well known to occur
in biomembranes of neurons and heart cells, and tremendous experimental and theoretical
studies on oscillations in biomembranes as well as artificial membranes [32,33] have been
carried out from the viewpoint of the biological importance.

The mechanisms of the oscillations in biomembranes have been explained based
on the gating of membrane protein called “ion channel”, and enormous efforts have been
made to elucidate the gating process, mainly by reconstitution of channel proteins into
bilayer membranes [34-36]. However, oscillations observed with artificial membranes
such as thick liquid membranes, lipid-doped filter or BLM suggest that the oscillations
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occur even in the absence of any channel proteins. Even if the composition of an ar-
tificial membrane is different from that of a biomembrane, the oscillations at artificial
membranes are expected to provide fundamental information useful for the elucidation
of the oscillation processes in living membrane systems.

In the following, a unique oscillation of membrane current observed with a liquid
membrane system by the present authors [32,37], which has characteristics similar to
those of the oscillation at a biomembrane with so-called “sodium channel”, will be
introduced as an example, and the mechanisms for the oscillation will be clarified by using
VCTIES, taking into consideration ion transfer reactions and adsorptions at two W/M
interfaces in the membrane system. In this connection, various oscillations other than this
example and the elucidation of their mechanisms were described elsewhere [32,37,38].

6.7.1. Characteristics of Oscillation of Membrane Current Observed Under
an Applied Membrane Potential

Curve 1 in Figure 6.8 gives an example of the oscillation of membrane current
observed with the liquid membrane system as Equation (37) by applying a constant
Ewi-w2 of —0.48 V and measuring the time course of the current through the M, Iw;_w>,

0.1 M NaCl 4x10*M Na'DPA,
1 M MgSO, 0.02 M TPhAs'DPA~ 2 M MgSO,
[Wi] (M] [W2]
Pt SSE TPhASE TPhASE SSE Pt
— EWI/M EM/WZ D—
EWl—W2
Twi-w2 ‘ 37N

where TPhAs* and DPA~ denote tetraphenylarsonium ion and dipicrylaminate,
respectively. The cell used was identical with that of Figure 6.7a except that the solvent

-10 +

LIyi-wz 1

(nA)
-50 +
Ewim —07 1~ hn P h h \ ,\
N\ -0.6 &= 2
DU | | |
0 5 10 15

Time (min)

FIGURE6.8. Time courses of membrane current (curve 1), Iw; w2, and Ew, m (curve 2) and Eyv, w2 (curve 3)
observed by applying —0.48 V to the cell of Equation (37) as Ewi_w2.
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of M was NB and TPhAs™ ion-selective electrodes [7] (TPhASE) were employed as
reference electrodes in M.

The current oscillation lasted for more than 2 hours. Curves 2 and 3 show time
courses of Ewi/m and Ey,w> observed simultaneously with curve 1. From these curves,
itis obvious that the current oscillation occurs with the oscillations of Ew,m and Em w2,
though the amplitudes are not large (about 0.08 V). Here, it is notable that the amplitude
of the oscillation of Ew;v is the same as that of Ey/w2 because of the relation of
Equation (36).

The range of applied Ewi_w2 available for the current oscillation was between
—0.40 and —0.55 V. When Ewi_w2 was more negative in the range, the amplitude of
the oscillation was larger and the period was longer as follows: Amplitude was 53, 38
or 22 pA cm™2 and period was 2.1, 1.8 or 1.6 minutes when Ew;_w, was —0.53, —0.48
or —0.43 V, respectively.

The oscillation at Ew;_w; = —0.48 V was not observed within 2 hours, when the
concentration of NatDPA~, cnappa, Was less than 10~* M or more than 2 x 107> M
(concentration of TPhAstDPA™, crphasppa: 0.02 M) and when ctpnasppa Was less than
0.01 M or more than 0.07 M (cnappa: 4 x 10~* M). In this connection, the dependence
of the oscillation on the activity of dissociated Na*t, an,+, and that of associated Na*
with DPA™, anappa, in M were examined by varying cnappa OF CTphasbpa- The amplitude
of the current oscillation strongly depended on an,+, but little on anappa.-

6.7.2. Induction or Inhibition of the Current Oscillation

Similarly to the induction or the inhibition of the current oscillation at a biomem-
brane with a “sodium channel”, the current oscillation observed with the liquid membrane
system of Equation (37) without any channel proteins can be induced by acetylcholine
ion, Ach*, or inhibited by such rather hydrophobic ions as alkylammonium ions and
glutamate.

The current oscillation was induced by adding 2 x 10™* M Ach* into W1 of the
membrane system as Equation (37), to which Ew;_w> of —0.30 V had been applied
instead of —0.48 V. Here, —0.30 V is not the Ew;_w> effective for the oscillation in the
absence of Ach™. The lifetime of the induced current oscillation was much shorter than
that observed by applying —0.48 V to the system in the absence of Ach*, and was from
20 to 40 minutes. The concentration range of Ach™ effective for the induction was from
7 x 1073 to 3 x 10~* M. The lifetime was longer with higher concentration of Acht
as follows: 5-15 or 3045 minutes when concentration was 7 x 10~ or 3 x 10™* M,
respectively. The amplitude was larger with higher concentration of Ach™ as follows:
about 25 or 50 pA cm~2 when concentration was 7 x 1073 or 3 x 10~* M, respectively.

The current oscillation observed by applying Ew;—w; = —0.48 V was inhibited
whe3n tetraethylammonium ion, TEA* or glutamate was added to W1 to be more than
10— M.

6.7.3. Voltammograms for the Ion Transfer Through M and at the W/M Interfaces

The voltammograms were investigated in order to understand the processes involved
in the current oscillation.
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FIGURE 6.9. Voltammograms for ion transfer through a membrane (curve 1), at the W1/M interface (curve
2) and at the M/W?2 interface (curve 3) recorded with the cell of Equation (37).

Curve 1 in Figure 6.9 is the voltammogram recorded with the cell of Equation (37)
by scanning Ew;-w; and measuring lw;—w2. Curves 2 and 3 are voltammograms at
W1/M and M/W?2 interfaces recorded simultaneously with curve 1, measuring Ew/m
and Ewm/w> as the function of Iwi_w:>.

An extremely large current peak appeared in voltammograms 1 and 3. Consulting
with voltammograms at the W/NB interface recorded under various conditions, the
negative current peak in voltammogram 3 was attributed to the maximum because of
the transfer of Na* from M to W2 enhanced by the stirring caused by the interfacial
adsorption. The final rise and the final descent in voltammogram 2 or 3 were confirmed
to be due to transfers of TPhAs™ from M to W1 and Na* from W1 to M or DPA™ from
M to W2 and TPhAs* from M to W2, respectively.

Taking into account the relation of Equation (36), the negative current peak in
voltammogram 1 in Figure 6.9 is considered to be composed of the peak in voltammogram
3 because of the enhanced transfer of Nat from M to W2 and the final descent in
voltammogram 2 owing to the transfer of Na* from W1 to M.

The maximum peaks in voltammograms 1 and 3 in Figure 6.9 were not observed
when ¢nappa Was less than 107* M and crprasppa Was 0.02 M. The dependence of the
maximum peak on ay,+ Or anappa Was examined under the condition that ay,+ or anappa
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was constant, respectively. The magnitude of the maximum peak depended strongly on
ang+» although it was practically independent of anappa.-

The above-mentioned results on the voltammograms indicate that the condition
available for the oscillation of the membrane current resembles closely that for the
appearance of the maximum.

6.7.4. Drop Time—Potential Curves at the W/NB Interface

The drop time~potential curve was measured with an aqueous solution dropping
electrode [7,39] in order to investigate the adsorption at the interface between W contain-
ing 1 M MgSO, and NB containing 4 x 10~* M Na*DPA~ and 0.02 M TPhAs*DPA™.
In the curve, there existed a depressed part as compared with the curve in the absence
of Na*DPA~, suggesting the interfacial adsorption of chemical species relative to Na*.
Assuming that W and NB in the polarographic measurement correspond to W2 and
M, respectively, in the membrane system of Equation (37), the potential range for the
depression resembles that available for both the transfer of Na* from M to W2 and the
appearance of the maximum peak at the M/W?2 interface. Here, the potential range for
the depression lies at more positive potentials than the point of zero charge (pzc) of the
interface at around 0.2 V, and hence W is polarized to be positive in the potential range.

Taking into account that both the voltammetric maximum and the depression in
the drop time—potential curve were affected by the ion pair formation equilibrium of
NatDPA™ in M, it is concluded that Nat which has been transferred from NB to W may
be adsorbed at the interface from the side of W inducing the adsorption of DPA™ as a
counter ion from the side of NB. At the interface, the adsorbed Na™ may exist as an ion
pair, which is denoted as Na+DPAi; hereafter.

6.7.5. Mechanism of the Current Oscillation

The mechanism will be discussed by referring to voltammograms in Figure 6.9.
The oscillation of the membrane current is brought about by the mutually dependent
ion transfer reactions at the W1/M and M/W?2 interfaces. When Ewj_w> in the range
effective for the maximum in curve 1 of Figure 6.9 is applied to a membrane system
of Equation (37), Em/w: settles at a potential B available for both the transfer of Na*t
from M to W2 and the adsorption of Na’rDPAi;J at the M/W?2 interface, and Ewy v at a
potential A in the final descent due to the transfer of Nat from W1 to M. Here, it should
be reminded that the relation of Equation (36) holds among Ewi—w2, Ewi/m and Enywo,
and magnitudes of currents flowing across the W1/M and M/W?2 interfaces, Iwi,m and
Iviyw-, are of the same magnitude.

At Eyyw2 of B, Na* transfers from M to W2, and Na* transferred to W2 is adsorbed
at the M/W2 interface as Na+DPAi;. The adsorption generates the stirring of the solution
in the vicinity of the interface because the adsorption induces the change of the interfacial
tension at the M/W?2 interface. Since the stirring enhances the transfer of Na™ at the
interface, Iv;w> grows up as the maximum current. At the same time, Iw, /M Erows up
along the final descent of the voltammogram at the W 1/M interface (see curve 1 in Figure
6.9), causing the negative shift of Ew;/m to A’. The negative shift of Ew,,y results in
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the positive shift of Eym,w> to B’ because of the relation of Equation (36). The adsorption
at B’ may be stronger than that at the original Ey w2 (B) since B’ is a potential remoter
from pzc than B, and hence the polarization of the M/W?2 interface is more significant at
B’ than that at B. The duration of the adsorption brings about the saturation of Na* DPA;
at the interface and the reduction of the stirring. Because of the reduced stirring and the
consumption of Na* in M near to the interface owing to the enhanced transfer of Na*,
Iviyw> decreases. Simultaneously, Iwi/m decreases accompanying the positive shift of
Ewi/m to around A and the negative shift of Ey w2 to around B [cf. Equation (36)].
At the Enyw> around B which is nearer to pzc than B’, NatDPA_, which has been
adsorbed at the M/W?2 interface, is desorbed into M, because the adsorption at this
Ewm/w> (around B) is weaker than that at the positive Eyw2 (around B’) and Na+DPAi;
is hydrophobic rather than hydrophilic. The desorption followed by the dissociation of
Na*DPAi; restores the activity of Na* in M in the vicinity of the interface. Hence, the
current increases again, causing the positive shift of Eyj,w2. These processes may repeat
to realize the oscillation of the membrane current.

6.7.6. Mechanism of Induction or Inhibition of the Current Oscillation

It is noteworthy that the current oscillation was induced and inhibited by the addition
of Ach™ and tetraalkylammonium ion or glutamate, respectively, into W1 although the
W1/M interface is not directly related to the voltammetric maximum essential for the
oscillation.

The induction of the oscillation of the membrane current by the addition of Ach*
can be understood with the aid of ion transfer voltammograms at the W1/M and M/W2
interfaces (Figure 6.10). Curves 1 and 2 are schematic illustrations of voltammograms
2 and 3 in Figure 6.9, and curve 3 is the voltammogram for the transfer of Ach* from
W1 toM.

When —0.30 V is applied as Ew;_w2 to the cell of Equation (37) in the absence
of Acht, Ew; M and Eyp w settle at potentials indicated as C and D, respectively, and
satisfy the relation of Equation (36). The potential D is not effective for the adsorption

C c Ewim 0 D D E \%)
L h B il ™

FIGURE 6.10. Voltammetric explanation for the induction of the oscillation by acetylcholine, Ach*, under
Ewi—w2 = —0.30 V. Curves 1 and 2: schematic illustrations of curves 2 and 3 in Figure 6.9. Curve 3:
voltammogram recorded at the W1/M interface in the presence of Ach™ in W1.



ELECTROCHEMICAL PROCESSES 151

of Na*DPA;,, and hence for the maximum current. When Ach is added into W1 to be
2 x10™* M (cf. curve 3), Ew /M shifts to a less negative potential C’, because Iwy/m is
undertaken by the transfer of Ach™ from W1 to M. At the same time, according to the
relation of Equation (36), Em,w> shifts to a potential D’ less positive than D and effective
for the transfer of Na* and the adsorption of Na*DPA_. At DY, /v/w2 grows up as the
maximum current, since the transfer of Na* from M to W2 is enhanced by the stirring
caused by the adsorption. With the growth of Iv/w2, Iwi/mM increases as a result of the
transfer of Na* as well as Ach* from W1 to M. The processes similar to those for the
oscillation of the membrane current in the absence of Ach* mentioned previously may
succeed, and the oscillation induced by Ach* may be realized.

The lifetime of the induced current oscillation is considered to be determined by
the concentration of Ach*, and the oscillation may terminate when the concentration of
Ach' in W1 is decreased owing to its transfer from W1 to M, which explains the result
that the lifetime was shorter with lower concentrations of Ach*. The higher concentration
limit of Ach* effective for the induction can be understood by considering as follows.
When Ach* of concentration higher than 3 x 10~*M is added to W1, the positive shift
of Ewi/m as a result of the transfer of Ach is too large and causes a negative shift of
Ewm w2 to a potential less positive than the range for the maximum current. Therefore, the
oscillation cannot be induced when the concentration of Ach™ is higher than 3 x 1074 M.

The inhibition of the oscillation by tetraalkylammonium ion or glutamate can be
explained referring to voltammograms in Figure 6.11. In the following, the inhibition by
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FIGURE 6.11. Voltammetric explanation for the inhibition of the oscillation by tetraethyl ammonium ion,
TEA™, under Ewi—w2 = —0.30 V. Curves 1 and 2: schematic illustrations of curves 2 and 3 in Figure 6.9.
Curves 1" and 2': voltammograms the same as curves 1 and 2, but recorded in the presence of TEA™ in W1.
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0.01 M TEA™ will be adopted as an example. Curves 1, 2 and 3 in the figure schematically
illustrate voltammograms 1, 2 and 3 in Figure 6.9, respectively. Curves 1’ and 2’ are
voltammograms observed under the same condition as that for curves 1 and 2, but
adding 0.01 M TEA* to W1.

Since the final descent in the voltammogram at the W1/M interface in the presence
0of 0.01 M TEA* in W1 (curve 2') lies at much more positive potentials than those in the
absence of TEA™ (curve 2), the maximum in the voltammogram for the transfer of Na*
through the M in the presence of TEA™ (curve 1) appears at more positive potentials
than that in the absence of TEA™ (curve 1) for the sake of the relation of Equation (36).
Therefore, the Ew;_w» value necessary to observe the current oscillation in the absence
of TEA™ (e.g., —0.48 V) is too negative to continue the oscillation after the addition of
TEA™Y.

6.8. CONCLUSION

In this chapter, the ion or electron transfer and their coupling at the W/O interface
were discussed on the basis of results obtained by VCTIES after a brief introduction of
the fundamental features of VCTIES. Applying the method and concept of VCTIES, the
charge transport through a liquid membrane in the presence of sufficient electrolytes
was demonstrated to be controlled by mainly charge transfers at two aqueous/membrane
interfaces in the membrane system, which means that the quantitative understanding
of charge transfers at two interfaces is inevitable for the elucidation of the membrane
transport process. This fundamental fact was successfully applied to the interpretation of
new types of membrane transports, parallel transport of type I or II, and the elucidation
of the mechanism of the oscillation of the membrane current.

The respiration mimetic redox reactions at the W/O interface and membrane phe-
nomena introduced here might endow some views useful for better understanding of
physiological phenomena at biomembranes.

Finally, it should be stressed that the voltammetric concept and method are very
helpful for the elucidation of electrochemical reactions at biomembranes as well as
artificial membranes [26,40—42].
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Electrochemical Instability at
Liquid/Liquid Interfaces

Takashi Kakiuchi
Kyoto University, kyoto 615-8510, Japan

7.1. INTRODUCTION

When a liquid/liquid two-phase system contains ionic surfactants, the interface can ex-
hibit a variety of intriguing features, such as spontaneous emulsification, kicking move-
ments of the interface and oscillations of the interfacial tension and of phase-boundary
potential [1-6]. These interfacial turbulences have been known for a long time in surface
chemistry. A more recent interest in the interfacial turbulences originates in solvent ex-
traction, in which the adsorption of ligands and metal-ligand complexes at the interface
often results in the interfacial turbulences [7,8]. Such observations prompted theoretical
studies of the surface instability, among which a seminal work by Sterling and Scriven
resorting to the linear stability theory [9] has been an important basis of the theoretical
studies of the Marangoni instability in liquid extraction and related systems[10].

On the other hand, the chaotic oscillation of electric current associated with the
transfer of ions was known already at the beginning of the electrochemical studies of
the electrified liquid/liquid interfaces [11,12]. To avoid such interfacial turbulences in
recording current—potential curves, surfactant was added to the system in analogy with
the suppression of the polarographic maxima by adding surface-active substances [13].
The interfacial turbulence in the voltammetry of ion transfer has been rather considered
to be a nuisance than made use of as a phenomenon carrying rich information of the
interfacial properties. As a matter of fact, the chaotic current oscillation appears in
voltammograms with some regularity [14]. The current oscillation occurs at the potential
in the vicinity of the standard ion- transfer potential of the surface-active ions. Moreover,
the potential where the interface becomes unstable is often limited to a certain region
around the standard ion transfer potential. The origin of such interfacial turbulence in
voltammetry of ion transfer across the liquid/liquid interface can be understood in terms
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of the concept of the electrochemical instability we proposed recently [15]. The interplay
of the adsorption and partition of surface-active ions can bring the liquid/liquid interface
into a thermodynamically unstable state where the second derivative of the intefacial
tension with respect to the phase-boundary potential becomes positive.

In the interfacial turbulences in solvent extraction, the phase-boundary potential has
not been considered to be a major player, probably because no net electric current flows
across the interface in conventional extraction experiments. It seems, however, that the
electrochemical instability established through the study of voltammetry of ion transfer
can explain salient features of the turbulences in such electrically neutral conditions,
using the phase-boundary potential as the key parameter, as is the case of the theoretical
understanding of the ion-pair extraction from the viewpoint of electrochemistry of ion
transfer where the phase-boundary potential plays a pivotal role [16,17].

In the following, we describe first a theoretical basis of the electrochemical insta-
bility and then introduce some characteristic features of experimental behaviour of the
electrochemical instability.

7.2. THEORETICAL BACKGROUND

7.2.1. Potential-Dependent Adsorption of Ions at the Liquid/Liquid Interface

We consider the adsorption and partition of an ionic surfactant i in two immiscible
electrolyte solutions, O and W, in contact, as a function of the phase-boundary potential
between O and W, AY¢ = ¢W — ¢©, where ¢V and ¢© are the inner potentials in W
and O. When a surface-active substance partitions between O and W, the partition of
the surfactant and the two adsorption processes from both sides of the interface are not
independent of each other, as these are all affected by A%} ¢ [18]. The dependence of the
partition of an ionic substance on AJ¢ is expressed by the Nernst equation,

RT _ °
In
Z,‘F

C;
AZ$ = Ag¢7 + — In— (1)
i

where Ag@e is the standard ion-transfer potential, z; is the signed unit of electronic
charge on ion i and ¢ is the concentration of i in the phase a(a = O or W).

The dependence of the adsorption on AY¢ is represented in the adsorption Gibbs
energy. A simple model for this dependence is the linear variation of the adsorption
Gibbs energy of the ionic surfactant on AY¢ [18]. For the adsorption from O, we may
write [18]

AGYY = AGS; + u FB AT ¢ — AY#7] @

ads,i

where AG2. is the standard Gibbs energy of adsorption from O, B; is the constant that

ads, i

does not depend on Ang and AGY, . is the standard adsorption Gibbs energy at AY ¢°.

ads,i
We have chosen Agd;ie as the reference point of the potential-dependent AG2? and

ads,i
w,0 o Wyp — AW O
AG,,; for convenience [18], because at Ag ¢ = Ag¢;

0,0 w.0
AGads,i = AGads,i = AGZSJ (3)
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Similarly, for the adsorption from W,
AGRS = AGS,, — uF(1 — B)[Ad ¢ — AT ¢P] @

where AG::;‘} is the standard Gibbs energy of adsorption from W. The sign of the second
term on the rhs of Equation (2) has been chosen so that the adsorption of anions from O
becomes favourable when A}’)"cp is positive. A fraction of the phase-boundary potential
referred to the standard ion-transfer potential thus works as the electrochemical driving
force for the adsorption from each phase, which, incidentally, resembles the Butler—
Volmer equation for the electrode reaction.

Using Equation (4), we can calculate the dependence of the adsorption on AJ ¢ for
a particular adsorption isotherm. When the adsorption and partition processes are in a
thermodynamic equilibrium, the adsorption of i is described by an adsorption isotherm

in the from
B ®gm;/ VYV = f(6) (5)

where B® is the adsorption coefficient of i at AY @, m; is the total amount of the
surfactant i in the system, 6 is the surface coverage of i and V,, is the volume of the
phase W. We have neglected the contribution of the adsorption of i to m;. The potential-
dependent term in Equation (5)is &;, defined by

=By ;
P 1+rev ©

where r is the ratio of the volume of O (V°) to V¥, thatis, r = VO/ V"V and
yi =(ziF/RT)(A5 ¢ — AJ 7) )

Given a functional form of f(8), we can calculate the dependence of the adsorbed amount
of the ionic surfactant, I, as a function of Agdx

Figure 7.1a shows the dependence of 6; on y; at 8; = 0.5 for two values of the
interaction parameter a, 1.0 (curve 1) and 2.0 (curve 2), in the Frumkin isotherm [19]:

f) = ] 6 9 exp(—2aéb;) 8)
-
It is seen that the adsorption reaches a maximum right at A¥¢ = AY¢°. The location
of the adsorption maximum on the y;-axis depends on the value of §; that may vary
between 0 and 1. An important point is that the adsorption decreases at both sufficiently
positive and sufficiently negative values of y;, whatever the value of 8; is [18]. This
characteristic dependence of adsorption in the phase-boundary potential is the origin of
the electrochemical instability (vide infra).
According to the thermodynamics of the interface, the adsorption induces the varia-
tion in the interfacial tension, y, a decrease (increase) in the case of the positive (negative)
adsorption. In the case of the Frumkin isotherm, the decrease in y is given by [19]

Ay =y —y = RT [lln(1 ~ 6) + a6?] &)

where I, is the maximum adsorption. Equation (9) represents the variation of ¥ as a



158 CHAPTER 7

-20 -12 -4 4 12 20

FIGURE 7.1. Dependence of surface coverage on phase-boundary potential; (a) and corresponding depres-
sion of interfacial tension (b) for absorption modelled by Frumkin isotherm at two values of interaction
parameters (a = 1.0 (curve 1) and 2.0 (curve 2). Adapted from Figure 1 in Ref. [15].

function of A ¢ through the potential-dependent term 6 = I /I7,. Figure 7.1b shows
the decrease in y corresponding to the adsorption shown in Figure 7.1a. The beli-shaped
adsorption thus naturally leads to the dip in the y vs. y; curves.

7.2.2. Electrocapillary Curves Based on the Gouy—Chapman Theory

At the interface between O and W, the presence of the electrical double layers on
both sides of the interface also causes the variation of y with AY¢. In the absence of
the specific adsorption of ions at the interface, the Gouy—Chapman theory satisfactorily
describes the double-layer structure at the interface between two immiscible electrolyte
soultions [20,21]. For the diffuse part of the double layer for a z:z electrolyte of concen-
tration ¢V in the phase W whose permittivity is £V, the Gouy—Chapman theory [22,23]
gives an expression

2RT qv
W _ W Gnh ) ——2 10
" — 9, 7 sinh [(SRTchW)l/Z] (10)

where ¢y in the potential at the outer Helmholtz plane in W and q" is the excess surface
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charge density in W. Similarly, for the diffuse part of the double layer in O,

2RT . _ qv
o _ 1 11
¢2 zF sinh [(SRTEOCO)I/Z] (1)

where ¢9 is the potential at the outer Helmholtz plane in O.
The total phase-boundary potential is composed of three parts:

AYS = (0¥ — ) + () — 87) + (85 — 6°) (12)

Once we know the value of the inner potential difference, ;' — ¢, we can correlate
A ¢ with g% using Equations (10) and (11) and then calculate the variation of y with
A ¢ due to the presence of the electrical double layers. In the present model, we simply
neglect ¢Y — ¢, which is known to be small and shows no strong dependence on AQ,¢
[24].

For further simplification, we calculate y for the case when eVcV = £0¢° = ec.
Then we obtain
g% = (8RTec)"? sinh (- A¥g (13)
4RT

As the electrocapillary equation at constant pressure and temperature has the form

—dy =q%dad ¢+ Ijdu; (14)
J

integrating Equation (13) from the potential of zero charge, AY Opzc, 1O Ag(b at constant
temperature, pressure and composition gives

2F

4RT
Yo— Y = ( iF )(SRJ ec)'’'“cos (4

Ag.p) 15)
Under the assumptions employed, the parabolic shape of electrocapillary curves in this
model is expressed as the hyperbolic cosine of AY ¢. Electrocapillary curves calculated
as 25°C and z = 1 using Equation (15) are shown for ec/gy = 8 and 80, where &g.is the
vacuum permittivity, as dashed lines in Figures 7.2a and 7.2b, respectively. It is seen
that the curvature of the electrocapillary curves becomes greater with increasing value
of ec.

7.2.3. Electrocapillary Curves in the Presence of the Adsorption of Ionic Surfactant

‘When ions specifically adsorb at the interface, the excess surface charge density is
divided into three parts, the charges in the two diffuse parts of the double layer, g%© and
g%V, and the charge due to the specifically adsorbed ions, ¢° [25]. The electroneutrality
condition of the entire interfacial region is

For showing the presence of the instability window, we here employ a simlified assump-
tion that the variation in y due to the specific adsorption of ions (Equation (9)) and that
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FIGURE 7.2. Electrocapillary curves at two values of ec, 8 (a) and 80 (b), when AY ¢p,c = AY @®i in the
absence (dashed lines) and presence (curves 1 and 2) of surfactant adsorption corresponding to the conditions
in Figure 7.1. Adapted from Figure 2 in Ref. [15].

due to the presence of the diffuse part of the double layer (Equation (15)) are additive,
though, strictly speaking, the specific adsorption of surface-active ions at a given value of
AY ¢ necessarily alters g% through Equation (16). This approximation may be justified
when the system contains sufficient amounts of supporting electrolytes in both phases,
while the concentration of surfactant ions is small.

Curves 1 (a = 1.0) and 2 (a = 2.0) in Figure 7.2a and those in Figure 7.2b were
obtained by adding the curves 1 and 2 in Figure 7.1b to the curves in the absence of
the specific adsorption (dashed lines in Figures 7.2a and 7.2b) for the special case when
AY ¢? coincides with the electrocapillary maximum, AY ¢ Resultant electrocapillary
curves exhibit dips and the curvature of the electrocapillary curves becomes positive in
the middle of the dips both in Figures 7.2a and 7.2b.

As the second derivative of y with respect to AQ¢ is the double layer capacitance

Cu, that is,
an 3%y
Cq = (aA—w-> = — (3Aw 5 a7
0¢ T.P.u; 0¢ T.Puj

the positive curvature in the middle of the dips in Figure 7.2 means that Cy is negative.
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7.2.4. Electrochemical Instability

The positive curvature is not realized in actual systems from the thermodynamic
requirement for the stability of a system, that is, the second derivative of the excess Gibbs
energy, AG® = y, with respect to A}y ¢ variable be negative, at 7 and P constant:

32 *AG°
306/ 1 Py, 3P/ 1.p

We call the instability of the interface caused by the violation of this stability
condition the electrochemical instability. This connotes the stability intrinsic to the elec-
trochemical interfaces where the phase-boundary potential contributes to the energy state
of the interface.

The relationships between y, g%V and Cy are shown in Figure 7.3 as a function of
yi. The solid line in Figure 7.3a is the same as curve 1 in Figure 7.2a, and the dashed line
and solid line in Figure 7.3b are the corresponding slope and curvature shown in the unit
of charge density and capacitance, respectively. In this particular case, the capacitance
becomes negative when |y| < 1.6, that is, there is an instability window of about 82 mV
at room temperature for a 1:1 eletrolyte. In actual systems, the system escapes from
the instability by dissipating energy through emulsification or other Marangoni-type
movements of the interface [14,26]. There are two remarkable features in this instability;
first, the region where the interface becomes unstable exists as a potential window, i.e.,
the instability window, on the axis of the phase-boundary potential, and, second, the
interface becomes unstable even when the interfacial tension has a large positive value.

7.2.5. Width and Location of the Instability Window

The width of the instability window depends on three factors, the magnitude of
Ay; due to the surfactant adsorption, the curvature of an electrocapillary curve, and the
relative location of A% ¢S with respect to A% @y,c. The quantity Ay; is a function of
B?'em;, ie., AGgs, ; and the amount of ionic surfactant, and the form of the adsorption
isotherm, in addition to 7. The effect of the relative location of A} @y, and A} ¢° on
the instability window is illustrated in Figure 7.4 at two different values of ec/gg, 0.8
(0.01 mol - dm™? in water: Figure 7.4a) and 80 (1.0 mol - dm™? in water: Figure 7.4b)
for four values of Bio'em,-: 10 (curves 1), 1 (curves 2), 0.1 (curves 3) and 0.01 (curves 4),
together with the curve with no adsorption (base). When AY¢° — A¥¢,,. = 4RT/F
(a and b) and the supporting electrolyte concentration is low, the instability window
exists unless the concentration of the surfactant is low or its surface activity is very weak
(curve 4in Figure 7.4a). In contrast, when the supporting electrolyte concentration is high
(Figure 7.4b), no positive curvature develops in the electrocapillary curves, even though
the ion is surface-active. The shape of the curve resembles archetypal electrocapillary
curves of mercury electrodes in the presence of the specific adsorption of anions [25].

The interface is stable in the entire range of the applied potential or, more realis-
tically, the interfacial tension easily becomes zero with applying the potential, possibly
resulting in the interfacial instability of another kind at y ~ 0, where the electrocapillary
emulsification [27] may take place.
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FIGURE 7.3. Hlustration of the instability window in electrocapillary curve (a), excess surface charge density
vs. potential curve (b) and double-layer capacitance vs. potential curve (c) in the absence (dashed lines)
and the presence (solid lines) of the adsorption and partition of an ionic surfactant. Parameters used for
calculation are the same as those in Figure 7.1. Shaded region shows the potential range where the system
is thermodynamically unstable. Horizontal dashed lines in the middle of b and ¢ represent the lines of zero
surface charge and of zero capacitance, respectively. See text for parameters used for the calculation. Adapted
in Figure 1 in Ref. [14].

Itis seen that an ionic surfactant that has AY ¢° close to Ag ¢y is the most powerful
in destabilizing the system. Even if the surface activity is strong, the electrochemical
destabilization would be small for surfactants whose AY ¢ is distant from AY pzc.

The location of AY @y, is usually in the middle of the potential window for a polar-

ized interface between the immiscible electrolyte solutions [21]. It is expected therefore
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FIGURE 7.4. Effect of the location of A¥ ¢ with respect to A¥ ¢y, at four different values of m; B%®, 10
(curves 1), 1 (curves 2), 0.1 (curves 3) and 0.01 (curves 4) for two concentrations of supporting electrolytes,
0.01 mol - dm™? (a) and 1.0 mol - dm™> (b). Adapted from Figure 5 in Ref. [15].

that ionic surfactants having the values of Ag¢? in the middle of the potential window
are the most powerful for spontaneous emulsification, provided that the phase-boundary
potential is optimized, that is, located close to A‘évcppu. In spontaneous emulsification,
the distribution potential would be the most important factor in determining the phase-
boundary potential. The type of the counterions is then crucial in determining the degree
of the emulsification through their AY ¢ values.

The concentration of the supporting electrolyte can also affect the width of the
window, as can be seen in Figures 7.4a and 7.4b (see also Figures 7.2a and 7.2b). The value
of 8 for ec/gy correspond to 0.1 mol- dm~>1:1 electrolyte in water and 0.28 dm=31 : 1
electrolyte in nitrobenzene. The higher the concentration of the supporting electrolyte, the
stronger the curvature of the electrocapillary curve, leading to shallower dents. The width
of the instability window therefore becomes narrower with increasing concentration of
the supporting electrolytes; the system becomes more stable.

7.2.6. Electrochemical Instability Under Current Flow

The concept of the electrochemical instability is based on the thermodynamic
arguments. In most of experimental studies of electrochemical instability, however,
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voltammetry has been conveniently employed [14,26,28]. The concept of the electro-
chemical instability also applies to this voltammetric or other conditions where the net
flow of ions across the interface exists.

The ion transfer across the liquid/liquid interface is fast in comparison with the
mass transfer at least at the planar interface in conventional timescale of longer than
millisecond; the ion transfer can be treated as an electrochemically reversible process
[24,29]. The adsorption also seems to be fast under the same condition [14]. Thus it
is a good approximation to assume the Nernst equation for the surface concentrations
cO(x = 0)and ¢}V (x = O):

RT  Px=0)
Adp = AT$? + — In-i———
O¢ O¢l ZF cl-W(x =0)

19)
and a certain adsorption isotherm, for example, the Langmuir isotherm, also for the
surface concentration:
Bic!(x =0) = O (20
[ 1 - 0[
Here, x is the distance along the axis normal to the interface at which x is taken to be
zero and is directing towards the bulk of the W phase.
The mass balance of ion i is expressed as

w 0

e @b

Ox |, Ot ox |,

where D} is the diffusion coefficient of i in a(ax = W or O). It can be shown that this
continuity equation is basically the same as the mass balance in the equilibrium parti-
tion of i in the two phases [18]. In this case the ratio of the diffusion layer thickness,
80/8Y, is the counterpart of V©/VV in the partition. It is expected therefore that the
arguments developed above basically hold also under the current flow. We can quanti-
tatively estimate the time-dependent thickness of the diffusion layer by solving the dif-
fusion equation under proper initial and boundary conditions including Equations (19)—
@21n.

Figure 7.5 shows the variation of the surface coverage of i with £ on the
forward (solid line) and reverse (dashed line) scans of E for two sets of parame-
ters: B; = 0.5, BY = 1, I'nv/2Z: FV/RT /(+'D¥"°cY) = 10 (curve 1) and B; = 0.5, BY =
100, Iin/Z: FV/RT /(v'DVPcY) = 1 (curve 2), where B is B* at E = E°, I, is the
maximum adsorption of i, and beW is the bulk concentration of i in W. In this model,
AY#? is set to 0.

The adsorption reaches a maximum in the vicinity of the interface for both cases.
When the surface activity is not strong (B = 1), the adsorption maximum is located
about 50 mV more positive with respect to A ¢?, though the symmetry factor §; is 0.5.
In the reverse scan, the adsorption in weaker. This predicts that the instability window
is narrower in this case in the reverse scan, as exemplified by the horizontal dotted
line which schematically indicates a hypothetical threshold level for the electrochemical
instability.
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FIGURE 7.5. Dependence of adsorption on E for forward (solid line) and reverse (dashed line) scans cal-
culated assuming that §; = 0.5, BY = 1, I, /z; FvJRT /(¥'D¥ bYY) = 10 (curve 1) and B; = 0.5, BY =
100, I'w/z; FV/RT /(¥ DV bY) = 1 (curve 2). Horizontal dashed line illustrates a threshold level for sta-
bility of the interface.

When the surface activity is stronger, the surface coverage is high throughout the
values of AY ¢ calculated (curve 2). The peak becomes dull and there is no big difference
between the surface coverages in the forward and reverse scans. Nevertheless, by and
large, the results of numerical calculation in Figure 7.5 indicate that the properties of
the electrochemical instability under the current flow are essentially the same as those
in the thermodynamic equilibrium.

7.3. EXPERIMENTAL FEATURES OF ELECTROCHEMICAL INSTABILITY
IN ELECTROCHEMICAL TRANSFER OF IONIC SURFACTANT ACROSS
THE LIQUID/LIQUID INTERFACE

7.3.1. Voltammetry of Anionic Surfactant Transfer

Figure 7.6a shows cyclic voltammograms for the transfer of octanesulfonate ion,
OS~, at several scan rates at the DCE/W interface when the bulk concentration of OS™
is 0.5 mmol - dm~>. The potential of the Ag/AgCl electrode in W with respect to the
potential of the Ag/AgCl electrode in the reference W phase, Wr, is denoted as E.
When the scan rate is higher, the voltammograms look like ordinary voltammograms for
the diffusion-limited transfer of ions. A flat DCE/W interface was made at the orifice
of a glass tube [14]. At slower scan rates, however, the voltammograms occasionally
display irregular currents as illustrated by the voltammogram at 10 mV . s~!. This ir-
regular current might look like a noise irrelevant to the ion-transfer process. When
the concentration of OS™ is raised, the irregular current appears more reproducibly
and the extent of the irregularity also increases dramatically, as exemplified by the
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FIGURE 7.6. Cyclic voltammograms for the transfer of octanesulfonate (OS ™) across the DCE/W interface.
Compositions of the solutions: W: 50 mmol - dm~> LiCl 4 0.5 mmol - dm~3 OS~; DCE: 20 mmol - dm™>
TPnATPB; Wr: 5 mmol - dm~> TPnACI + 10 mmol - dm~> MgCl,. Scan rates: 10, 50, 200 and 1000 mV -
s~'. b: 2 mmol - dm = OS~ in W, Scanrate: 10 mV -s~'.

voltammogram in Figure 7.6b recorded at 2 mmol - dm— OS™~ in W at the scan rate of
10 mV - s~!. This irregularity suggests the presence of the electrochemical instability at
the interface.

A similar irregularity in voltammograms of ion transfer is exhibited more clearly
in the transfer of alkanesulfonates with longer alkyl chains. The solid line in Fig-
ure 7.7 shows a voltammogram for the transfer of dodecanesulfonate at the DCE/W
interface. The dotted line is a voltammogram recorded after a drop of a DCE solu-
tion of sorbitan monooleate, known as a stabilizer against the hydrodynamic turbu-
lences at the liquid|liquid interface, was added in the vicinity of the interface. This
voltammogram has a form expected for the diffusion-limited transfer of ions, from
which we can determine the mid-point potential E;q of the transfer of dodecanesul-
fonate to be 320 mV. Comparing the two voltammograms, we can see that the current
starts to increase when the potential reaches around Epg. This is in line with one of
the predictions of the electrochemical instability that the instability window is located
around the standard ion-transfer potential of the transferring ion. Detailed experiments
obtained by systematically changing the alkyl chain lengths of alkanesulfonates and
alkyl sulfates unequivocally demonstrate that the centre of the instability window is
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FIGURE 7.7. Cyclic voltammograms of the transfer of dodecanesulfonate ions at 0.5 mmol - dm™> in W
in the absence (solid line) and in the presence (dotted line) of sorbitan monooleate. Scan rate: 50 mV -s~'.
The location of the mid-point potential is shown as the thick vertical line. Arrows a, b, ¢ and d indicates the
potentials stepped in chronoamperometric measurements (Figure 7.8).

located around E;q of the transferring ion, irrespective of the location of E,q itself
[14].

7.3.2. Potential-Step Chronoamperometry

Although voltammetry is conveniently used to study the instability, it is not ideal to
examine whether the region of E where the interface is unstable is window-like or not, as
the hydrodynamic movement of the solution phase due to the interfacial turbulence, once
induced, tends to last for some time. The potential-step experiments would then be more
suitable because we can make the potential jump over the instability window. Figure 7.8
shows current-transients when E is stepped from 500 mV to four different potentials,
350 (panel a), 250 (panel b), 175 (panel ¢) and 150 (panel d) mV. Dotted lines are the
results when the DCE phase contains sorbitan monooleate for stabilizing the interface.
Three solid lines are three independent runs. When E is 350 mV, that is 30 mV more
positive to the mid-point potential, 320 mV, four traces are completely overlapped with
each other (panel a). When E is stepped beyond the mid-point potential, three traces
reproducibly exhibit irregular currents with some spikes (panel b). This irregularity
becomes less pronounced but persists at E at 175 mV (panel c¢). However, when E is
stepped to 150 mV, all traces again overlap almost perfectly. This clearly demonstrates
that the instability region is window-like and the interface recovers the stability in the
limiting current region.

This is very important, because the interface is stable in the presence of the diffusion-
limited current, that is, the maximum current available, flowing across the interface. In
other words, the flow of current or ions across the interface is not directly responsible for
the interfacial turbulences, which in fact makes the strong contrast of the electrochemical
instability with the instability associated with interfacial chemical reactions of the type
treated within the framework of the linear stability theory [9,10,30].
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FIGURE 7.8. Potential-step chronoamperometry measurements for the transfer of dodecanesulfonate ions at
four different potentials stepped from 500 mV to 350 (a), 250 (b), 175 (¢) and 150 (d) mV. Other conditions
are the same as those in Figure 7.7. Adapted from Figure 7.6 in Ref. [14].

7.3.3. Electrocapillarity Measurements

Figure 7.9 shows the electrocapillary curves recorded using the video-image pro-
cessing of a pendant drop of the DCE solution in the W phase in the absence (curve 1)
and presence (curve 2) of 1 mmol - dm~ dodecanesulfonate in W. The presence of do-
decanesulfonate ions does decrease . The values of y are, however, never lower than
10 mN - m~! over the entire potential range examined. During the recording of the image,
the kicking motion of the drop was reproducibly observed in the middle of the potential.
Simultaneously, the turbulence occurred inside the drop in the same potential region,
indicating that the W/O type emulsion particles are formed in the DCE phase.

Curve 2 provides good evidence for the emulsification at large positive values of y,
which confirms the prediction from the electrochemical instability.

7.4. CONCLUSIONS

The concept of the electrochemical instability has been illustrated using a simple
model for the coupling of the adsorption and partition of surface-active ions. Three main
features of the electrochemical instability, that is, (1) the location of the instability in
the values of the phase-boundary potential, (2) the existence of a window-like instability
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FIGURE 7.9. Electrocapillary curves in the absence (curve 1) and presence (curve 2) of 1 mmol - dm~> in W.
Supporting electrolytes: 0.1 mol - dm~ LiCl (W) and 0.1 mol - dm™> tetrapentylammonium tetraphenylb-
orate (DCE). The aqueous solution on the reference side contains 5 mmol - dm™> tetrapentylammonium
chloride and 10 mmol - dm™ MgCl,.

zone in the phase-boundary potential and (3) the instability at a finite positive value
of the interfacial tension, have all been confirmed experimentally for the transfer of
anionic surfactant across the 1,2-dichroloethane / water interface. Similar electrochemical
instability has been experimentally verified, recently, also in the transfer of cationic
surfactants [28] and the facilitated transfer of metal ions with surface-active ligand at
the liquid/liquid interfaces [31]. The electrochemical instability is a counterpart of the
phase transitions associated with the pV, ST and nu terms. In this respect, this newly
introduced concept associated with the electrical energy of the interface would widen our
views on the thermodynamic stability of not only macroscopic liquid/liquid two-phase
systems but also a variety of other systems where the presence of the interface is decisive
in determining their physicochemical properties.
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Electron Transfer at
Liquid/Liquid Interfaces

Toshiyuki Osakai and Hiroki Hotta
Kobe University, Nada, Kobe 657-8501, Japan

8.1. INTRODUCTION

The study of electron transfer (ET) at the polarized oil (O)/water (W) (or liquid/ liquid)
interface is useful for understanding not only certain catalytic reactions in two-phase
systems (e.g., liquid membranes, microemulsions, micelles, etc.) but also energy con-
version processes occurring at biomembranes. In 1979, Samec ef al. [1,2] reported, as the
first example, an ET between ferrocene (Fc) in nitrobenzene (NB) and Fe(CN)g3~ in W:

Fc(NB) + Fe(CN)s* (W) == Fc*(NB) + Fe(CN)s*~ (W) €))

A well-defined voltammetric wave with positive- and negative-current peaks due to
the forward and backward ET processes was observed. However, the possibility was
suggested [3] that the reaction mechanism for this ET system is not simple, but involves
ion transfer (IT) of the product, i.e., Fc* (see the “IT mechanism” described below).

In 1988, Schiffrin’s group [4] claimed that the use of lutetium biphthalocyanine
(LuPc;) complex more hydrophobic than Fc enabled observation and investigation of a
“true”, or heterogeneous, ET across the O/W interface. A series of subsequent papers
reported ET systems by other hydrophobic metal complexes including tin diphthalo-
cyanine [5], iron and ruthenium metalloporphyrin complexes with pyridine [6] and Fc
derivatives [7]. These experimental studies then stimulated theoretical studies on the ET
kinetics [8-12].

On the other hand, Kihara’s group reported interesting ET systems for biologi-
cal molecules including L-ascorbic acid [13], flavin mononucleotide (FMN) [14] and
[3-nicotinamide adenine dinucleotide (NADH) [15]. While these ET systems are very
important from a biological viewpoint, their reaction mechanisms are often complicated
by the coupling of ET and proton or ion transfer.
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A recent introduction of scanning electrochemical microscopy (SECM) to this field
{16-23] has revitalized the study of ET at the O/W interface. In contrast to the con-
ventional, four-electrode cyclic voltammetry at externally polarized O/W interfaces, the
SECM measurements not necessarily require supporting electrolytes, and thus can be
carried out over a wide range of driving forces without the limitation of the potential
window. This advantage of SECM allowed for an experimental verification of the Marcus
theory in the driving-force dependence of the ET rate constant [18,21].

This chapter is focused on the reaction mechanisms of ET at O/W interfaces, and
features recent developments of theories and methodologies. The reader is also referred
to some excellent reviews [24-27] on the similar subject. This chapter does not cover
photo-induced ET reactions, which are described in detail in the review of Fermf and
Lahtinen [26].

8.2. ELECTRON TRANSFER AT THE POLARIZABLE O/W INTERFACE

8.2.1. Principles

Let us consider an ET reaction between a hydrophilic redox couple (O1/R1) in the
W phase and a hydrophobic redox couple (O2/R2) in the O phase:

R2(0) + O1(W) =— 02(0) + R1(W) 2)
in which n electrons are involved. If this ET system is in equilibrium, the Galvani potential
difference (A ¢) of the O/W interface is given by the Nernst equation:

W, AW o ﬁ w]—o
Aod = Agder + In ([Ol]w[RZ]o)

nF
where the brackets [ ]w and [ Jo stand for the equilibrium concentrations of redox species
in the W and O phases, respectively; R, T and F have their usual meanings; and qufJgT
is the formal potential which is determined by

&)

. RT AL
AW¢E — AW¢O 4 - In ( R1702 (4)
O YET O YET nF y(\)hiyl?z

Here y represents the activity coefficient of a redox species in the indicated phase, and
A¥ 2y is the standard redox potential for the ET system, being given by the difference
between the standard potentials of the respective redox couples that are expressed on a
same potential scale:

A gy = Edora — Ediri )

If we choose a proper set of redox couples whose AY/¢g; lies within the potential
window, we can observe the voltammetric wave due to the ET shown in Equation (2).
Figure 8.1 shows the formal potentials, E o (~E?°), of various redox species in W, NB and
1,2-dichloroethane (DCE) versus normal hydrogen electrode (NHE) {28]. In this figure
are shown the data presented in the previous review [26] and other data [6,29-32].

The ET reaction at the polarizable O/W interface thus described is formally similar
to that at a metal electrode surface. This allows us to employ usual electrochemical
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FIGURE 8.1. Formal potentials of redox species in W, NB and DCE versus NHE. Abbreviations:
ZnTMPyP = zinc tetra- N-methyl-4-pyridium porphyrin, DcMFc = decamethylferrocene, TCNQ = 7,7,8,8-
tetracyanoquinodimethane, DiMFc = dimethylferrocene, Fc = ferrocene, RuTPP(py), = bis(pyridine) meso-
tetraphenylporphyrinato ruthenium(II), SnPc; = tin(IV) diphthalocyanine, LuPc, = lutetium(III) diphthalo-
cyanine, DiFCET = diferrocenylethane, TAA = tris(4-methoxyphenyl)amine, TPB = tetraphenylborate,
TBrPA = tris(4-bromophenyl)amine, TCIPB = tetrakis(4-chlorophenyl)borate. The data is from Ref. [26],
except where otherwise noted: ¢ Ref. [6], ® Ref. [29], ¢ Ref. [30], ¢ Ref. [31], ¢ Ref. [32]. Reprinted from
Ref. [28], with permission from the Polarographic Society of Japan.
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techniques including cyclic voltammetry (CV), polarography and a.c. impedance method
for the study of ET at O/W interfaces.

8.2.2. Voltammetric Behaviour

Now let us assume that the redox couple in one phase (e.g., O1/R1 in W) exists in
excess. In this case, the interfacial concentrations of O1 and R1 are kept constant even if
the ET reaction proceeds. Then, the Nernst equation (3), which is valid for reversible ET
systems, is reduced to A‘gqb = const. + (RT/nF) In([02]o/[R2]o). This expression is
the same as that for a typical electrode reaction. Thus, the W phase containing O1 and
R1 in excess may be regarded as a metal electrode, and the ET reaction is limited by the
diffusion of O2 in O from the bulk to the interface. The reversible cyclic voltammogram
obtained under these conditions has a peak separation of (59/n) mV (at 25°C) in the
same manner as that obtained for a typical electrode reaction.

Unless one of the redox couples exists in excess, however, the shape of a reversible
wave in CV is changed by relative concentrations of the redox species. This was first
claimed by Girault et al. [33]. Figure 8.2 represents reversible cyclic voltammograms
(with n = 1) calculated for various concentration conditions. Panel (A) shows the case
where the concentration of the redox couple in W, [O1/R1}w(=[O1]w = [R1]w), is
changed at constant concentrations of the redox couple in O (i.e., [02]o = 0 mM;
[R2]o = 1 mM). When [O1/R1}w is high enough (i.e., 100 mM), the peak separation
is 59 mV as described above. However, it should be noted that the peak separation
becomes larger with decreasing [O1/R1]w. Thus, for the ET at the O/W interface, the
peak separation of a reversible wave is not necessarily (59/n) mV. Panel (B) in Figure 8.2
shows the case where [R2], is changed at {O1]y = [R1]lw = 1 mM and [02]p = 0 mM.
The decrease of [R2]o from 100 mM to 1 mM leads to a shift of the midpoint potential
from 71 to 101 mV. Thus, for the ET at the O/W interface, the midpoint potential does
not necessarily coincide with the value of AY ¢§’T, being generally influenced by the
concentration conditions for redox species.

N i s Il 2 1 N N " i
-0.3 -0.2 -0.1 4] 0.1 0.2 -0.3 ~0.2 -0.1 0 0.1 0.2

Ae-agd’ (v) AR e— Ao (V)

FIGURE 8.2. Reversible cyclic voltammograms of ET at the O/W interface under various concentration
conditions. (A): [Ollw = [R1lw = (a) 100, (b) 2, (c) 1 mM; [O2]p = 0 mM; [R2]p = 1 mM. (B): [Ol}w =
[R1lw = 1 mM; [02]p = 0 mM; [R2]p = (a) 100, (b) 10, (c) 2, (d) 1 mM. The diffusion coefficients of all
redox species are 1 x 10™° cm?. s~'. Sweep rate: 0.1 V - s—!. Reprinted from Ref. [28] with permission from
the Polarographic Society of Japan.
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8.3. NEW METHODOLOGIES

Conventional electrochemical techniques including CV [1-7], current-scan po-
larography [13-15,34,35] and a.c. impedance method [36,37] have so far been used
for the study of ET at O/W interfaces. However, recent development in microtechnology
brought to an introduction of SECM in this field [16-23]. Our group has also developed
a few devices for characterizing ET reactions at O/W interfaces [38,39]. In this section,
new methodologies recently introduced in this field are described.

8.3.1. SECM

In the SECM measurements, an ultramicroelectrode tip is used as a probe for ET
occurring at an O/W interface. The electrode potential is controlled by a three-electrode
potentiostat, whereas the potential drop across the O/W interface is usually determined by
adding a common ion to both phases (except for the recent study [23] using an externally
polarized interface). This sets the SECM measurements free from the restriction of the
potential window. It should also be noted that in ordinary SECM measurements, all
electrodes are in a single phase, so that it is possible to avoid the problems of IR drop
and charging current. These advantages of SECM have been realized in kinetic studies
of ET at O/W interfaces.

As another application of microtechnology, a microelectrochemical technique by
laser trapping of a single oil droplet was developed by Nakatani et al. [40-42].

8.3.2. ECSOW System

Hotta et al. [38] have developed a new electrochemical device for studying ET at
the O/W interface, in which the O and W phases are separated by an electron conductor
(e.g., Pt). This system is named as electron-conductor separating oil-water (ECSOW)
system. As shown in Figure 8.3, the EC phase that separates the O and W phases
can be feasibly realized by connecting two platinum disk electrodes with an electric
wire.

FIGURE 8.3. Electrolytic cell for the ECSOW system: (a) O phase; (b) W phase; (c), (d) platinum disk
electrodes connected with an electric wire; (e), (f) reference electrodes with Luggin capillaries; (g), (h)
platinum coil electrodes; (i), (j) N2 gas inlet. Reprinted from Ref. [38], with permission from Elsevier
Science.
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FIGURE 8.4. Cyclic voltammograms observed with (A) the ECSOW system and (B) the corresponding O/W
interface in the presence of (a) 100, (b) 20, (c) 10 and (d) 1.0 mM Fc in NB and 0.5 mM Fe(CN)s* and
0.1 mM Fe(CN)s* in W. Sweep rate: 0.1 V - s™'. The solid circles in panel (A) show the regression data.
Reprinted from Ref. [38], with permission from Elsevier Science.

By controlling the Galvani potential difference between the O and W phases in
a similar manner to the O/W interface, the ET across the EC phase can be observed
voltammetrically. Panel (A) in Figure 8.4 shows, as an example, a set of cyclic voltam-
mograms observed with the ESCOW system in the presence of various concentrations
of Fc in NB and 0.5 mM Fe(CN)s>~ and 0.1 mM Fe(CN)s*~ in W. For comparison,
cyclic voltammograms obtained at the corresponding O/W interfaces with the same ref-
erence electrodes are shown in panel (B). On the respective panels, curve (a) represents
a voltammogram observed in the presence of an excess amount (i.e., 100 mM) of Fc in
NB. For either the ECSOW system or the O/W interface, a well-defined wave has ap-
peared at the same potential. This shows that the ECSOW system is thermodynamically
equivalent with the corresponding O/W interface, as far as only a simple ET as shown
in Equation (1) occurs either at the O/W interface or via the EC phase in the ECSOW
system.

In Figure 8.4A, the change in the voltammogram with the decrease in {Fc]o is also
shown. As seen in the figure, the midpoint potential shifted to more positive potentials.
This change is totally in line with the theoretical prediction shown in Figure 8.2B for the
reversible waves of ET at the O/W interface. The solid circles in Figure 8.4A show the
regression data obtained by assuming that the ET across the EC phase occurs via two
reversible ET reactions at the platinum electrode surfaces:

Fc(NB) = Fc*(NB) + e (6a)
Fe(CN)¢>~ (W) + e~ = Fe(CN)g (W) (6b)

On the other hand, the voltammograms observed with the O/W interface showed
quite different features. As shown in Figure 8.4B, the positive-current peak was depressed
significantly by lowering [Fclo, suggesting the existence of a kinetically controlled pro-
cess. Such a difference in the voltammetric behaviour between the ECSOW and O/W
systems is due to the fact that no IT can take place in the ECSOW system. The voltam-
metric behaviour for the O/W interface shown in Figure 8.4B can be elucidated in terms
of the IT mechanism described below.
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FIGURE 8.5. Spectrum change of the electrolyzed solution for the ET between Fc in NB and Fe(CN)6*> in
W, which was obtained with the microflow cell [39]. Applied potential: 0.15 V. Flow rate: 100 pl - min™'.

The ECSOW system has also been applied to a biomimetic redox system, i.e., the
oxidation of L-ascorbic acid in W by chloranil added to NB [38]. A comparison of
the cyclic voltammograms obtained with the ECSOW system and the O/W interface has
provided important suggestions on the possible reaction mechanism at the O/W interface.
Thus, the ECSOW system would offer important clues to clarify ET processes at O/W
interfaces.

8.3.3. Methods for Product Analysis

Although product analysis seems essential for the clarification of complex ET pro-
cesses involving biological molecules, only few attempts have so far been made. Ohde
et al. [15,35] conducted bulk electrolysis to determine spectrophotometrically some re-
dox products of interfacial ET reactions. Recently, Sawada et al. [39] have developed
a microflow coulometric cell with a hydrophobic membrane-stabilized O/W interface.
This microflow cell can accomplish complete electrolysis, and thus determination of the
number of electrons for complex ET reactions at O/W interfaces. Also, its use for an
on-line spectrophotometric detection of electrolysis products was made {43]. Figure 8.5
shows the spectrum change of the electrolyzed solution for the ET between Fc in NB and
Fe(CN)s*~ in W. When relatively small potentials were applied to the microflow cell,
Fc* could be detected in the electrolyzed solution. The characteristic absorbance peak at
620 nm showed an undoubted existence of Fc* in the W phase as the electrolysis prod-
uct. This result would also support the IT mechanism. In situ UV-visible spectroscopy
[44-46] also deserves attention for its usefulness in product analysis and clarification of
reaction mechanisms.

8.4. REACTION MECHANISMS

Reaction mechanisms of ET at the O/W interfaces could be classified into two major
categories: IT mechanism and ET mechanism. The former involves an IT of the ionic
species produced by a homogeneous ET in one phase (usually the W phase). The latter
corresponds to a heterogeneous, i.e., “true” ET across the O/W interface.
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FIGURE 8.6. Base-line corrected cyclic voltammograms of the Fe—Fe(CN)¢3~ system at the NB/W interface.
The concentration conditions for (a)-(d) and sweep rate are as in Figure 8.4B. The solid circles show the
regression data obtained by assuming the IT mechanism. Reprinted from Ref. [30], with permission from
American Chemical Society.

8.4.1. IT Mechanism

Our recent study [30] has revealed that the reaction mechanism of the Fc(NB)-
Fe(CN)g*~ (W) system is due to the IT mechanism as follows:

Fc(NB) = Fc(W) (7a)
Fe(W) + Fe(CN)>~ (W) += Fc™ (W) + Fe(CN)s*~ (W) (7b)
Fct(W) = Fct*(NB) (7¢)

In this mechanism, the ET (7b) takes place in a homogeneous media (i.e., in W), and the
IT (7c¢) is responsible for the current flowing through the interface.

Figure 8.6 shows the base-line corrected cyclic voltammograms (solid lines) and
the regression data obtained by assuming the IT mechanism (solid circles). The calcula-
tion of the voltammograms was performed by a normal explicit finite difference digital
simulation technique with an exponentially expanding space grid method. As seen in the
figure, a good fitting of the experimental values to the theoretical ones could be achieved.
The partition coefficient of Fc (Kp = [Fclo/[Fclw = 6000) and the formal potential of
the transfer of Fc* (Ag¢;'c+ = —0.096 V), which were used in the curve fitting, had
been determined in advance by independent experiments. The forward rate constant of
the homogeneous ET (7b), k; = 2.0x 10" M~!. s7!, was obtained as the sole fitting
parameter. It should be noted that the same parameter set was successfully employed
to achieve good fitting results in the voltammograms observed under any concentra-
tion conditions. Thus, cyclic voltammetry combined with a digital simulation technique
has appeared to be a powerful method for the mechanistic study of ET at the O/W
interface.
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FIGURE 8.7. Comparison of the volume of reaction field between the heterogeneous and homogeneous ETs.
The thickness of the reaction field for the homogeneous ET was estimated by a digital simulation analysis for
the Fc (NB)-Fe(CN)s* (W) system [30]. Reprinted from Ref. [28], with permission from the Polarographic
Society of Japan.

Then why does the ET for the Fc-Fe(CN)g>~ system occur not at the interface but
in the W phase, in spite of the small partition of Fc into the W phase? One of the reasons
is in the difference in the volume of reaction field between the ET and IT mechanisms. In
Figure 8.7, the volume of the reaction field for the heterogeneous ET in the ET mechanism
is compared with that for the homogeneous ET in the IT mechanism. In the former, the
reaction field should be restricted to an interfacial layer as thin as several angstroms,
whereas in the latter, it has been found, from the digital simulation analysis, that the
reaction layer in the W phase grows up to ~200 pm in the course of the voltammetric
sweep of a few seconds. Thus, the volume of the reaction field for the homogeneous ET
would be ~10° times larger than that for the heterogeneous ET. Such a large difference
in the volume of reaction field leads to the most crucial advantage of the IT mechanism,
which would overcome its disadvantage, i.e., the small partition of Fc into W (cf. Kp =
6000).

It is evident from these considerations that the use of a less hydrophobic redox
species in the O phase makes the homogeneous ET occur more favourably. Another
example of the IT mechanism has been found in the ET between L-ascorbic acid in
W and chloranil (with Kp = 900) in NB or DCE. This has been confirmed using
potential-controlled polarography [47], potential modulated reflectance spectroscopy
[46], microflow coulometry [39], ECSOW system [38] and digital simulation of cyclic
voltammograms [48].

8.4.2. ET Mechanism

Itis expected from the above considerations that the true ET can be obtained when a
sufficiently hydrophobic redox species is used in the O phase. From this perspective, the
previously reported ET systems involving highly hydrophobic complexes such as LuPc,
[4-6] might be considered as heterogeneous ETs. However, the rate of the heterogeneous
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ETs should suffer from a geometrical restriction, i.e., the existence of the O/W interface
lying between the redox species in the respective phases.

8.4.2.1. Marcus Theory In the early 1990s, Marcus [8] presented a general equation
for the second-order rate constant of a heterogeneous ET at the O/W interface:

— ¥
k=Zexp( ﬁf) 8)

where Z is the pre-exponential frequency factor and AG? is the standard Gibbs energy
of the activation of the reaction, which is related to the standard Gibbs energy of ET
(AG®) with

AG° +wP —w"\?
———) &)

A
AGt=w + - (1
w+4(+ X

Here w" and wP are the work terms for bringing the reactants from d (the distance between
two reactants) = oo and for removing the products to d = 0o, respectively. These work
terms can be estimated based on a dielectric continuum model, from the size and charge
of redox species, dielectric constants of solvents, and locations of the redox species. A
is given by the sum of the reorganization energy of “outer sphere”, i.e., the solvents (A,)
and that of “inner sphere”, i.e., the intramolecular ligands (A;). The value of A; can be
obtained experimentally from the normal vibrational analysis, whereas the value of A,
can be estimated theoretically as the electrostatic energy, in a similar manner to the work
terms. For the equations to calculate w", wP and A,, see the original papers by Marcus [8].

Marcus proposed that the frequency factor Z for a sharp O/W interface is given by

Z =2n(ra + rg)kv(AR)? (10)

where r5 and rp are the molecular radii of the reactants in O and W, respectively; « is the
transmission coefficient (¢ = 1 for a perfect adiabatic ET); v is the frequency of molecular
motion; and AR is the parameter appearing in an exponent for the dependence of the ET
rate on separation distance R (o exp(—R/AR)). Marcus also estimated the frequency
factor for the case in which both reactants are allowed to penetrate the interfacial region
in such a way that their centres can effectively reach the liquid boundary:

Z ~ n(ra + rg)’kv(AR) 11

If we assume that ro +rg = 10 And AR =1 A, it can be estimated that the Z value
given by Equation (11) is approximately two orders of magnitude larger than the Z value
given by Equation (10) for a sharp O/W interface.

In general, the phenomenological Butler—Volmer expression is assumed for the
forward (k;) and backward (k) rate constants of the ET reaction shown by Equation (2):

(1—a)nF

kf=k°exp[ RT

(ade - ad ¢E'T)] (12a)

anF /
ky = k° exp [———ﬁ(qub - A§¢ET)] (12b)
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where k° is the standard rate constant at A% ¢ = A¥ ¢S, and « the transfer coefficient.
These kinetic parameters can be evaluated based on the Marcus theory.

Regarding the evaluation of k°, the value of AG? is first calculated by setting
AG® = —nF(AY ¢ — AY @) = 0 in Equation (9). Using this AG* value and the Z
value calculated with Equation (10) or (11), the value of k at A¥ ¢ = AN ¢ ~ AN gy,
i.e., k° can be obtained.

For the evaluation of &, we substitute AG® = —nF(AY¢ — A% ¢2;) in Equation
(9) to obtain

AGH = AG°1——;—nF(AO¢ AYé3r)

+4lxl 2P (889 — AY9E) Z"F(Ag¢—A%V¢ET)<w"—w')} (13)

where AG°! stands for AG*at AY¢ = AY ¢ When nF|AY¢ — Af @124 « 1,
Equation (13) is reduced to

1 P
AGH= AG* - 2 (1 +2 - d )nF(AB’¢ -adee) - (9

Comparing this equation with the following relation in the classical Butler—Volmer for-
malism (note that A} ¢gr ~ AY¢er),
AGY = AG* — (1 —a)nF (A8 ¢ — AN o3r) (15)

and using the values of w', w® and A, we can obtain the value of «.

8.4.2.2. Diffusion-Controlled Rate Constant Recently, we have calculated the
diffusion-controlled (i.e., attainable maximum) rate constant of ET at an O/W inter-
face [49]. Figure 8.8 shows models for diffusion-controlled bimolecular reactions (a) in
homogeneous solution and (b) at an O/W interface.

Solution il Water

©

() (b)

FIGURE 8.8. Models for diffusion-controlled bimolecular reactions (a) in homogeneous solution and (b) at
an O/W interface. For details, see the text. Reprinted from ref [49], with permission from Elsevier Science.
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In homogeneous solution, molecule B can diffuse from all directions to react with
molecule A. In a diffusion-controlled reaction, when the contact of molecules A and B
immediately yields the products, the molar flux of B, jg ;... across the spherical surface
of the radius of rapg (= ra + rg) around the centre of molecule A can be given by

JB.hom = 47rAB Dag[B] (16)

where Djp is the relative diffusion coefficient that is assumed to be given by the sum of
the diffusion coefficients of A and B (i.e., Dag = D5 + Dg) because of the simultaneous
movement of both molecules. On this basis, Smoluchowski [50] and later Debye [51]
provided an equation for the diffusion-controlled second-order rate constant as

kp hom = 4mwrapDagL (17

where L is Avogadro’s number.

At an O/W interface, however, molecule B in the W phase can approach only from
the W-phase side to molecule A staying in contact with the O-phase side of the interface.
It is here assumed that molecule B reacts with molecule A just when it reaches the
“reaction surface”, i.e., the part of spherical surface of the radius of rap around the
centre of A which bulges out to the W phase (see the shadow part in Figure 8.8b).
The diffusion-controlled molar flux of B towards the reaction surface, jg ., would be
obtained by analogy of Equation (16). However, the relative diffusion coefficient Dag
in Equation (16) should be replaced by the absolute diffusion coefficient of B in the W
phase (D}, because in this case, molecule A is regarded as staying at the interface for
a reaction with B. Consequently, jj ., can be expressed by

Jb het = 4 ap€ D [B] (18)

Note here that the additional coefficient £ is the ratio of the reaction surface to the surface
area of the sphere with the radius of r,3, i.e.,

_ 2mrag*(1 —cosf) 1—cosb

= = 19
s 47'[7‘,\132 2 ( )
where 6 is the angle shown in Figure 8.8b and given by
6 = cos™! (r—A> = cos™! ( A ) (20)
TAB ra+7rB

Considering that j'g pe; given by Equation (18) is the flux of B towards one molecule
of A, the total flux (jg net) Of B to reach all A molecules in the area of S may be given
by Jjg.het = N'(A)j'B het» With N'(A) being the number of A in §. It is further assumed
that molecules A existing at the interface are fully isolated from each other so that
diffusion layers of B are not overlapped. This assumption seems to be valid, so far as the
concentrations of A are not much higher than that of B.

Since jp net is thus regarded as the diffusion-controlled rate, we obtain from the

above relations
!

—dn ,
Diffusion-Controlled Rate = TE— = JB.het = 4ﬂrAB§D§V [BIN'(A) 21)

where ng’ is the molar number of B existing in S.
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On the other hand, the rate equation for a bimolecular reaction at an O/W interface
is written as

1 dnB’ _
1 (—7) = ke Al[B] 22)

where k. is the second-order rate constant for a unit area.

If N’(A) is assumed as the number of A existing in an interfacial layer of thickness
of 2ra, i.e., N'(A) = 2raS[A]L, the combination of this equation and Equations (21)
and (22) yields an expression of the diffusion-controlled rate constant:

kD ner = 8rarapé Dy L (23)

This equation has been derived for the case when the reaction rate is limited by the
diffusion of B in W. If the diffusion of A in O is the rate-determining step, we can obtain
the following equation:

kpher = 87rprant DL 4
where DY is the diffusion coefficient of A in O, and ¢ is given by

_ 2arpp*(l—cosw)  1—cosw

= 25
47rrA32 2 ( )

w = cos™! (r—B) = cos™! ( s ) (26)
TAB ratrg

Let us employ these equations to estimate kp net for a hypothetical ET between Fc
(= A) in NB and Fe(CN)¢>~ (= B) in W. Using the parameters r = 3.8 Arp=4447A
D9 =0.56 x 1075 cm?- 571, DY = 0.90 x 1075 cm?- 57!, the kp s is evaluated to be
114M~". cm - s~! if the diffusion of B in W is the rate-determining step (using Equations
(19), (20) and (23)). If the diffusion of A in NB limits the rate, kp 1 is likewise evaluated
tobe 71 M~!. cm - s~! (using Equations (24)—(26)). Since the latter value is smaller than
the former one, kp ¢ is regarded as 71 M~!. cm - s~! for this system.

The diffusion-controlled rate constant thus estimated may be related to the initial
step of an ET reaction at an O/W interface:

with

Diffusion
D, het ET

AO)+BW) = A...B products @7
where A...B represents the encounter complex of A and B, which is formed at the
interface; k,y; is the dissociation rate constant of A ...B; and kgt is the first-order het-
erogeneous rate constant of the intramolecular ET, which could be estimated using
the Marcus theory. On the analogy of a bimolecular reaction in homogeneous solution
[52,53], the steady-state approximation method is here used to obtain an expression of
the overall rate constant (k):

_ kp hetker kD het
ket + ki 1+ (kuni/ keT)

(28)
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As is evident from this equation, kp pe is the attainable maximum value of k; when
kgt > kuni, the overall reaction becomes diffusion-controlled, i.e., k = kp pe. For slow
reactions where kgt < kug, the first step in the reaction scheme (27) is in equilibrium,
ie.,

k = Kkgr (29)

with K = kp pet/kuni- Further analysis based on the present scheme will be described
elsewhere.

In the theory described above, as well as previous theoretical treatments of ET
rate constants, the effect of the molecular-level diffusion process is dealt with by in-
cluding it in the overall (i.e., observed) rate constant. However, a somewhat different
approach to this problem has been advanced by Senda [54], who proposed a model that
includes the bimolecular-reaction effect in the voltammetric theory of ET at the O/W
interface.

8.4.2.3. Experimental Verification As described above, the kp pe value for the hypo-
thetical ET between Fc (NB) and Fe(CN)g*~ (W) is 71 M~!. cm - s~!. It is interesting to
compare this value with the frequency factor Z in the Marcus’ rate equation, though the
Z factor in Equation (10) or (11) was not estimated as the number of molecular collisions.
Using typical parameters adopted by Marcus [8], i.e., kv = 10> s™! and AR =1 A
the Z factor is calculated to be 310 M~!- cm - s~! from Equation (10) for a “sharp”
O/W interface. This value is comparable with, but larger than, the kp e value estimated.
In our previous work [28], we estimated the rate constant for the Fc-Fe(CN)¢*~ sys-
tem on assuming that Z = kp pe, but this assumption was in error, in the context of the
above-described reaction scheme (cf. Equation (27)).

Let us tentatively employ the Marcus theory to estimate the kinetic parameters
(k° and «) for the Fc-Fe(CN)g>~ system. The values of w' (= 3.4 kJ - mol™'),
wP(= —6.8 kJ - mol™!) and A,(= 78.8 kJ - mol~!) are obtained from equations pro-
vided by Marcus [8] using static and optical dielectric constants of NB (35.7 and 2.4,
respectively) and those of water (78.3 and 1.8). Using these work terms and A; = X;(Fc)
+2;(Fe(CN)s>~/47) = 0.6 kJ - mol~'[55] 4+ 10.6 kJ - mol~! [56], the activation energy
is calculated as AG* = 18.5 kJ - mol™! at AN ¢ = Ao ~ AY¢gr. Substituting
this value and Z = 310 M~!- cm - s~! (for a sharp O/W interface) finally yields k° =
0.064 M~". cm - s7!. The value of « can also be estimated as 0.56 using the above work
terms and reorganization energies. In Figure 8.9, a simulated cyclic voltammogram based
on these kinetic parameters is compared with the experimental voltammogram. As seen
in the figure, the simulation curve is quite different, in both magnitude and shape, from
the experimental one. It should particularly be noted that the & value of 1.0 obtained as a
fitting parameter in the regression analysis is rather different from the theoretical value
of 0.56. This would also suggest that the ET in the Fc—Fe(CN)s*~ system is not a “true”
heterogenenous ET but is due to the IT mechanism.

There have been a few reports on the application of the Marcus theory to
“true” ET systems. Cheng and Schiffrin [37] employed the a.c. impedance tech-
nique to determine the rate constants for some ET systems including the LuPc;
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AG#(V)

FIGURE 8.9. (a) Base-line corrected cyclic voltammogram observed at the NB/W interface in the presence
of 20 mM Fc in NB and 0.5 mM Fe(CN)s*~ and 0.1 mM Fe(CN)s*~ in W. (b) Simulation curve obtained with
k° =0.064 M~ - cm - s™' and a = 0.56. The solid circles show the regression data obtained by assuming the
Butler—Volmer equation (Equations (12a) and (12b)); the fitting parameters are k° = 0.12M™' .cm - s™' and
o = 1.0. Sweeprate: 0.1 V - 7',

(DCE)-Fe(CN)s*~ (W) system, and then claimed that the Marcus theory can be used
to predict the rate constants. Recently, Bard’s group [18,21] reported that the rate
constants k,(= k) for the heterogeneous ETs between ZnPort (the oxidized form
of 5,10,15,20-tetraphenylporphyrinato zinc(Il)) and various aqueous reductants, be-
ing determined by means of SECM, showed the driving-force (AG®°) dependence in
accordance with the Marcus theory. Figure 8.10 shows the plot of log k> against
AE (= —AJ¢ + AY ¢3r = —AG°/nF) for three O/W systems [21]. It is expected
from Equations (8) and (9) that log k;» shows a parabolic dependence on AE;;; (or
—AG®), if the work terms can be neglected. It has been claimed that the decrease in k;,
at higher driving forces is an evidence of the Marcus inverted region. In this analysis,
however, the differences in reorganization energy between aqueous redox couples are ne-
glected, though their influences may not be significant. Further experimental verification
is desirable.

The effect of adsorption of phospholipids [57-59] and non-ionic surfactants [60—
62] on ET Kinetics has been investigated. These studies would shed light on the ET
mechanisms in biological systems.

8.5. CONCLUDING REMARKS

In the kinetic study of ET at O/W interfaces, the experiment seems to have not
caught up with the theory. The experimental data is still insufficient for the verification
of the Marcus theory. Further experimental approaches as well as theoretical advances are
needed. Recently, novel interesting ET systems including metal nanoparticles {63,64]
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FIGURE 8.10. Dependence of the bimolecular rate constant, log k2, on driving force, AE », at the benzoni-
trile/W (O), benzene/W ([J) and DCE/W () interfaces for heterogeneous ET between tip-generated organic
phase ZnPor* and aqueous Ru(CN)s*", Mo(CN)g*~, Fe(CN)s*, W(CN)s*, Fe(EDTA)*", Ru(NH; )6+, V**
and Co(Sep)** (cobalt sepulchrate). Data for Fe(EDTA)?" at the benzonitrile/W interface are reprinted
from Ref. [18]. The solid line gives the Marcus prediction based on Equations (8) and (9). Reprinted from
Ref. [21], with permission from American Chemical Society.

and redox proteins [65,66] have been developed. These ET systems seem important
from technological and biological viewpoints. Fundamental studies, as described in this
review, are expected to provide guidelines for design of such practically useful ET
systems.
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Mass Transfer and Reaction Rate
in the Nano-Region of
Microdroplet/Solution Interfaces

Kiyoharu Nakatani and Takayuki Negishi
University of Tsukuba, Tennoudai, Tsukuba 305-8571, Japan

9.1. INTRODUCTION

The chemical reaction between a hydrophobic solute in an oil phase and a hydrophilic
solute in a water phase proceeds in the vicinity of the oil/water interface. A cation and an
anion dissolved in the water phase are extracted into the oil phase as a neutral species. A
solute possessing both hydrophobic and hydrophilic groups is adsorbed at the oil/water
interface. Because various chemical and physical processes proceed in the nano-region
of the oil/water interfaces, characteristic chemical reactions, different from those in a
homogeneous solution, can occur in the oil/water interface systems such as oil/water or
water/oil emulsions, biological cells and so forth. In the heterogeneous systems, oil/water
interfaces play significant and important roles, so kinetic analyses of the interfacial pro-
cesses are necessary for understanding the microscopic mechanisms and controlling the
chemical reactions. The overall chemical reaction in an oil/water system is highly depen-
dent on the mass transfer in the oil and water phases (external mass transfer), chemical
reaction, ion-pair formation, complexation, permeation and adsorption/desorption at the
interface and so forth. When chemical and physical processes across an oil/water inter-
face are induced by electron or ion transfer, kinetic analyses of these processes will be
successfully performed in a polarized liquid/liquid interface systern using electrochem-
ical and spectroscopic methods [1-8]. By using a four-electrode technique, the Galvani
potential difference between the oil and water phases can be controlled, so that kinetic
and thermodynamic analyses can be performed by inducing the charge transfer across
the liquid/liquid boundary. Such studies are described in detail in other chapters. On the
other hand, if interfacial chemical and physical processes are induced by a reaction or

189
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mass transfer of a neutral species, it is difficult to measure the reaction rate since these
interfacial processes proceed during the construction of the oil/water system. Thus, con-
siderable efforts have been devoted to the kinetic analysis of the interfacial chemical
and physical processes using rapid two-phase mixing, a scanning electrochemical mi-
croscope, dynamic surface tension and single droplet techniques [9-22], as described in
other chapters.

In single micrometre-sized droplet systems, external mass transfer is spherical diffu-
sion under stationary conditions. From the droplet size (droplet radius, r) dependence of a
reaction rate, the rate-determining step of an overall reaction in the microdroplet/solution
system can be experimentally determined [18,23]. When the reaction rate is governed
by an interfacial process or diffusion in the surrounding solution phase, the rate constant
is directly proportional to r ! or r~2, respectively. If the rate-determining step of the
reaction is a reaction in the homogeneous phase, the rate constant is independent of r.
Based on the characteristic features in the single microdroplet systems, the chemical
and physical processes in the nano-region of the oil/water interface can be kinetically
analyzed. In this chapter, the mass transfer and chemical processes across oil/water inter-
faces are described on the basis of the single microdroplet measurements. Particularly,
the kinetic analysis of the ion-pair extraction as a neutral species is discussed in detail.

9.2. MANIPULATION, ELECTROCHEMISTRY AND SPECTROSCOPY
OF SINGLE MICRODROPLETS

The Brownian motion of microdroplets is vigorous in solution. The volume of a
micrometre-sized droplet is 107> — 10~!! dm?. Therefore, a manipulation technique is
indispensable for single microdroplet measurements. For the microanalysis of a single
microdroplet, size of the probe should be smaller than that of the microdroplet. A light
beam and a microelectrode are frequently used as a probe, and the analyses of small
domains are performed by absorption/fluorescence microspectroscopy [24—29] and mi-
croelectrochemical methods [17,30-32]. In this section, single microdroplet techniques
for the kinetic analysis of physical and chemical processes across a microdroplet/solution
interface are described.

Figure 9.1 shows the laser and microcapillary manipulation, absorption/
fluorescence microspectroscopy and microelectrochemistry system used in our labora-
tory [33-35]. A 1064-nm light beam from a continuous-wave Nd**:YVOy laser (Spectra-
Physics, Millenia IR) is introduced into an optical microscope (Olympus, BX-60) and
focused onto a single microdroplet (beam spot size of 1-2 pm) using an objective lens
(x60 or x100). Laser trapping is one of the most important techniques for single mi-
crodroplet manipulation [36-39]. By radiation pressure from the laser beam, the single
droplet can be non-destructively manipulated in the vicinity of the focused laser beam.
Thus, the Brownian motion of the laser-trapped microdroplet is suppressed and the mi-
crodroplet can be freely positioned in an appropriate space. Based on a microcapillary
injection and manipulation technique (Narishige, MN-151, MMW-200, IM-16, IM-300),
on the other hand, a single microdroplet with a volume greater than 10~ dm® can be
injected and positioned in a solution using a glass microcapillary with a tip diameter
smaller than 10 pm.



MASS TRANSFER AND REACTION RATE 191

cCh
i Optical fibre
pMT [ Polychromator [Ji--=-- )
5 5 Excitation :
g 2 /:E(:::::' laser )
ot ] i ,1'{ ] Halogen lamp I
a 3| i :
s 2| i
i 5 \"\::::::::::::;ﬂf::::::::::::' ™) Dichroic mirror
m I
\'Q:::::::::::' il Objective lens
Microcapillary
Electrochemical ] 1 .
apparatus i Micromanipulator
Ve Microinjector
Microelectrode

Temperature controller
X-Y stage

JB1A
? Condenser lens

lHurninator

FIGURE 9.1. Block diagram of laser and microcapillary manipulation, absorption/fluorescence microspec-
troscopy and microelectrochemistry system.

For absorption microspectroscopy, a light beam from a halogen lamp is coaxially
led into the microscope and focused onto a microdroplet (beam spot size of 2-3 um). The
transmitted light beam from the microdroplet center (1) is collected by a condenser lens
and detected by a multichannel photodetector (Hamamatsu Photonics, PMA11). Using a
transmitted light beam near the microdroplet as a reference (/p), the absorption spectrum
of the single microdroplet is recorded (log (Zy/1)). For fluorescence microspectroscopy, a
light beam from a continuous-wave diode laser (Neoark, TC20-40305-2F4.5) is used in-
stead of the halogen lamp in the absorption microspectroscopy system. The fluorescence
from a microdroplet is collected by the objective lens and detected by a polychromator
(Solar TH, MS2001I)—multichannel photodetector (Andor Technology, DV401-BV)
system. For microelectrochemical measurements, a gold wire (diameter of 10-25 pum)
insulated in a glass capillary (tip diameter of 50-100 um) is used as the working elec-
trode. Pt wire and Ag/AgCl electrodes, used as the counter and reference electrodes,
respectively, are placed in the surrounding solution phase. Various electrochemical mea-
surements can be performed using an electrochemical analyser (BAS, BAS100B/W-low
current module).

In actual experiments, a single microdroplet is manipulated by the microcapillary
or laser manipulation technique and makes contact with the working microelectrode
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FIGURE 9.2. Photographs of a single microdroplet (a) injected into a solution and (b) contacted on a micro-
electrode by microcapillary manipulation technique.

(Figure 9.2). The electrochemical and spectroscopic measurements are then done using
a single microdroplet.

9.3. MICRODROPLET SIZE EFFECT ON MASS TRANSFER
AND REACTION RATE

The mass transfer and chemical reaction between a single microdroplet and the
surrounding solution phase can be induced by the laser and microcapillary manipula-
tion and microelectrochemistry system. An example of the electrochemically induced
mass transfer across a single microdroplet/solution interface is shown in Figure 9.3. If

10 um

Microelectrode

Distribution equilibrium Quick electrolysis
oe 0 _o

Entrance of O Exitof @

FIGURE 9.3. General scheme of electrochemically induced mass transfer across a single microdroplet/
solution interface.
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a solute distributed in a microdroplet is electrolyzed by a microelectrode, electrolysis
of the solute is quickly completed owing to the micrometre-sized droplet. The diffusion
time (z4) of the solute in the microdroplet with r = 5 pm is calculated to be 25 ms us-
ing r = (2D1ty)'/? (D, diffusion coefficient (5 x 10 cm? - s~! as a typical value of a
solute in solution)). In this time frame, the solute and the electrochemically produced
compound have a non-equilibrated distribution between the droplet and the surrounding
solution phase, so the exit of the produced compound from the microdroplet and entrance
of the solute into the microdroplet are induced to attain an equilibrated distribution. The
mass transfer rate across the microdroplet/solution interface can be determined by micro-
electrochemical and microspectroscopic measurements of the single microdroplet. Such
a relaxation method can be applied only in a single microdroplet/solution system. In
micro-oil-droplet/water systems containing a ferrocene derivative as the neutral species,
migration of an electrochemically produced ferrocenium cation has been reported to
proceed quickly from the oil droplet into the water phase, depending on the Galvani
potential difference between the oil and water phases [17,32,40]. Frequently, the exit
rate of the produced compound is much faster than the entrance rate of the solute. In
this section and the following sections, we describe the kinetic analyses of the interfa-
cial mass transfer processes, focused on the entrance from the water phase into a single
micro-oil-droplet.

For a simple extraction of a solute (X) from a water phase into a single spherical
micro-oil-droplet, the time (¢) dependence of the amount of the solute transferred across
the microdroplet/water interface (m) is obtained by Equation (1) [41].

dm/dt = (4nr?/3)d[Xw]/dt = dnr? (ke[ Xy ] — ko[ Xo]) ¢))

where [X,,] and [X,] are the respective concentrations of X in the water phase and in the
oil droplet. kr and k;, are the mass transfer rate constants from the water phase into the
droplet and from the droplet into the water phase, respectively. [X,,] after the extraction
of X can be assumed to be equal to the X concentration in the water during the sample
preparation because of the small volume ratio of the single microdroplet (10~1° — 10~
dm?) to the water phase (1073 dm?). As the distribution coefficient of X between the
microdroplet and the solution phase (Kp) is defined by k¢/ky,, [X,] is given by [18,41]

[(Xo] = [Xoleqll — exp {—3kst/ (r Kp)}] )]

where [X,]eq is [X,] at the distribution equilibrium. When the extraction rate in a micro-
droplet/water system is analysed by the first-order reaction type kinetics, the observed
rate constant (kobs) is given by 3k;/(rKp). Therefore, if the rate-determining step is the
malss transfer process at the microdroplet/water interface, kops is directly proportional to
r.

Mass transfer from the water phase to the microdroplet under stationary conditions
quickly reaches the steady-state because of spherical diffusion. When the extraction of
X is diffusion-limited in the water phase, Equation (3) is obtained using the diffusion
coefficient of X in the water phase (D,,) [18].

[Xo] = [Xoleq[1 — exp{—3Dyt/(r*Kp)}] 3

In this case, kqps is given by 3D /(r*Kp) and kg is equal to D, /r in Equation (2).
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For chemical and physical processes across microdroplet/solution interfaces, Kops
having dimensions of s=! or dm*-mol~!-s™! is often proportional to 7" (n = 0, 1
or 2). A linear relationship between kqs and 2 has been reported for the extrac-
tion of a neutral compound such as ferrocene derivatives from water into a micro-oil-
droplet without adsorption at the microdroplet/water interface [18,19] and for a pho-
tographic dye formation reaction in an oil-in-water emulsion [23]. The proportionality
of a kobs versus r~! plot has been reported for a relatively slow process such as a
photographic dye formation reaction [23,29,42], electron transfer [43-45] and adsorp-
tion at the micro-oil-droplet/water interface [19,20]. For the chemical reaction with the
rate-determining step in a solution phase or a microdroplet in a microdroplet/solution
system, kops is independent of r[23]. Based on the droplet size dependence of the re-
action rate, the rate-determining step of the overall reaction processes across a micro-
droplet/solution interface is analysed and the reaction mechanism can be discussed in
detail.

9.4. SIMPLE ION-PAIR EXTRACTION IN A SINGLE
MICRO-OIL-DROPLET/WATER SYSTEM

For ion-pair extraction, a cation is extracted with an anion into oil. In this case,
individual ions or the ion pair species transfer across a microdroplet/water interface
and the extraction rate is expected to depend on the Galvani potential between the
microdroplet and water, the ion transfer potentials across the liquid/liquid interface, the
association constant of the ions in the solution and so forth [46—54]. Therefore, the mass
transfer processes are complicated even in the absence of adsorption of an ion at the
microdroplet/water interface. In this section, the kinetic analysis of a simple ion-pair
extraction without adsorption is described and the extraction mechanism is discussed on
the basis of the single microdroplet technique.

9.4.1. Direct Measurements of lon-Pair Extraction Rate

As an example of a simple ion-pair extraction, the mass transfer of a (ferrocenyl-
methyl)trimethylammonium cation (FCTMA™) with a hexafluorophosphate anion (PF;)
from water into a single tributyl phosphate (TBP) microdroplet is described [21,55].
Water-saturated TBP and TBP-saturated water containing FCTMABr and NaPFg were
used as the oil and water phases, respectively. A single TBP microdroplet of r = 16—
18 um was contacted with a working microelectrode and completely covered the elec-
trode surface using a single microdroplet manipulation technique. As shown in Fig-
ure 9.4, a cyclic voltammogram of a single microdroplet was sigmoidal in a potential
sweep rate (v) of 5 mV -s~!, analogous to that observed in a homogeneous solution
using a microelectrode. The anodic current corresponds to oxidation of FcTMA™ to
FcTMA?t, Any anodic current was not observed without NaPFs so that FcTMAT is
extracted with PFy from water into the microdroplet. A cathodic current related to the
reduction of FcTMA?+ was not observed since the dication would rapidly distribute into
the water. If the extraction rate of FCTMA* with PF; is slow, a cyclic voltammogram
shows a symmetrical peaked curve because of the complete electrolysis of FCTMA® in
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FIGURE 9.4. Cyclic voltammogram of a single TBP droplet (» == 17 um) at v % 5 mV - s~ in the aqueous
FcTMABr (0.5 mmol - dm™>) and NaPF (1 mmol - dm ™) solution.

a micrometre-sized droplet. The ion-pair extraction of FcTMA™Y with PF; is so fast that
the cyclic voltammogram has a sigmoidal curve.

A fastextraction rate was determined by the triple potential step electrolysis repeated
in the single microdroplet/electrode system. Figure 9.5 shows the current (i) versus time
(¢) curve. The potential (E) was stepped from 0.45 V (no electrolysis of FcTMA™) to
0.65 V. At 0.65 V, i rapidly decreased to a steady-state current (i) and FcTMAT™ in
the microdroplet was almost oxidized except for the solute entering the droplet during
the steady-state. E was then stepped ta 0.45 V and FcTMA™ was extracted into the
microdroplet. E was changed again to 0.65 V and the i~¢ curve was measured for
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FIGURE 9.5. Response curve of triple potential step chronoamperometry for a single TBP droplet (r =
17 pm) in the aqueous FcTMABT (0.5 mmol - dm~3) and NaPFg (1 mmol - dm™3) solution.
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FIGURE 9.6. Extraction time dependence of Q for a single TBP droplet (r = 17 um) in the aqueous
FcTMABr (0.5 mmol - dm™*) and NaPF, (1 mmol - dm™?) solution.

calculation of the Fe'TMA™ molecules in the microdroplet as the electric charge (Q =
S — i) dr), which depends on the extraction time (Z). The z.x dependence of Q for the
same microdroplet shows the relaxation curve to the distribution equilibrium (Figure 9.6).
The time dependence of the FcTMAT™ extraction was analysed as the initial rate of
the FcTMA™ extraction (vig;), Vin; = (1/F)dQ/dt near te, = 0 (F: Faraday constant
and Q/F: amount of FCTMA™ in the microdroplet). Figure 9.7 shows the FETMABr
and NaPFg concentration dependence of viyi. The vi,; was directly proportional to the
FcTMABTr concentration, while it was independent of the NaPFq concentration. These
are the first demonstrations for the direct measurements of ion-pair extraction rates.
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wol '
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FIGURE 9.7. Initial extraction rate of FcTMA™ into single microdroplets (r = ~17 um) for various
FcTMABTr (1 mmol - dm~? NaPFs) and NaPFg (0.5 mmol - dm™3 FcTMABEr) concentrations.
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FIGURE 9.8. Schematic drawing of the transfer mechanism of C* and A~ for ion-pair extraction from water
into oil.

9.4.2. Transfer Mechanism of Simple Ion-Pair Extraction

Two models of the transfer mechanism for a simple ion-pair extraction have been
proposed as shown in Figure 9.8. For the model in Figure 9.8a, a cation (C}) or anion
(Ay) individually enters from the water into oil, maintaining the electroneutrality of
the two phases. The driving force of the ion transfer is migration at the liquid/liquid
interface, depending on the Galvani potential difference between the water and oil phases.
This model is supported by the ion transfer potential data in the water/nitrobenzene
and water/1,2-dichloroethane systems [50-54]. The standard ion transfer potentials of
FcTMAY, Na*, PF; and Br~ in a polarized water/1,2-dichloroethane interface system
are —0.05, 0.59, —0.02 and —0.45 V, respectively [56]. As the half-wave potential
of FcTMAY in TBP (E, ;2) is assumed to be equal to that in the water phase (0.42 V
versus Ag/AgCl), the Galvani potential difference (A ¢) in the TBP-microdroplet/water
system is estimated to be ~0.1 V using Ey/> = E{}; + Aj¢ (E}}5: observed half-wave
potential, 0.55 V versus Ag/AgCl in water (Figure 9.4)). At A¥'¢ = —0.1V, ion transfer
of PF, from water to the microdroplet efficiently proceeds while that of FcTMA™, Nat
or Br™ does not proceed. Besides, the ion transfer of FCTMA™ from water into TBP is
expected to be much faster than that of Nat. The data thermodynamically predict that
the ion-pair extraction of FcTMA™ occurs with PF; to maintain the electroneutrality in
the microdroplet. In analytical chemistry, on the other hand, the mechanism of ion-pair
extraction is frequently explained by the model in Figure 9.8b. In this case, an ion pair
((C*A~)y) forms in water or at the oil/water interface, and (C*A™)y, as a neutral species
is extracted into the oil phase ((C*A™),) [46-49]. In any case, it is difficult to determine
the extraction mechanism based on only the thermodynamic data.

Direct measurements of the ion-pair extraction rate are indispensable since chemical
species (CY/A;, or (C*A™),) transferring across a liquid/liquid interface can be detected
by kinetic analysis. In the model of Figure 9.8a, the initial extraction rate (vy;) is limited
by the ion transfer of C} or A} so that vi,; is given as

vini = ko[CH] or vini = kp[A]] @

where k and kg are the respective ion transfer rate constants of C} and A from water
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into oil. In the model of Figure 9.8b, because the ion-pair formation is expected to be fast
(association constant in water, K;q,), the rate-determining step is the (C*A™),, transfer
across the liquid/liquid interface. Namely, the initial extraction rate is given as

Vini = ky[(CTAT)u] = ky Kion[CH 1A ®

where k., is the extraction rate constant of (CTA™),,. In this model, v;,; depends on both
the C} and A, concentrations in water.

In the FcTMA*/PE, system, v;,; was directly proportional to the FcTMABTr con-
centration in the water phase, independent of the NaPF; concentration (Figure 9.7).
Therefore, the extraction rate is governed by the FcCTMA™ transfer across the micro-
droplet/water interface on the basis of the individual ion transfer model (Figure 9.8a). The
extraction rate constant per unit surface area was determined to be 1.5 x 107 3%cm - s~
The rate constant is smaller than the diffusion-limited rate constant of F’TMA™ in wa-
ter (kg, 3.5 x 1073 cm - s™!) using kg = D,,/r (Dy: diffusion coefficient of FCTMA™ in
water, 6 x 107% cm? - s~'). When sodium chloride was also contained in the water phase,
the partitioning ratio of Fc’TMA™ (Prerma) from the water phase to the TBP droplet de-
creased with the increasing sodium chloride concentration. The Prcrma values at the
sodium chloride concentrations of 0 and 0.1 mol-dm™ were 16 and 5, respectively.
Furthermore, the time required for the distribution equilibrium of FcTMA™ increased
with the increasing sodium chloride concentration. Because PF; is extracted with Na*
into TBP at a high sodium chloride concentration in the water phase, the distribution
of FcTMAY would be suppressed by Na*. Nonetheless, v;,; was independent of the
sodium chloride concentration in the water phase, indicating that the rate-determining
step during the initial stage of the ion-pair extraction is the FCTMA™ transfer from water
into the microdroplet [21].

We showed direct measurements of the mass transfer rate of a simple ion-pair
extraction in the single microdroplet/water system and discussed the transfer mechanism
on the basis of the kinetic data.

9.5. TON-PAIR EXTRACTION OF AN ANIONIC SURFACTANT
WITH A CATIONIC DYE

Ton-pair extraction of an anionic surfactant with a cationic dye such as methylene
blue from water into oil is often used for the quantitative analysis of the surfactant in water
[57,58]. The surfactant concentration in water is then determined as the dye concentration
in the oil or water phase by conventional absorption spectroscopy. Synthetic surfactants
such as sulfates and sulfonates completely dissociate in water even at low pH. On the
other hand, the association of fatty acid salts (traditional soaps) with H* depends on
the pH. Therefore, the quantitative analysis of surfactants in water is performed by the
ion-pair extraction at various pHs. Although quantitative analysis and thermodynamic
studies have been already reported for the anionic surfactant/cationic dye extraction,
kinetic analysis of the ion-pair extraction has been rarely reported and the extraction
mechanism is not discussed in detail. In this section, we describe the kinetic analysis
of the extraction of a dodecyl sulfate anion with methylene blue as a typical example using
the single microdroplet manipulation and microabsorption methods [59]. In particular,
the pH dependence of the ion-pair extraction is discussed.
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FIGURE 9.9. Absorption spectra of MB™ in a single TBP droplet (r = 45 pum) after injection of the droplet
into an aqueous MBCI (1 x 10~° mol - dm™*) and NaDS$ (5 x 1075 mol - dm™>) solution of pH 2.

9.5.1. Extremely Slow lon-Pair Extraction at Low pH

Water-saturated TBP and TBP-saturated water containing hydrochloric acid (pH 2),
methylene blue (MBCI, 1 x 103 mol - dm~3) and sodium dodecy! sulfate (NaD$, 5x
1075 mol - dm~?) were used as the oil and water phases, respectively. A single TBP
microdroplet of r = 25-60 pm was injected into the water phase using a microcapillary
manipulation method and was contacted on the tip of a glass fibre. An absorption spectrum
of a single TBP microdroplet (r = 45 um) was measured with time (z) after injection
of the single microdroplet (Figure 9.9). The shape of the absorption spectrum was the
same as that of the MB* monomer and MB* was not distributed into the microdroplet
in the absence of DS, indicating that MB™ is extracted with DS~ into the microdroplet.
The time dependence of the absorbance at 660 nm (A(#)) of MB™ extracted into single
microdroplets at pH 2 is shown in Figure 9.10. Based on the A(?) curve, the induction
period was observed at ¢+ = 0-500 seconds and the extraction rate was highly dependent
onr. Since the diffusion time of the solute in the microdroplet of r = 39 umiis shorter than
several seconds, as described in Section 9.2, the solute is homogeneously distributed in
the microdroplet interior. Furthermore, the mass transfer of the solute from the bulk water
phase to the microdroplet surface is fast because of spherical diffusion, and the diffusion-
limited rate constant (k4) is estimated tobe 1 x 1073 cm - s~! on the basis of kg = D, /r
under a steady-state condition. On the other hand, ¢ measured in this case is 10?2 — 10° s.
These results indicate that the diffusion of the solute in water or the microdroplet does
not become the rate-determining step of the overall extraction processes.

Sigmoidal curves having an induction period are frequently analysed on the basis of
the two-step consecutive reaction-type kinetics. In this case, A(¢) is given by Equation (6).

A(t) = Fyexp(—kit) + Frexp(—kat) + Ag ©6)

where Fi(i =1 or 2), k;(i =1 or 2) and A, are the pre-exponential factor, the mass
transfer rate constant (k; > k») and A(¢) at the extraction equilibrium, respectively.
The observed A(¢) was satisfactorily fitted by Equation (6) (sold lines in Figure 9.10).
Analogous analyses were done and k; and k, were determined for various-sized single
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FIGURE 9.10. Time dependence on peak absorbance (660 nm) of MB* in single TBP droplets [r =
(@) 39 or (b) 26 um] injected into an aqueous MBCI (1 x 10~ mol - dm~>) and NaD$ (5 x 10> mol -
dm™?) solution of pH 2. The solid curves represent the simulation of A(f) by Equation (6).

microdroplets (Figure 9.11). Both rate constants increased with decreasing r. When
the rate constant is directly proportional to r~! or r~2, the elementary process is the
interfacial process at the microdroplet/solution boundary or spherical diffusion from
the bulk solution to the microdroplet surface, respectively. In the present system, both the
k; and k; values were directly proportional to !, indicating that the two-step processes
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FIGURE 9.11. Droplet size dependencies on k; and k,. MBCl, 1 x 1075 mol - dm~>; NaDS$, 5 x 10=° mol -

dm™3,pH 2.
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TABLE 9.1. k; and the partitioning ratios of both MB*
(with DS™) and DS~ (with H™) in the TBP/water system.

pH ke/10 3 cm-s~! Pup Pps
2 0.038¢ 36 41

3 0.10 33 20
4 0.18 40 11

5 0.25 34

6 >~1 40 4

¢ Estimated from A(z) in Figure 9.10a as a single exponential rise
curve.

proceed at the microdroplet/water interface. The extraction of MB* (1 x 10~> mol -
dm~? in water) with PF; (2 x 10~* mol - dm™ in water) instead of DS~ at pH 2 was
also measured in the single TBP-droplet/water system. The absorbance of MB™ in the
microdroplet was saturated within 60 seconds in the MB*/PF system. Therefore, the
extraction rate in the MB*/DS™ system is significantly slow.

9.5.2. pH Dependence of the Ion-Pair Extraction Rate

When the ¢ dependence of the absorbance of MB* extracted into single micro-
droplets of r ~ 40 um was measured at pH 2-6, the time required for the extraction
equilibrium drastically decreased with the increasing pH. The absorbance of MB™* in the
microdroplet was saturated within 60 seconds at pH 6. Nonetheless, the MB™ concentra-
tion in TBP at the extraction equilibrium was independent of the pH from 2 to 6 and the
partitioning ratio of MB* (Pyp) was determined to be ~40 in the single microdroplet
measurements (Table 9.1). Since DS™ is not known to be associated with a hydrogen
ion in water at pH greater than ~2, the liquid/liquid extraction of DS~ with MB* for
a quantitative analysis is generally performed at low pH. However, the pH in the water
phase significantly influences the extraction rate of DS~ with MB*. At a pH greater than
3, A(t) monotonously increased and was saturated, different from that at pH 2. As a first
approximation, the observed extraction rate was analysed by a single exponential rise
curve using Equation (7).

A1) = As{1 — exp(—kst)} Y

where A; and k; are the saturated A(z) and the apparent extraction rate constant, respec-
tively. If a relationship between the interfacial mass transfer rate constants from water
into the droplet (k;) and from the droplet into water (k) is obtained by Pus = kitky, ks
is given as in Equation (8) [59], analogous to Equation (2).

ks = 3k¢/(r Pvg) ®

k¢ for various pH values is summarized in Table 9.1. The rate constant increased with
increasing pH. Since it took 1 minute for a single microdroplet injection and beam
focusing onto the droplet, the extraction rate cannot be quantitatively discussed at pH6.
Nonetheless, k¢ at pH 6 is close to kq (1 x 1073 cm-s~1).
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FIGURE 9.12. Ion-pair extraction scheme of DS~ in the presence of H* (pH 2) and MB+.

9.5.3. Transfer Mechanism of a Dodecyl Sulfate Anion with Methylene Blue

Interfacial tension values of the TBP droplet in water in the absence and presence
of DS~ were ~8 and ~5 mN - m~! at pH 2, indicating that DS~ slightly adsorbs at the
TBP/water interface. However, the interfacial tension was independent of pH so that the
characteristic pH dependence of the ion-pair extraction rate in the DS~/MB™ system
is not ascribed to the adsorption of the solute at the TBP/water interface. The standard
ion transfer potentials of DS, CI~, Na*, H* and MB* in the water/1,2-dichloroethane
system were —0.08, —0.53, 0.59, 0.55 and > ~0.4 V, respectively [56]. The data predict
that MB™ is extracted with DS~. On the other hand, DS~ will be extracted with Ht,
Nat and MB*. At low pH, the concentration of H* is much greater than that of MB+
in the water phase (1 x 107> mol - dm~?) so that DS~ is likely to be extracted with H*.
By an ordinary extraction experiment in the TBP/water system without MB*, the actual
partitioning ratio of DS~ with H* (Pps) was determined to be ~40 and ~4 at pH 2 and
6, respectively (Table 9.1). Therefore, DS™ is extracted with H* into the TBP phase in
the absence of MB*.

Based on these kinetic and thermodynamic data, the transfer mechanism of DS~
with MB* from water into the microdroplet is explained as follows. At pH 2, DS~ is
extracted with H* into the microdroplet due to high H* concentration in water, as the
first step of the distribution. However, MB* is a relatively hydrophobic compound com-
pared with H* so that HY is slowly exchanged with MB* across the microdroplet/water
interface, as the second distribution step (Figure 9.12). Therefore, the two-step con-
secutive reaction-type kinetics proceeding at the microdroplet/water interface could be
observed (Figures 9.10 and 9.11). k, and k, correspond to the rate constants of the DS~
extraction with H* and the exchange of H* with MB* across the microdroplet/water
interface, respectively. At pH 6, DS~ would be extracted with MB* on the basis of
the individual ion transfer model (Figure 9.8a), so the extraction rate of MB™ is rapid.
At pH 3-5, DS~ is competitively extracted with both MB* and H* in the first step,
and then H* partially distributed in the microdroplet is exchanged with MB* in water.
Thus, the overall extraction processes would be analysed apparently by Equation (7). In
conclusion, the characteristic pH dependence of the ion-pair extraction in the MB+/DS~
system is ascribed to the H* extraction with DS~ across the microdroplet/water
interface.
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9.6. CONCLUDING REMARKS

Single microdroplet measurements were shown to be significant for elucidating the
mass transfer processes across liquid/liquid interfaces. Using manipulation, microelec-
trochemistry and microspectroscopy of single microdroplets, the direct measurements
of the mass transfer rates across liquid/liquid interfaces were successfully performed, so
the transfer mechanism could be discussed in detail. Mass transfer in the nano-region
of a liquid/liquid interface is one of the most important elementary processes in het-
erogeneous chemical reactions. However, the transfer mechanism of ion-pair extraction
even in the absence of adsorption at a liquid/liquid interface was complicated since the
ion-pair extraction rate was governed by the individual ion transfer rates, the ion transfer
potentials and exchange of the ions between the two phases. For the ion-pair extraction
of a surface-active ion, the adsorption/desorption rates at a liquid/liquid interface, in-
stability of a liquid/liquid interface and so on will influence the ion-pair extraction rate.
Therefore, a four-electrode technique, scanning electrochemical microscope and so forth
as well as the single microdroplet technique should be used to obtain the complementary
data. Furthermore, for the single microdroplet technique, simultaneous determination
of different solutes using both electrochemical and spectroscopic methods is necessary
for detailed mechanistic analyses. The chemical and physical processes occurring in the
nano-region of liquid/liquid interfaces will be kinetically analysed by a combination of
such approaches.
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Single Molecule Diffusion and
Metal Complex Formation at
Liquid/Liquid Interfaces

Hitoshi Watarai and Satoshi Tsukahara!
Osaka University, Toyonaka, Osaka 560-0043, Japan

10.1. INTRODUCTION

Honaker and Freiser reported the first fundamental kinetic mechanism of chelate ex-
traction in 1962 [1]. They elucidated that the rate-determining step for the extraction
of divalent metal ions with dithizone was the formation of their 1:1 complexes in the
aqueous phase. They proposed that a simple batch extraction method could be used as an
alternative method of the complicated stopped-flow method, which was the only method
available at the time, to measure such a fast reaction rate. Since the 1970s, hydrometal-
lurgy has been developed in many countries, and extensive kinetic studies on the metal
extraction have been conducted in an effort to improve the extraction rate as well as
to develop effective and reusable extractants. The extractants used in hydrometallurgy
are required to be highly hydrophobic and readily coordinative with various metal ions.
On the basis of the interfacial adsorptivity of the extractant, Flett ez al. [2] expected an
interfacial reaction mechanism in the chelate extraction process. There was, however,
no experimental evidence to prove the interfacial mechanism directly [3].

The solvent extraction process of metal ions inherently depends on the mass transfer
across the interface and the reaction that occurs at the interfacial region. Therefore, the
elucidation of the kinetic role of the interface was very important in order to clarify the
extraction mechanism and to control the extraction rates. In 1982, Watarai and Freiser
invented the high-speed stirring (HSS) method [4,5]. Figure 10.1 shows the schematic
drawing of the HSS method [6]. When a two-phase system is vigorously stirred in a

! Present address: Hiroshima University, Higashi-Hiroshima, Hiroshima 739-8526, Japan.
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FIGURE 10.1. Schematic drawing of the high-speed stirring (HSS) apparatus. The increase in the interfacial
area by the stirring can amplify the amount of the interfacial adsorbate, which results in the decrease in the
bulk concentration.

vessel at a rate of 4000—-5000 rpm and the interfacial area is extremely large, the amount
of interfacial adsorbed compound is increased and thus the concentration in the organic
phase is decreased. The change in the organic phase species and its concentration can be
measured using spectrometry. The interfacial area can easily be increased to 500 times
that of the standing condition. The specific interfacial area under HSS conditions can
attain values as high as 400 cm™'. For the first time, this method enabled the simultane-
ous determination of the interfacial concentration and the interfacial reaction rate. This
simultaneous determination was a breakthrough not only in the studies of the extraction
mechanism, but also in elucidating of the role of the interface in two-phase reaction kinet-
ics. Thereafter, a number of new methods have been successively proposed: the two-phase
stopped-flow method [7], total internal reflection (TIR) spectrometry [8,9], the centrifu-
gal liquid membrane (CLM) method [10] and the two-phase sheath flow method [11].
Very recently, the micro-two-phase flow/MS method [12], the single-molecule probe
method [13] and CLM-Raman microscope spectrometry [14] have been proposed. Mag-
netophoretic velocimetry of single droplets [15] is also an attractive new principle for
the migration analysis of interfacial species.

What is the specific feature in the reaction at the liquid/liquid interface? The catalytic
role of the interface is of primary importance in solvent extraction and other two-phase
reaction kinetics. In solvent extraction kinetics, the adsorption of the extractant or an
intermediate complex at the liquid/liquid interface significantly increased the extraction
rate. Secondly, interfacial accumulation or concentration of adsorbed molecules, which
very often results in interfacial aggregation, is an important role played by the inter-
face. This is because the interface is available to be saturated by an extractant or metal
complex, even if the concentration of the extractant or metal complex in the bulk phase
is very low. Molecular recognition or separation by the interfacial aggregation is the
third specific feature of the interfacial reaction and is thought to be closely related to the
biological functions of cell membranes. In addition, molecular diffusion of solute and
solvent molecules at the liquid/liquid interface has to be elucidated in order to under-
stand the molecular mobility at the interface. In this chapter, some examples of specific
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interface reactions are reviewed and the future developments of the interfacial reactions
are discussed.

10.2. INTERFACIAL DIFFUSION DYNAMICS

Chemical reaction kinetics depends on the thermal fluctuation and diffusion of all
reactants and solvent molecules. In addition, the specific reaction kinetics at the lig-
uid/liquid interface must be considered. The diffusion to the interface and the diffusion
within the interface are important processes in determining the reaction rate at the inter-
face. Several aspects of interfacial diffusion and the rotational motion of the interfacially
adsorbed molecules are introduced here as results of recent studies.

10.2.1. Diffusion Limited Reaction Rate at the Liquid/Liquid Interface

Interfacial protonation of tetraphenylporphin (TPP) was investigated by means of

a two-phase stopped-flow method [7] and a CLM method [10]. The protonation of TPP
at the interface, which can be detected from a definite shift in its absorption maximum
from 416 to 438 nm, is very fast. The rate of interfacial protonation was spectrophoto-
metrically determined from the rate of formation of the protonated TPP at the interface
of dodecane/aqueous trichloroacetic acid. The rate of protonation was so fast that the ob-
served rate was governed by the TPP diffusion rate in the organic phase. In the two-phase
stopped-flow study, the rate of protonation was observed less than 200 milliseconds after
two-phase mixing. The observed first-order rate constant of 19 s~!, which was inde-
pendent of both acid and TPP concentrations, was analysed on the basis of the simple
diffusion layer model [3]:
D S;
5 Vo (D
where D, 8, §; and V,, stand for the diffusion coefficient of TPP in dodecane, the thickness
of the diffusion layer, the interfacial area and the volume of bulk phase, respectively.
The ratio of S;/V,, called a specific interfacial area, was 777 cm™! for the dispersed
system. On the basis of these parameters with D = 3.5 x 1076 cm? - 5™, the thickness
in the dispersed system was estimated as § = 1.4 um. This is thought to be almost the
minimum stagnant layer thickness at the interface.

To investigate the relationship between the interfacial rate constant and the diffusion
layer thickness, the protonation reaction rate was measured by the CLM method. The
schematic diagram of the CLM apparatus is shown in Figure 10.2. In the CLM method,
the thickness of the dodecane phase in the aqueous hydrochloric acid phase can be
controlled by the initial volume of each. When the thickness of the dodecane phase
was changed from 53 to 132 pm, the observed interfacial diprotonation rate constant
decreased from 9.9 x 1072 57! to 1.5 x 1072 57!, The experimental results were well
reproduced by Equation (1), substituting § with the organic phase thickness [10].

Recently, the micro-two-phase sheath flow method (Figure 10.3) has been invented.
Fast interfacial reactions, which proceeded in less than 1 millisecond, were measured
using this method, coupled with fluorescence microspectroscopy. An inner organic
micro-flow was generated in the aqueous phase flowing from the tip of a capillary (i.d.,

kobs -
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FIGURE 10.2. Schematic diagram of the centrifugal liquid membrane (CLM) method apparatus. The glass
cylinder cell (i.d., 19 cm) was rotated at a speed of 7000-10,000 rpm. Introduction of 50-200 wl of the
organic and the aqueous phase generated a two-liquid layer system with a thickness of 50~100 pm for each
phase.

10-30 um) with the same linear velocity. The fluorescence spectrum at the interface was
observed as a function of the distance from the tip of the inner capillary, which was the
starting point of the reaction. The distance from the tip was converted to the reaction
time. Thus, a very fast interfacial or diffusion reaction (less than 1 mllisecond) could be
measured. This technique enabled the detection of a fast interfacial reaction of the order
of 10 ps. This technique is analogous to the continuous-flow method developed for a
homogeneous fast reaction [16].

The fast complexation rate of Zn(ll) ion with 8-quinolinol (Hgn) or 5-
octyloxymethyl-8-quinolinol (Hocqn) at the 1-butanol/water interface was measured
by the micro-two-phase sheath flow method [17]. The formation of a fluorescence com-
plex at the interface was measured within a period of less than 2 milliseconds after
the contact of the two phases. The depth profile of the fluorescence intensity observed
across the inner organic phase flow proved that the fluorescence complex was formed
only at the interface and it increased in proportion to the contact time. The diffusion
length of Hocgn in the 1-butanol phase for 2 milliseconds was calculated as 0.8 pm,
which is smaller than the experimental resolution depth of 2 um in the microscopy used.
Therefore, the observed rate constant was analysed by taking diffusion and reaction rates
into account between Zn(II) and Hocqn at the interfacial region by a digital simulation
method. The digital simulation has been used in the analysis of electrode reactions,

Distance = Reaction time

w

Excitation (laser beam)}

FIGURE 10.3. Schematic drawing of the laser fluorescence microscopy method for the measurement of fast
interfacial reactions in micro-two-phase sheath flow systems.
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FIGURE 10.4. Result of the digital simulation of the Zn(II)~Hocgn complexation at the interfacial region.
The solid lines represent the simulated concentration and the dots represent the observed concentration. The
initial concentration for Hocqn was 1.1 x 1074 M.

which was modified for the present simulation at the liquid/liquid interface {17]. The
result of the digital simulation for the Zn(I)—Hocqn system in 1-butanol/water is shown
in Figure 10.4. The interfacial concentration of Zn(ocqn), gradually increased, though
that of Hocqn increased rapidly. This might be due to the retardation effect of 1-butanol
which is adsorbed at the interface.

10.2.2. Diffusion of Single Molecule in the Liquid/Liquid Interface

A single molecule probing is an ultimate method for measuring the properties of the
nano-environment at the liquid/liquid interface. A number of studies on single molecule
detection in solutions [18-20] and at the solid/liquid interface [21-23] were reported,
but there were no studies on single molecule detection at the liquid/liquid interface.

The first observation of the single molecule detection at the liquid interface has been
recently accomplished by means of the TIR fluorescence microscopy [13]. Figure 10.5

shows the optical arrangement of the measurement method and the microcell used in the
study.

Cover slip
Slide glass "I

Cover slip b Glued

Cover slip |
4

FIGURE 10.5. The left figure shows the schematic illustration of laser-induced fluorescence microscopy
under the total internal reflection for the detection of single Dil molecules at the dodecane-water interface.
Abbreviations: ND, ND filter; A/2, A/2 plate; M, mirror; L, lens; C, microcell containing dodecane and
aqueous phases; O, objective (60 x ); F, bandpath filter; P, pinhole; APD, avalanche photodiode detector. The
right portion of the figure shows the composition of the microcell.
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FIGURE 10.6. Molecular structure of Dil (left) and a snapshot of the MD simulation of Dil adsorbed at the
dodecane/water interface (right).

The apparatus consisted of an inverted microscope, an oil immersion objective
(PlanApo 60 x, NA 1.4, working distance 0.21 mm), a cw-Nd:YAG laser (532 nm) and
an avalanche photodiode detector (APD), which provided a quantum efficiency of about
65-67% at 570-600 nm. A pinhole, 50 pm in diameter, was attached just in front of the
photodiode, restricting the observation area to a diameter of 830 nm (d,). The laser
beam was focused to a lens at the interface through a quartz rectangular prism in a flat
two-phase microcell. The shape of the laser beam at the interface was an ellipse, about
30 um x 100 pm in size. P-polarized laser light was irradiated at an angle of incidence
73° from the interface, which was larger than the critical angle. Fluorescence emitted by
interfacial molecules was collected by the objective lens and focused on the pinhole after
passing through a band pass filter (path range, 587.5-612.5 nm). Time-resolved photon
counting was carried out using a multichannel scaler. The overall detection efficiency of
fluorescence at the interface was calculated to be 3.3%.

The influence of two kinds of surfactants, sodium dodecyl sulfate (SDS)
and dimyristoyl phosphatidylcholine (DMPC), on the lateral diffusion dynamics
of single molecules at the interface was investigated. 1,1-Dioctadecyl-3,3,3’,3'-
tetramethylindocarbocyanine (Dil, Figure 10.6) was used as a fluorescent probe
molecule. Dil is a monovalent cation with two C;g alkyl-chains. Thus, it has high ad-
sorptivity at the dodecane/water interface. A two-phase microcell, shown in Figure 10.5,
was fabricated by adjoining a bored slideglass, a bored coverslip and another non-bored
coverslip in this order. Aqueous phase (2.7 mm®) was placed in the thin lower com-
partment of the cell and the Dil dodecane solution (63 mm®) was added on top of the
aqueous layer. A new coverslip was placed on the dodecane phase in order to close the
cell. Fluorescence of the interfacial Dil was observed in the range of 587.5-612.5 nm.

DMPC was dissolved in chloroform, and the solution was mixed with pure diethyl
ether at a ratio of 1:19 (chloroform/diethyl ether) by volume. Pure water was placed in the
lower container, and the DMPC solution was subsequently (5 mm?®) spread carefully on
the water. After evaporation of chloroform and diethyl ether, the Dil dodecane solution
was added on the DMPC layer. Since Dil has a high adsorptivity at the interface, no Dil
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FIGURE 10.7. Total internal reflection fluorescence microscopy of the micro-two-phase system of dode-
cane/water. (a) Continuous photons with an average of 11 molecules in the observation area, (b) photon burst
with an average of 0.02 molecules in the observation area and (c) extension of the photon burst upon the
addition of DMPC. A model for the photon burst upon the observation using single molecule diffusion (d).

molecules remained in the dodecane phase in the samples at an initial Dil concentration
lower than 1 x 10~7 M. Under the low concentrations of interfacial Dil, the contribution
of the photobleaching was found to be negligibly small in the present study.

When there were many Dil molecules (11 molecules on an average) in the obser-
vation area, continuous photon signals were observed (Figure 10.7a). However, in the
presence of a few of the Dil molecules (0.02 molecules on an average), a clear intermit-
tent photon bundle was observed (Figure 10.7b). Given that Dil molecules are adsorbed
at the interface, the diffusion of Dil is thought to be restricted in the lateral direction at
the interface. Therefore, the maximum duration of the photon bundles (#.x) corresponds
to the period in which the single Dil molecule is moving in the observation area. The f.x
is the time for a single molecule to move along the diameter of the round observation
area.

The lateral diffusion coefficient (D)) of Dil was calculated using the following
equation:

- dozbs
Dl Ztmax (2)

The radius (r) and the diffusion coefficient (D) of a spherical molecule are related
to the viscosity (1) of the medium surrounding the molecule by the Einstein—Stokes
equation:

kT
T 6mri

3)

where k is the Boltzmann constant and 7 is the absolute temperature. The Dil molecule
was estimated from the molecular volume of Dil to be a sphere with a radius of 0.70 nm.
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TABLE 10.1. Effects of surfactants on the lateral diffusion coefficient (D;) of
single Dil molecules, apparent viscosity (77;} and intrinsic viscosity (;) at the
dodecane/water interface.

Surfactant T%(mol - cm™2) Di(ecm? -s71) 7i(mPa - s) ni(mPa - s)

Free 2.3 x 1076 1.4

SDS 2.0x 10710 1.7 x 1076 1.8 b
2.5x 10710 1.6 x 1076 1.9 b

DMPC 2.0 x 10712 2.1 x 1077 15 37
2.0 x 1071 43 %1078 72 270
9.0x 101 2.7 x 1078 120 470
2.0 x 10710 1.8 x 1078 170 750

¢ Interfacial concentration of surfactant.
5 Too low to be evaluated.

The apparent interfacial viscosities (#);) evaluated using Equation (3) are listed in Ta-
ble 10.1 [24]. In the surfactant-free system, the calculated viscosity of 1.4 mPa-s was
close to the value for dodecane (1.4 mPa-s) and was higher than that of water (0.89
mPa - s). This result suggested that the two long alkyl groups of Dil were deeply im-
mersed in the dodecane phase, as shown in Figure 10.6.

SDS did not have a significant effect, despite the fact that the interfacial concentra-
tion of SDS was as high as the saturated interfacial concentration, 2.5 x 10~'" mol - cm?.
The D and #; values, listed in Table 10.1, were only slightly affected by the coexistence
of SDS. This indicates that the translational motion of interfacial SDS molecules is sim-
ilar to that of dodecane molecules, because both are almost the same size and possess
dodecy! chains.

On the other hand, DMPC had a remarkable effect, as shown in Figure 10.7c. Since
the phase transition temperature of DMPC is 23°C, DMPC is in the liquid-like state under
the present experimental temperature (25°C). The average number of Dil molecules
in the observation area was less than 0.1. In Figure 10.7c, the width of the photon bundle
increased with the increase in the interfacial DMPC concentration. A histogram of the
photon number per channel was consistent with that predicted by the Poisson distribution
with a high background and a small signal peak from a single Dil molecule. The D,
and #; values of Dil are also listed in Table 10.1. The maximum 7; value in the DMPC
system was 0.17 Pa-s, which was higher than that at the surfactant-free interface by
two orders of magnitude. In the DMPC molecule, two-alkyl chains are bound and not
exchangeable. This is thought to be the cause of the stiff monolayer generated by DMPC
molecules.

One of the primary compounds that the cell membrane is composed of is DMPC,
because of its surface activity caused by a hydrophobic zwitterion. A hydrodynamic
model of the DMPC membrane can evaluate the intrinsic viscosity (»;) of the surfactant
monolayer, eliminating the contribution of the viscosity of dodecane and aqueous phases.
The 7; values listed in Table 10.1 are about 2—4 times higher than the apparent 7j;. The
maximum 7; value, 0.75 Pa - s, is comparable to that of a common viscous liquid such as
glycerin (0.945 Pa-s). This study demonstrated that a single molecule probing method
could successfully measure the hydrodynamic properties of the interface.
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10.2.3. Rotational Dynamics at the Liquid/Liquid Interface

The adsorption equilibria of fluorescent N-octadecylrhodamine B (C1gRB) at a free
toluene/water interface have been studied using steady-state TIR fluorometry [25]. Both
the zwitterion (C;sRB*) form and the protonated form (C;sRBH™) exhibit fluorescence;
they are present only at the interface, whereas the non-fluorescent lactone form (C;3sRB)
exists only in the toluene phase. There is no distribution of C,3RB in the aqueous phase.
There were investigated the effects of three surfactants, neutral Triton X-100 (TX-100),
anionic sodium dodecyl sulfate (SDS) and anionic dihexadecyl hydrogen phosphate
(DHP, pK, =~ 2). The adsorption of TX-100 prevented that of C;3RB from the organic
phase. The adsorption of SDS and deprotonated DHP promoted that of C;sRBH™ by
electrostatic interactions. The increase in the bulk concentration of a surfactant higher
than 107° mol - dm—? reduced the interfacial concentration of C;sRBH™ as a result of
the interfacial occupation of the surfactant [26].

In-plane and out-of-plane rotational dynamics of C;sRB at the toluene/water in-
terface was evaluated using time-resolved TIR fluorescence spectroscopy [27]. The
known transition dipole moment for the absorption of rhodamine B(RB) at about 530 nm
(So — S1) is almost parallel to that for the emission at about 570 nm (S; — So) [28].
Time-resolved in-plane fluorescence anisotropy (r¢(¢)) was obtained using

Iss(t) - Isp(t) _
Is(t) + Ip(t)

where I(¢) is the time-resolved fluorescence intensity. The first subscript, s, corresponds
to the excitation with s-polarized light, and the second subscripts, s and p, represent the
detection of s- and p-polarized emission light, respectively. ® is the rotational angle of
the transition dipole at the interface, and subscripts a and e are absorption and emission
transition dipole moments, respectively. <>is the average for all molecules over the
entire ¢ angle. When molecules rotate with a rotational correlation time (7 or 74), r(f)
of the molecules can be expressed as

rolt) = 4{cos® @,(0) cos® @, (1)) — 1 4)

r(1) = {r(0) — r(co)}e™/* + r(c0) (&)

The in-plane rotation of C;sRBH™ was not retarded by the interfacial TX-100
molecules. The in-plane rotational relaxation of C;sgRBH™ was, however, slowed down
by the anionic surfactants (SDS, DHP).

Regardless of the surfactants, time-resolved out-of-plane fluorescence anisotropy
was independent of time, showing a constant value of —0.23. This indicates that the
CsRBH™ molecules are tilted at an angle of 65 £ 2° to the toluene/water interface.
The C;sRBH* xanthene ring would thus be tilted by this angle from the normal to the
interface.

The in-plane rotational correlation time (z4) obtained in the SDS and DHP systems
may be reflected by interfacial characteristics. In a bulk solution, the rotational correlation
time (7) of a fluorophore is expressed as

_
S T

where 7 is the viscosity of the solvent, kg the Boltzmann constant, 7 the absolute

(6)
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temperature and v the molecular volume of the solute. The molecular volume of C;sRB
was estimated to be 0.95 nm? [27]. The viscosities for water and toluene were 8.90 x
10~*and 5.53 x 10~ Pa- s at 25°C, respectively, and T values of C;gRB in these solvents
could be calculated as 0.21 and 0.13 ns, respectively. These estimations were consistent
with the experimental results that the 74 value was less than 0.5 ns.

Under the same concentration, 1.0 x 10~° M, for the surfactants of SDS and DHP,
T¢ values were 5.2 + 1.4 ns and 21 + 5 ns, which gave 7 values of 0.023 Pa-s and
0.091 ns for the SDS and DHP systems, respectively. These 7 values were clearly higher
than those of toluene and water, while lower than that of a typical viscous solvent,
glycerol (0.945 Pa - s).

The fluorescent molecule, C;sRBH*, can be used as an alternative probe in the
measurement of the interfacial viscosity of microparticles (about 0.5 mm in size) or
rotating disks (several, 10 cm in radius) [29,30]. In comparison with the microparticles,
the molecular probe has definite advantages. One of those is that the interference of
the bulk viscosity is negligibly small and that information about the nano-environment
around the probe can be obtained.

10.3. INTERFACIAL CATALYSIS

10.3.1. Interfacial Catalysis in Chelate Extraction

The extraction kinetics of Ni(Il) and Zn(II) with n-alkyl-substituted dithizone (HL)
was the first system in which the interfacial kinetics was elucidated using the HSS method
[4.5]. A schematic drawing of the apparatus is shown in Figure 10.1. Usually the mea-
surements are carried out using 50 ml for each phase at a stirring speed of 5000 rpm.
The interfacial area can be increased to 500 times larger than that in the standing state.
The specific interfacial area under the HSS conditions becomes as high as 400 cm™!.
The maximum interfacial concentration of an ordinary compound is of the order of
1071° mol - cm?. This predicts that the maximum amount of an adsorbable solute at the
interface corresponds to the amount of a solute in 50 ml of solution at a concentra-
tion of 10~* M. This concentration is ready to be measured using an ordinary spectro-
scopic method such as spectrophotometry or fluorometry. In the original HSS method,
the concentration depression in the organic phase was measured continuously by spec-
trophotometry using a polytetrafluoroethylene (PTFE) phase separator and a photodiode
array spectrometer. The interfacial amount of a ligand or a complex was observed as a
function of time, and the extraction rate was determined from the spectral change caused
by stirring.

The observed extraction rate constants linearly depended on both the metal ion con-
centration [M2*] and the hydrogen ion concentration in the aqueous phase. However,
the observed extraction rate constant (k") did not decrease with an increase in the distri-
bution constant (Kp) of the ligand as was expected from the mechanism in the aqueous
phase. Furthermore, the HSS method revealed that the dissociated form of the n-alkyl-
dithizone was adsorbed at the interface generated by vigorous stirring [5]. The following
scheme was proposed based on the experimental results, considering both the aqueous
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phase reaction and the interfacial reaction between M>* and the dissociated form of the
ligand L™:

M2+ + L~ — ML* %, formation rate constant in bulk aqueous phase

M** + L — ML}k, interfacial formation rate constant.

The rate law for the extraction was obtained as

diM**] _ [M**][HL],

7
dt [HH] ™
and the observed extraction rate constant (k) is represented by
K kK| A;
K=" k+ 2= 8
Ko ( +— ®

where A;/V refers to the specific interfacial area, K, the dissociation constant and K| the
adsorption constant of L~ from the aqueous phase to the interface. These equations were
experimentally proved and the interfacial formation rate constants were determined as
the log(kiM~" -s~!) = 8.08 for the Zn>* system and log(ky/M~! -s~1) = 5.13 for the
Ni?*system, respectively [6].

A criterion of the interfacial reaction in the chelate extraction was that the interfacial
ligand concentration had to follow an adsorption isotherm. This was proved in the ex-
traction systems of Ni(II) with 2-hydroxy oxime such as 5-nonylsalicylaldehyde oxime
(P50) [31], 2-hydroxy-5-nonylacetophenone oxime (SME529) [32] and 2'-hydroxy-5'-
nonylbenzophenone oxime (LIX65N) [33]. These extractants were adsorbed at the in-
terface in their neutral forms, obeying the Langmuir isotherm:

aK’'[HL],

[HL} = 21 K'HLL &)
where [HL]; and [HL], refer to the concentrations at the interface and the organic phase,
respectively, a the saturated interfacial concentration and K’ the interfacial adsorption
constant defined by K’ = [HL];/[HL}, under the condition of [HL], — 0. The interfa-
cial adsorptivity of the ligands was confirmed also by the interfacial tension measurement.
The initial rate for the extraction (r°) is represented by

r = kK. m[Ni*t]/(H*] (10)

where K, is the dissociation constant at the interface and #; is the initial interfacial amount
of the ligand. A linear relationship between r° and n; was experimentally confirmed. It
was subsequently concluded that the reaction between the dissociated form (L.7) and
the metal ions at the interface governed the extraction rate. The complex formed at the
interface was not adsorbed at the interface, but was extracted into the organic phase. The
adsorption constants of the three 2-hydroxy oximes and the complexation rate constants
with Ni(Il) and Cu(II) ions at the interface were determined by means of the HSS method
as listed in Table 10.2.

The adsorption constants (K ) of the neutral forms were all of the order of 10~% cm
and the complexation rate constants of the dissociated form with the Ni(Il) ion at
the interface were of the order of 10° M~!.s™! for the three extractants, whereas the
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TABLE 10.2. Kinetic parameters obtained in the adsorption and extraction of Ni(II) and Cu(II)
with 2-hydroxy oxime in heptane/0.1 M(H,Na)ClO;, solution at 25°C.

log a log A; log K’ log ki
2-Hydroxy oxime pKa log Kp mol - em™2 (cm?) (cm) M5!
Ni(ID/5-Nonylsalicyl 9.00 3.36 —9.60 4.11 —3.34 457
aldehyde oxime (P50)
Ni(I)/2’-Hydroxy-5'- 9.79 3.99 -9.70 429 -3.29 5.11
nonylacetophenone
oxime (SME529)
Ni(Il)/2-Hydroxy-5- 8.70 5.69 -9.76 428 -2.97 5.14
nonylbenzophenone
oxime (LIX65N)
Cu(II)/LIX65N 8.70 5.69 —9.76 4.28 -2.97 9.87

distribution constants (Kp) were significantly different. The complexation rate constants
at the heptane/water interface were not significantly different from the values in a bulk
aqueous solution.

In Table 10.2, it is important to note that the adsorption constant from the organic
phase to the interface (log K') is not affected by the distribution constant (log Kp).
This can be explained from the free energy relationship between the adsorption and
distribution. The distribution process, which refers to the transfer free energy (Gy) of a
solute molecule from the aqueous phase to the organic phase, can be divided into the free
energy of adsorption (G,q) and the free energy of dehydration (Ggeh) by the following
equations:

AGy = AGyg + AGgen
AGy = —RT InKp
AGgen = RTInK' (1D

then
RTInK = AGy — AGy=—RTInKp+ RTInK” (12)

where K" stands for the adsorption constant of HL from the aqueous phase to the interface
under infinitely diluted conditions, which also corresponds to the process of transfer of
a hydrophobic moiety on the solute molecule from the aqueous phase to the organic
phase at the interface. These equations reveal that since both Kp and K" depend on the
hydrophobicity of the solute molecule, K’ is governed by the hydration energy of the
polar moiety of the solute molecule. Equation (12) can be used to predict the adsorption
constant from the log Kp, for an analogous solute.

The dynamic behaviour of the 2-hydroxy oxime and its adsorptivity at the interface
were well depicted by the molecular dynamics (MD) simulations [34]. It was revealed that
the polar groups of —OH and =N—OH of the adsorbed 2-hydroxy oxime molecule were
accommodated in the aqueous phase side so as to react with the Ni(II) ion in the aqueous
phase [35]. This was thought to explain that the magnitude of the reaction rate constants
of Ni(II) at the heptane/water interface and that in the aqueous phase were similar to
each other. The diffusive and adsorptive behaviour of LIX65N around the interface was
also simulated for 1 ns. The molecule was active around the interfacial region, moving
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FIGURE 10.8. Photograph of the adsorbed 2-hydroxy-5-nonylbenzophenoneoxime (LIX65N) in the hep-
tane/water system and the change in the energy of solvation with the position of the N atom of the ligand
molecule calculated using the MD simulation for 1 ns. The energy of solvation is lowest in the interface.

between the interface and the heptane phase. Estimated interaction energies of LIX65N
with surrounding solvent molecules are plotted in Figure 10.8 as a function of the position
of the N atom of the LIX65N molecule. Figure 10.8 clearly shows that LIX65N is more
stable at the interface than in the heptane phase in terms of the interaction energy.
Pyridylazophenol ligands have been widely used in the extraction photometry of
various metal ions. For example, 1-(2-pyridylazo)-2-naphthol (Hpan) is one of the most
well-known reagents, but it has a slow extraction rate for some metal ions such as
Ni(II) and Pd(II). 2-(5-Bromo-2-pyridylazo)-5-diethylaminophenol (5-Br-PADAP) is
more sensitive than Hpan for Cu(II), Ni(II), Co(II) and Zn(Il), yielding metal complexes
with high molar absorptivities, of the order of 10° M~! -cm~!. 5-Br-PADAP showed a
significant adsorption at the heptane/water interface under HSS conditions (5000 rpm).
On the other hand, the adsorptivity at the toluene/water interface was very low. Hpan
was not adsorbed at the toluene/water interface at all. The adsorption constants of 5-
Br-PADAP (HL) at the heptane/water and toluene/water interfaces were obtained as log
K'Ai(cm®) = 1.64 and log K’A; (cm?) = —0.367, respectively [6]. The solvent effect
on the adsorptivity of the ligand directly affected the interfacial reaction rate. In the
heptane/water system, the Ni(II) complex was not extracted into the heptane phase. On
the other hand, in the toluene system, the complex was extracted very slowly. Recently,
the extraction rates of Ni(Il) and Zn(II) with 5-Br-PADAP have been investigated by
means of a CLM [36]. Direct observation of the interface by means of the CLM method
clearly showed the formation of the complex only at the interface of heptane/water
systems. Based on reaction Scheme 10.1, the initial formation rate is represented by

0_ Va kiko[HLL '\ Ai] 2y
"= {k[HL] Vo © (kz +k_1[H+1) Vo] (M) 13

where V;, and V, refer to the aqueous and the organic phase volume, respectively, and
the definitions of k, k;, k, and k_, are shown in Scheme 10.1.
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The complexation proceeded almost completely at the interface. The values of
the interfacial complexation rate constants are listed in Table 10.3. The rate constant,
k =5.3 x 10> M~ .57}, was determined in the aqueous solution using stopped-flow
spectrometry in the region where the formation rate was independent of pH. The con-
ditional interfacial rate constants represented by k; = k k>[HL}; /(k; + k_,[H*] ) were
larger at the heptane/water interface than at the toluene/water interface for both metal
ions. The MD simulations of the adsorptivities of 5S-Br-PADAP at the heptane/water and
toluene/water interfaces suggested that 5-Br-PADAP could be adsorbed at the interfa-
cial region more closely to the aqueous phase, but S-Br-PADAP at the toluene/water
interface was still surrounded by toluene molecules, which lowered the probability of
reaction with aqueous Ni(II) ions [6].

CLM-Raman microscope spectrometry was applied in order to measure the rate of
complex formation between Pd(Il) and 5-Br-PADAP (HL) at the heptane/water interface
and it was demonstrated that this method was highly useful for the kinetic measurement
of the interfacial reaction [37]. A schematic diagram of the measurement system is shown
in Figure 10.9.

Figure 10.10 shows typical spectra depicting the spectral change that occurs upon
interfacial complex formation of PALCI. Raman intensities at 1599, 1408 and 1303 cm™!

TABLE 10.3. Kinetic parameters for the interfacial complexation of Ni(II) and
Zn(II) with 5-Br-PADAP in heptane/water and toluene/water systems.

System Metal ion M -s7h koM~ s7h k(s

Heptane/water Ni(ID) 1.1 x 10 43 x 10° 4.4 x 1072
Zn(I) 4.4 x 10* 6.9 x 10° 1.1 x 107!

Toluene/water Ni(Il 32x 10 2.9 x 10* 3.5 x 107!

Zn(ID) 5.1 x 10 2.0 x 106 48 x 1072
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FIGURE 10.9. Schematic drawing of the apparatus for the centrifugal liquid membrane resonance Raman
microprobe spectroscopy (a) and the centrifugal liquid membrane (CLM) cell with a sample injection hole
at the bottom (b).

assigned to PdLCI clearly increased at the interface with increasing reaction time. The
initial rate of complexation of Pd(II) with 5-Br-PADAP at the interface obtained from the
Raman intensity change was in good agreement with that obtained from the absorbance
change observed by CLM spectrophotometry. Furthermore, the resonance Raman spectra
of the interfacial PALCI provide information on the nano-environment of the complex.
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FIGURE 10.10. Change in resonance Raman spectra upon complexation of Pd(II) with 5-Br-PADAP at the
heptane/water interface. Aqueous phase: PdCl,, 8.0 x 10~ M; HCI, 0.1 M; pH 1.0; heptane phase: 5-Br-
PADAP, 7.8 x 1075 M. 5-Br-PADAP was injected at 4 seconds. Final volumes of the aqueous and heptane
phases were 0.250 and 0.150 cm?, respectively. Laser power (514.5 nm) was 40 mW and the integration time
for each spectrum was 5 seconds.
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The resonance Raman spectra of PALC] adsorbed at the heptane/water and toluene/water
interfaces were not in agreement with those in toluene and chloroform with the lower
dielectric constants, but close to those in alcohol and aqueous alcohol mixed solvents
with the higher dielectric constants. These results suggested that the PALCl complex
at the interface was partially surrounded by water molecules. The solvent effect on the
resonance Raman spectra of PdLCI reflected a change in the ratio of the azo and imine
resonance structures as shown in Scheme 10.2. The imine contains two forms, imine 1
and imine 2, depending on the extent of the charge separation, imine 1 being more
dipolar. The bands at 1482, 1463, 1307 and 1284 cm™! were assigned to v(C=C) of
pyridine ring in the azo form, imine v(CNNC), azo v(CNNC) and imine v(CNNC),
respectively. The azof/imine intensity ratios at 1482 and 1463 cm™! (/482/11463) and at
1307 and 1284 cm™! (I;307/11284) increased with a decrease in the dielectric constant of
the solvent. The values of I14g;/I14¢3 and I1397/11284 in the resonance Raman spectra of
PdL.Cl adsorbed at the toluene/water interface were 0.63 and 1.47, respectively, and those
of PALCl complex formed at the heptane/water interface were 0.86 and 1.85, respectively

(Figure 10.11).
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FIGURE 10.11. Variation of the logarithmic intensity ratio of the azo and imine signal intensities with the
reciprocal of the dielectric constant. Circles: In(/i452/11463). Triangles: In(1i307/11284). Open keys refer to
ethanol/water mixture, half closed keys the interfaces and closed keys the inert solvents.
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TABLE 10.4. Rate constants (M~ - s~!) for the reaction of Pd(II)
with the neutral and the protonated 5-Br-PADAP in the aqueous
phase and at the heptane/water and toluene/water interfaces.

Neutral 5-Br-PADAP Protonated 5-Br-PADAP
Reaction site (HL) (HLY)
Aqueous phase 5.7 x 102 5.7 x 102
Heptane/water 53x10 5.1 x 10?
interface
Toluene/water 6.6 x 10 3.3 x 102
interface

In the ordinary chelate extraction kinetics with an acidic ligand, an acidic condition
decreases the extraction rate of metal ions, because the dissociation of the ligand is
suppressed under these conditions. However, in the extraction of Pd(Il) chloride with
5-Br-PADAP in toluene, the decreased pH was observed to accelerate the extraction
rate [38]. The protonation of 5-Br-PADAP at the Ng atom of the azo group increased
its adsorptivity at the interface, but it did not decrease the reactivity with Pd(II). The
rate constants obtained in heptane/water and toluene/water interfaces using the CLM
method are listed in Table 10.4 [39]. The rate constant is larger for the reaction with the
protonated 5-Br-PADAP, because Pd(II) is coordinated with a chloride ion and negatively
charged as PdCl;~ and PdCl,>~. This type of acid-catalysis is observed only at the
liquid/liquid interface. This finding provides a strategy for the design of a new type
of catalytic extractant, which is expected to possess properties such as the interfacial
activity gained by protonation and the strong coordination ability with a negatively
charged complex ion in the acidic aqueous phase.

These results revealed that the liquid/liquid interface produced by agitation or
stirring could catalyse the extraction rate by increasing the interfacial concentration
of extractant and facilitating the interfacial complexation rate, similar to gas/solid or
liquid/solid catalysis.

10.3.2. Ion-Association Extraction and Ion-Association Adsorption

Complexes of Fe(Il), Cu(Il) and Zn(II) with 1,10-phenanthroline (phen) and its
hydrophobic derivatives exhibited remarkable interfacial adsorptivities, although the
ligands themselves could be hardly adsorbed at the interface [40—42]. The extraction
rate profiles of Fe(II) with phen and its dimethyl (DMP) and diphenyl (DPP) derivatives
into chloroform were investigated using the HSS method [43]. Both the formation rate
of the phen-derivative complex and the interfacial adsorptivity of the complex were
remarkably dependent on the hydrophobicity of the ligand and the hydration tendency of
anions. The initial extraction rate of the iron(II) complex is described by the following
equation:

(d[FeL3X2)/dt)—o = ki[Fe**][L] + k| [Fe’*J[L] Ai/ Vs, 14

where k; and k| stand for the 1:1 rate constant formation of FeL* in the aqueous phase
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and at the interface, respectively. The apparent extraction rate constant (k) is written
as

1 k; A;
kops = ————— | — kiK’ — 15
* = T RLAV, (KD + Lvo) (13)

where K| and Ké refer to the adsorption constants of L and FeL;X; from the or-
ganic phase to the interface, respectively. Experimental results revealed that the rate-
determining step was the 1:1 complex formation both in the aqueous phase and at the
interface, depending on the hydrophobicity of the ligand. The adsorption of ligand ac-
celerated the extraction (a positive catalytic effect), but the adsorption of the complex
apparently suppressed the extraction rate (a negative catalytic effect). The effect of the
anion and solvent on the extraction rate was explained by the change of the adsorption
constant (K ) of the triscomplex ion.

Ion-association adsorption of water-soluble porphyrin was studied using time-
resolved TIR fluorometry. Interfacial adsorption of anionic or cationic surfactants suc-
ceeded in attracting the oppositely charged porphyrin from the mixture of cationic
and anionic porphyrins in the aqueous phase, tetrakis(sulphonatophenyl)porphyrin
(TPPS) adsorbed with the hexadecyltrimethylammonium ion and tetrakis(N-
methylpyridyl)porphyrin (TMPyP) with the hexadecanesulfonate [44]. In addition, it
was found that the application of an external electric field across the interface enabled
to control the interfacial ion-association adsorption of ionic porphyrin [45]. Further-
more, TIR Raman microspectroscopy revealed the interfacial concentration of meso-
tetrakis(N-methylpyridyl) porphyrinato-manganese(Ill) (Mn(tmpyp)>*+) adsorbed with
dihexadecyl hydrogenphosphate (DHP) at the toluene/water interface and also revealed
that the orientation of the tilt angle was 65° from the interface normal [46].

10.3.3. Interfacial Ligand-Substitution Reaction

A typical kinetic synergism in the extraction of metal ions was reported for the
Ni(IT)-dithizone(Hdz)-phen chloroform system [47]. The extraction equilibrium constant
(log K.x) was enhanced from —0.7 to 5.3 upon the addition of phen:

Ni’* 4 2Hdz, + phen == Nidz,phen, + 2H* (16)

At the same time, the extraction rate was accelerated by the reactions in aqueous
phase [48]. The catalytic effect of phen was explained by the formation of the interfacial
adsorptive complex, Nidzphen™:

Ni?* + phen — Niphen®* k=68 x 10°M™" . 57! 17
Niphen?* +dz~ — Nidzphen®  k=9.2x 10'M™" . s™" (18)

The synergistic effect of DPP on the extraction of Ni(II) with dithizone was also evaluated
and the formation of an interfacial complex was confirmed [49].

Results indicate that a kinetic synergism was attained upon formation of an interfa-
cial intermediate complex, which was successively neutralized by a ligand-substitution
reaction at the interface, to form a more extractable complex. The catalytic effect of N,N-
dimethyl-4-(2-pyridylazo)aniline (PADA) on the extraction of Ni(pan), was evaluated
in accordance with this principle. The extraction rate of Ni(pan), into toluene was very
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FIGURE 10.12. Concentration changes of Hpan and PADA in the catalytic extraction of Ni(pan); into the
toluene phase. Initial concentrations are [Ni**] = 1.0 x 105 M, [Hpan] = 4.0 x 10~5 M and [PADA] =
1.7 x 10~ M at pH 5.6.

slow even under HSS conditions. However, upon addition of PADA at a concentration as
low as 10~ M, the extraction rate was accelerated by about 10 times. Figure 10.12 shows
the changes in concentration of the extraction system observed using the HSS method.
Ni(pan), alone was extracted into the organic solvent and PADA was not observed to
be consumed after the extraction, though no significant decrease in the organic phase
concentration of PADA was observed during the extraction under HSS conditions. These
results were analysed using the mechanism of the interfacial ligand substitution [50]:

Ni(pada)?* + Hpan, — Ni(pan)(pada);” + H* (19)
Ni(pan)(pada);” + Hpan, — Ni(pan), , + pada, + H* (20)

The value for the rate constant of formation of Equation (19) (k') was obtained to be
90 M1 .s7!. The key processes for the catalytic extraction of Ni(II)-pan with PADA are
the fast aqueous phase formation of Ni(pada)?* and the adsorption of Ni(pan)(pada)*,
followed by the ligand substitution of pada with pan [50]. This scheme is generally of
importance as a guideline for the acceleration of the extraction rate using the interfacial
reaction.

10.4. INTERFACIAL AGGREGATION

Another unique feature of the interfacial reaction for metal complexes is the for-
mation of the aggregate of the complex. As observed in many cases, the liquid/liquid
interface can be saturated by any active surface molecules at the interfacial concentration
of the order of 10~'° mol - cm?, which can be attained even at a diluted bulk concentration
as in the case of highly hydrophobic solutes. Thus, the interface is prepared to become a
two-dimensionally concentrated state for the solute. This situation very often results in
the formation of the metal complex aggregates at the liquid/liquid interface. During the
solvent extraction procedure for metal ions, the precipitate at the interface was observed,
which was called crud or scum in the field of hydrometallurgy. This crud or scum must
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be suppressed. Therefore, the formation of this precipitate should be investigated from
the viewpoint of the interfacial aggregation of metal complexes.

10.4.1. Interfacial Aggregation of Porphyrin Complex

A typical example of the interfacial aggregation was observed in the interfacial
protonation of tetraphenylporphyrin (TPP). The aggregation rate of Hytpp>* in the
dodecane/trichloroacetic acid solution was measured using a two-phase stopped-flow
method [7] and a CLM spectrophotometric method [10].

Assemblies of the Pd(II)-5,10,15,20-tetra(4-pyridyl)porphyrin (tpyp) complex
were formed spontaneously at the toluene/water interface when a toluene solution with
tpyp was put into contact with an aqueous solution of PdCl, under acidic conditions
[51]. The interfacial assemblies of tpyp were formed more effectively with Pd(IT) than
with other divalent metal ions such as Ni(II), Cu(II) or Zn(II). The Pd(II) ion in the
complex was bound to the nitrogen of the pyridyl group of tpyp, not to the pyrrole nitro-
gen. In situ fluorescence microscopy elucidated the formation of two kinds of complex
assemblies: assembly 1 (AS1) was generated at low tpyp concentrations and assembly
2 (AS2) at high tpyp concentrations. Fluorescence excitation and emission spectra were
measured using the TIR method. The fluorescence spectra of interfacial AS2 showed a
red-shift of 711 nm at the maximum wavelength (A,x = 668 nm) relative to that of
tpyp in toluene, suggesting a weakstacking interaction between tpyp molecules in AS2.
Time-resolved TIR fluorometry was used to determine the fluorescence lifetimes of AS1
(Amax = 656 nm) and AS2 as 0.15 £ 0.05 ns and 1.1 £ 0.1 ns, respectively. The average
stoichiometric compositions for Pd/tpyp were 3:1 and 1:1 for AS1 and AS2, respec-
tively, but the fluorescence quenching effect of Pd(Il) indicated that each tpyp in AS1
was bound to four Pd(Il) atoms. These results suggested that two Pd(II) atoms in AS1
were shared with two tpyp molecules and that the other two Pd(II) atoms were bound to
the pyridyl nitrogens of the tpyp molecule as shown in Figure 10.13. Four pyridyl groups
of one tpyp in AS1 were occupied by four Pd(II), two of which were bridged by two
other tpyp molecules. This structure suggests that the random distribution of tpyp at the
out-of-plane orientation is more favourable than that at a fixed orientation. Contrastingly,
the tpyp molecule in AS2 was bound to one Pd(II) atom. The tpyp molecules in AS2 were
weakly associated with each other and the average aggregation number was about 3. It
was, however, found that the energy migration between tpyp molecules in AS2 rarely

| (c) Toluene phase -
—a

tpyp weak ™
Ty /

~N N 3 Interface|
o DO e

Y

Q Ly
0o Leee
L8 ?"/ PACI(OH)

PACI{OH)

PACI(OH) ""

AS2

FIGURE 10.13. Unit structures of AS1 (a) and AS2 (b) formed under the low and high total interfacial tpyp
concentrations, respectively. Aggregation at the interface is illustrated in (c).
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affected the lifetime of its fluorescence. The lifetimes of tpyp in AS1 and AS2 were
primarily determined by the quenching of Pd(II) directly bound to pyridyl groups. Tpyp
in AS2 showed a halfway orientation angle (®eq) of about 43° at the lower total inter-
facial tpyp concentration (2.6 x 10™!! mol - cm™?), where the AS1 and AS2 assemblies
coexisted at the interface. Tpyp in AS2 tended to lie at the interface (@4 < 61°) as the
total interfacial tpyp concentration increased to 1.3 x 107'% mol - cm™2, where AS2 was
primarily present at the interface.

10.4.2. Molecular Recognition of Interfacial Aggregation

The palladium(II) ion forms a 1:1 complex with 5-Br-PADAP, leaving one site for
the coordination of another ligand. The Pd(I1)-5-Br-PADAP (PdL) complex cation has
specific properties such as an extremely high molar absorptivity (£se4 = 4.33 X 10*
M~1.cm™! in toluene), a high adsorptivity to the liquid/liquid interface and a soft Lewis
acid easy to be bound to a soft Lewis base. Therefore, PdL* is expected to function as
an interfacial molecular recognition reagent of Lewis bases.

The molecular recognition ability of PA(II)-5-Br-PADAP for the isomers of diazine
derivatives has been evaluated. Figure 10.14 summarizes the molecular structures of
the diazines (Dzs or N) studied, the acid-dissociation constant (X,) and the distribution
constant values between toluene and water (Kp). PALCI reacted with a neutral N with
one or two nitrogen atoms, forming a PALN* complex at the toluene/water interface. The
interfacial formation constant ( 8;) of the PALN* complex was determined as follows [52]:

PALCL; + N = PdLN} +CI™ @21
- [PALNYJ[CIT]
A= [PALCILL[N] 22

A linear relationship was obtained between the logarithmic interfacial formation
constant (log B;) for PdL*-diazine derivative complexes and the logarithmic ratio of

Hs

1. pyridazine 2. pyrimidine 3. pyrazine 4. 3-methylpyridazine
pK, . 230 134 059 3.24
logkp —1.35 ~0.540 -0.193 -1.08

o Ao o OO

5. cinnoline 6. phthalazine 7. 2—methylpyrazme 8. quinoxaline

logB,

pk, 237 3.50 1.48 0.79
logKp 0.597 ~0.161 0.188 144 log (Kp/Ka)

FIGURE 10.14. Diazines structures, pK,’s and log K values in toluene/water (25°C). The plots of log g;
vs. log(Kp/K,) are higher for the pyridazine derivatives 1,4,5 and 6.
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FIGURE 10.15. Absorption spectra of PdLC] and the interfacial aggregates of ternary PdL-Dz com-
plexes measured using the CLM method. [PALCl];y; = 5.6 x 10~5 M, [pyridazine] = 2.0 x 10~* M,
[pyrimidine] = 8.0 x 10~* M, [pyrazine] = 8.0 x 107> M, [CIO;" ] =0.1 M, [CI"] = 0 M, pH 2.0. The
right diagram shows a probable unit structure of the membrane-like aggregate formed in pyrazine
complexes.

the distribution constant (Kp) to the acid-dissociation constant (K,) for the two groups,
as shown in Figure 10.14. PdL*-pyridazine derivative complexes showed much higher
stability at the interface than pyrimidine and pyrazine derivative complexes. This result
suggests that pyridazine derivative complexes become more liable to be adsorbed at
the interface than pyrimidine and pyrazine derivative complexes, since the bonding of
the pyridazine derivative to PdL* increases its hydrophobicity by decreasing its dipole
moment, which was evaluated by molecular orbital calculations.

At low concentrations of chloride ions, PAL-Dz complexes formed aggregates at
the interface [53]. Figure 10.15 shows the absorption spectra of PdLCl and the PdL-
Dz complex aggregates. The formation of each interfacial aggregate of PdL-Dz was
accompanied with a drastic absorbance decrease at 564 nm of PdLCl and the change in
the spectral shape. Difference in the compositions of the interfacial aggregates of PAL-Dz
was observed among the Dz isomers: the PdL-pyridazine aggregate formed blue domains
at the interface and the composition ratio was pyridazine/PdL = 1:1, whereas the PdL-
pyrazine aggregate was a thin membrane with the composition of pyrazine/PdL = 1:2
and the PdL-pyrimidine aggregate showed blue domains with the unknown composition.

In spite of the fact that pyrazine has the lowest stability among Dz isomers in the
formation of PdL complex at the toluene/water interface, the stability for the formation of
the interfacial aggregate was the highest for the pyrazine complex. This result indicates
that the formation of the interfacial aggregate of PdL-Dz isomers was governed by the
geometric structure of Dz, not by its basicity.

The resonance Raman spectra for the interfacial aggregates were measured by
means of CLM-Raman microspectroscopy, and the Raman intensity ratio of the imine
and azo forms (Iuz0/ Iimine) Was determined as shown in Table 10.5. The ratio was smaller
in more polar solutions such as at the interface. This observation indicated that the nano-
environment of the azo-group in the membrane-like aggregate of cationic PdL-1,4-Dz
was more polar than that of the crystal-like PdL-1,2-Dz cation, although both were in
more polar environment than the toluene solutions.
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TABLE 10.5. Raman shift and the imine/azo intensity ratio of the Pd(II}-5-Br-PADAP
complex and its aggregates.

Complex State vN=N vCNNC,;o VCNNC;mine Tazo/ Limine
PdLCl Crystal 1400 1301 1279 2.19
PdLCI Aggregate (crystal-like) 1402 1300 1285 3.52
PdL-1,2-Dz Aggregate (crystal-like) 1408 1309 1286 2.11
PdL-1,4-Dz Aggregate (membrane-like) 1409 1301 1286 1.16
PdLCl Toluene/water interface 1408 1303 1280 1.47
PdLCl Heptane/water interface 1408 1303 1284 1.85
PdLC1 Bulk toluene 1401 1307 1283 2.87

The results from VIS and Raman spectroscopy suggest that the drastic decrease
in the molar absorptivity of PdL in the PdL-1,2-Dz and PdL-1,4-Dz aggregates may be
ascribable to the electrostatic interaction between the ligand and an incorporated anion
and to the stacking interaction between the ligands in the aggregates. These interactions
prevent resonance in the charged quinone structure of the ligand in the Pd(II)-5-Br-PADP
complex. Similar interfacial aggregation and a decrease in the absorbance were observed
in the interfacial aggregation between Pd(II)-5-Br-PADAP and the purine bases of the
nucleic acids, adenine and guanine. Figure 10.16 also shows the absorbance decrease of
PAL™* upon addition of adenine and guanine. The compositions of the aggregates were
determined as [PdL*]/[Ade] = 6 : 1 and [PdL*]/[Gua] =7 : 1.

The interfacial aggregation of PdL with pyridazine, pyrazine, adenine and guanine
occurred at very low concentrations of Dzs and the purine bases, not observed in the bulk
phases. This indicates that the interfacial aggregation could be amplified by the presence
of a very minute amount of the base.
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FIGURE 10.16. (Left) Absorption spectra measured using the CLM method in four base systems.
[PALCl];ni = 5.6 x 10> M, fadenine] = 7.7 x 105 M, [guanine] = 4.4 x 10~ M, [cytosine] = 8.8 x
107 M, [thymine] = 8.8 x 10™% M, [CIO;] = 0.1 M, [CI"] = O M, pH 2.0. (Right) Mole-ratio plots for
the interfacial aggregation of PdL* with adenine and guanine, which yielded [PdL*]/[Ade] = 6 : 1 and
[PAL*]/[Gua] =7 : 1.
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Similar interfacial aggregation phenomena were observed in the complexation of
Cu(II) with octadecylthiazolylazophenol (C;3TAR, HR) at the heptane/water interface
[54]. The CuR™ complex was formed at the interface with the absorption maximum at
560 nm. The increase in pH promoted the formation of an aggregate of Cu2R3+ shifting
the absorption maximum from 560 to 510 nm.

The composition of Cu;RT was suggested by the stoichiometric analysis of the
interfacial absorption spectra measured using the CLM method and it was confirmed
by the micro-two-phase flow/direct electro-spray ionization mass spectrometry [54]
as well. The addition of adenine and guanine into the aqueous phase disaggregated
the interfacial complex by forming new interfacial complex, CuR-base, accompanied
with the recovery of the interfacial spectra of the monomer complex. Cytosine and
thymine were not so susceptible to being bound to the Cu(Il) aggregate as adenine
and guanine. This strongly suggested that interfacial aggregation was necessary for
molecular recognition. The interfacial molecular recognition aggregation found in these
systems is a promising new means of the future design for a sensitive and selective
detection method on various compounds such as nucleic acid bases, DNA, drugs and
pesticides.

Very recently, the second harmonic generation—circular dichroism (SHG-CD)
method has been applied, for the first time, to the measurement of the CD spectra of
the interfacial complex [55]. Interfacial aggregation of tetra- p-sulfonatophenylporphyrin
(TPPS) induced by the coexistence of a cationic surfactant was studied using the SHG-CD
method. Cetyltrimethylammonium bromide (CTAB) was used as a cationic surfactant.
The SHG signal increased with the increase in the concentration of CTAB. Under acidic
conditions (pH 3.0), the absorption spectrum of the aqueous solution of TPPS showed a
maximum at 435 nm, which was assigned to the diprotonated TPPS (H4sTPPS?7). On the
other hand, the p-polarized interfacial SHG spectrum obtained from the irradiation of
the p-polarized fundamental beam at pH 3.0 gave two maxima at 400 and 415 nm. The
maxima in the SHG spectrum were assigned to the mixture of the H-aggregate of TPPS
(405 nm) and the aqueous unprotonated TPPS (413 nm). It was, therefore, suggested that
these two unprotonated species coexisted at the heptane/water interface. It has been re-
ported that J- and H-aggregates are successively formed with an increase of CTAB in an
acidic aqueous solution [56]. However, the present results suggested that the formation
of the H-aggregate was favoured at the interface in contrast with the results in aqueous
solutions. The chirality of the interfacial aggregate of TPPS has been investigated using
SHG-CD spectroscopy for the first time. This study enabled the chirality measurements
of the interfacial complex and the interfacial aggregates, which were very difficult to
be measured using ordinary CD spectroscopy, because of the very low interfacial con-
centrations. In the near future, the chiral selectivity related to the molecular recognition
ability of the interfacial aggregates will be discussed in detail.

10.5. CONCLUDING REMARKS

The specific features of the interfacial reactions, notably the complexation of metal
ions, were reviewed. The dynamic nano-properties of the interface were also discussed
from the experimental results of single molecule probing and other dynamic microscopic
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experiments. The following points can be summarized as the specific features of the
interfacial properties and the interfacial reactions:

1. The study on the rotational and translational dynamics of molecules at the in-
terface revealed the rheological properties of the interface. For example, the dif-
ference in the effects of a single-chained surfactant (SDS) and a double-chained
surfactant (DHP and DMPC) on the diffusion or reactivity of the coadsorbed
molecules was indicated. The double-chained surfactant more significantly re-
duced the reactivity or diffusivity of the solute molecule coadsorbed at the inter-
face. Single molecule probing at the interface is a promising technique to measure
the properties and reactivity at the liquid/liquid interface. This approach will be
extended to the study of the reaction mechanism on the biological cell-membrane
systems including proteins and enzymes.

2. The catalytic role of the interface was recognized in various liquid/liquid extrac-
tion systems. Interfacial adsorption of reactants was the key step in the interfacial
catalysis in the extraction of metal ions. The interfacial ligand-substitution mech-
anism has great importance in the kinetic synergism. Some essential guidelines
proposed here are highly useful, not only in solvent extraction but also in inter-
facial synthesis.

3. Interfacial adsorption of molecules or ions can produce a highly concentrated
environment for the adsorbed species. It is, therefore, prepared for species ag-
gregation at the interface. Aggregates of metal complexes exhibited a unique
function as molecular recognition reagents. The aggregated state is similar to a
clustered state, in which the monomer molecules are closely packed at the two-
dimensional interface. In such a state, the selectivity in the structural recognition
for isomers can be significantly enhanced.

4. Microscopic spectrometry and evanescent spectroscopy are very useful for the
investigation of the liquid/liquid interfacial reaction. The fluorescence method is
now the most versatile and sensitive detection method for the interfacial species,
but the resonance Raman spectroscopy is highly promising as a more determin-
istic method. However, a more innovative method is needed for the measurement
of the chemical reaction at the nano-region of the interface. In the future measure-
ment methods, the development of a nano-probing technique and the generation
of a micro-field gradient will be the key points as well as the creation of an
extremely small, thin two-phase system.

As for the liquid/liquid interface of an inert solvent/water system like that of hep-
tane/water, the interface is thought to be flat on the molecular scale. In the systems
including substantial mutual dissolution, however, solvent clusters can be generated in
the nano-region of the liquid/liquid interfaces [57]. The solvent cluster or nano-droplets
will show some different behaviour from those of the ordinary solvent molecules, be-
cause of the long-range van der Waals and drag forces. This kind of situation may occur
in the formation of vesicles and lipids in the interior of biological cells. Thus, the lig-
uid/liquid interface will continue to be a fundamental subject of investigation, especially
in relation to the biological reactions. Extensive studies from the physical, chemical and
biological viewpoints are required in this field of research.
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11.1. INTRODUCTION

The chemical processes occurring at the interface between two immiscible liquids are
well known to play an important role in many fields such as analytical chemistry,
organic chemistry and biochemistry [1,2]. Specific reactions of molecules (adsorbed)
at the liquid/liquid (L/L) interface have been reported in various systems that include
photo-induced electron transfer reactions [3], organic synthesis [4], charge transfer [5],
phase-transfer catalysis [6], ion-pair extraction [7] and molecular association [8]. These
characteristic features of molecules at the L/L interface should be responsible for the
large differences in physical properties compared to bulk solutions. Various analyti-
cal techniques have been applied to reveal characteristics of L/L interfaces. In par-
ticular, linear and non-linear laser spectroscopies represented by time-resolved total
internal reflection (TIR) fluorescence [9-11] and second harmonic generation (SHG)
[12,13] spectroscopies have been used to obtain information on L/L interfaces such
as polarity and interfacial roughness. As for the polarity of L/L interfaces, our group
[9] and others [10,13] have experimentally revealed that the interface is a layer hav-
ing intermediate polarity between those of the organic and aqueous phases, which
well agree with the prediction by molecular dynamics simulations [14]. Our group
has recently reported solvation dynamics of fluorophores with an anthroyloxy group
at the heptane/water interface, revealing that preferential solvation occurs for fluo-
rophores at the interface based on the observation of time-dependent fluorescence spectral
shift [15].
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In addition to these studies to elucidate physical properties of L/L interfaces,
our group has successfully found several kinds of specific complexation reactions that
originate from the unique properties of L/L interfaces [16-25]. For example, from the
analysis of complexation kinetics of 5-alkyloxymethyl-8-quinoinols at the L/L interface
by dynamic interfacial tensiometry and ion transfer polarography, it is found that the
kinetics for the interfacial complexation with Ni* is significantly affected by the alkyl
chain length of the chelating reagents, and that the complexation rate at the interface
is enhanced as compared to that in bulk aqueous solutions [18]. Our group has also
studied electrochemical anion transfer reactions across the L/L interface as facilitated by
hydrogen-bonding ionophores [20]. The ionophore-assisted anion transfer process was
successfully observed for the first time, indicating that, in spite of significant interference
from anion hydration, complementary hydrogen bonding at phase boundaries is indeed
effective for analyte recognition.

This chapter is focused on our recent research topics regarding the analysis of
complexation reactions at L/L interfaces. We first describe the hydrogen-bond-mediated
anion recognition as studied by ion transfer polarography and interfacial tensiometry
[22,23], and then alkali metal ion recognition as studied by SHG spectroscopy [24,25].

11.2. HYDROGEN-BOND-MEDIATED ANION RECOGNITION
AT L/L INTERFACES

The potential applications in biomedical and environmental research have led to
great interest in the design and synthesis of abiotic ionophores for phosphates and their
derivatives [26]. Selective binding and sensing of phosphate species have been success-
fully demonstrated in some cases by sophisticated ionophores in bulk organic and/or
aqueous media [27]. On the other hand, in the case of ionophore-based two-phase-
transfer systems such as ion-selective electrodes (ISEs) and membrane transports, it still
remains a challenge to achieve a useful selectivity for very hydrophilic phosphate anions
over hydrophobic anions [28,29]. This is due to the difficuity in compensating large
differences in Gibbs free energies of transfer between phosphates and interfering anions
by selective complexation [30]. Phosphate is indeed the most hydrophilic anion, when
considering its end position in the Hofmeister series, which reflects the free energy of
hydration of anions: ClO4~ > Br™ > CI~ > CH;COO~ > H,PO,~/HPO,*.

Among the variety of possible approaches towards the appearance of phosphate
selectivity in two-phase-transfer systems, of our particular interest is the use of hydro-
gen bonds to provide a binding affinity for this anion as has been utilized in biological
systems [31]. X-ray analysis [31] clearly revealed that a phosphate binding protein could
recognize HPO,?~ through the formation of 12 hydrogen bonds, by which high stability
and selectivity were achieved for the transport of this anion across the biological mem-
brane. Significantly, hydrogen-bond forming guanidinium derivatives [32] and uranyl
salophenes [33] are the only examples of abiotic ionophores, which have been identified
as exhibiting good phosphate selectivities in ISEs and membrane transport experiments.
In these abiotic ionophores [32,33], multiple hydrogen bonds are indeed involved in the
binding event with phosphate anions, demonstrating the potential use of hydrogen bonds
for the design of phosphate-selective ionophores.
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In this section, our recent approaches based on the use of hydrogen-bonding
ionophores [22,23,34,35] are described to achieve the phosphate selectivity in two-
phase-transfer systems.

11.2.1. Highly Efficient Transport of HyPO4~ Anions by a Phosphate/lonophore
2:1 Complex Formation

We first describe the use of complexation-induced phosphate—phosphate interac-
tions as a novel extension of the design strategy based on a hydrogen-bonding motif.
While most previous studies have focused on ionophores based on a 1:1 complex for-
mation, here we discuss a hydrogen-bonding ionophore that binds two H,PO,4~ ions so
as to form hydrogen bonds between the complexed phosphates in a 2:1 complex. Since
the complexation-induced anion—anion interaction is known for phosphate anions [36],
such a unique property could be utilized to distinguish phosphate anions from other
interfering anions. Also, a significant positive cooperativity is expected to appear in the
phosphate/ionophore 2:1 complex formation, i.e., a high stability of the 2:1 complex
would be achieved by forming additional hydrogen bonds between the complexed phos-
phates. To investigate binding behaviours of hydrogen-bonding ionophores across the
L/L interface, we have employed ion transfer polarography [37], which can quantita-
tively provide kinetic and thermodynamic parameters of the ion transfer process. From
the analysis of anion transfers across the nitrobenzene (NB)/water interface as facilitated
by thiourea-based ionophores as shown in Figure 11.1, bis-thiourea Ic is found to most
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FIGURE 11.1. Structures of ionophores examined in our studies.
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FIGURE 11.2. Ion transfer polarograms of H,PO,~ across the NB/water interface. Aqueous phase: 0.5 M
NaH,POQ,. Organic phase: 0.05 M N(C7H;5),TPB and (a) 0 mM ionophore, (b) mono-thiourea C3H;-TU,
(c) bis-thiourea 2a or (d) bis-thiourea 1¢. [ionophore]: 0.5 mM. Flow rate: 25 ml - h~'. Reprinted from Ref.
{22] with permission.

strongly facilitate the transfers of various hydrophilic anions from the water to the NB
phase [22]. The H,PO,~ transfer by 1c is indeed based on the formation of the phos-
phate/ionophore 2:1 complex, by which a highly efficient transport of H,PO4™ can be
achieved across the NB/water interface.

Figure 11.2 shows ion transfer polarograms for H,PO4~ across the NB/water in-
terface as facilitated by ionophores 1¢, 2a and C3H;-TU. As compared to results in the
absence of ionophores (curve a), only a slight change is observed even in the presence of
mono-thiourea C3H7-TU (curve b), indicating that C3H;-TU has little ability to facili-
tate H,PO,4~ transfer from the aqueous to the NB phase. By contrast, new waves appear
in the presence of bis-thiourea 1c or 2a. While the effect of bis-thiourea 2a is not so
dramatic (curve c), a well-defined wave is clearly observed when bis-thiourea 1c was
present in the NB phase (curve d). Obviously, the H,PO, ™~ transfer across the interface
is facilitated by the complexation with bis-thiourea 1c or 2a.

The analysis of these transfer polarograms reveals that the H,PO,4 ™ transfer assisted
by 1c is based on the formation of a 2:1 complex between H,PO,~ and ionophore, and
the transfer reaction is more stable by over —12 kJ - mol~! than the case of C3;H;-TU.
The stabilization of the H,PO,~ transfer for 1c is even stronger by —11 kJ - mol™'
than that for bis-thiourea 2a, which forms a 1:1 complex through the formation of four
hydrogen bonds. Since mono-thiourea C3H;-TU, the counterpart of bis-thiourea 1c,
shows little ability to facilitate the H,PO, ™~ transfer across the interface, a significant
positive cooperativity should appear in the 2:1 complexation between H,PO4™ and bis-
thiourea 1c, i.e., the binding of the second H,PO4 ~ should be accelerated by the formation
of the 1:1 complex (K, > K;). If the two binding sites are independent of the formation
of a 2:1 complex (K> = 1/4K,) [38], the H,PO, ™ transfer based on the 2:1 complex
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FIGURE 11.3. A possible conformation of the 2:1 complex between H,PO,~ and bis-thiourea 1c, based on
Pure LowMode conformation search performed using MacroModel ver. 8.0. The hydrogen bonds are shown
as broken lines. Reprinted from Ref. [22] with permission.

should be destabilized by 1.7 kJ - mol~' as compared to the transfer based on the 1:1
complex with a binding constant of K ;. Thus, it should be noted again that the strong
facilitating ability of bis-thiourea 1c is indicative of the significant positive cooperativity
in the 2:1 complex formation.

'H NMR binding studies support the formation of the 2:1 complex between H,PO4~
and 1c in NB-ds. Furthermore, the origin of the positive cooperativity can be understood
from molecular modelling simulations. Figure 11.3 shows a possible structure of the 2:1
complex between H,PO4~ and bis-thiourea 1c as obtained by MacroModel with OPLS-
AA* force field [39]. From this calculated structure, it is evident that two H,PO,4 ™~ anions
are complexed with the thiourea moeity of 1¢ via hydrogen bonding. More importantly,
two complexed H,PO,~ anions are connected by three hydrogen bonds in the ternary
complex. Similar dimerization of H,PO4~ can be seen in crystal structures of uranyl
salophene H,PO4~ complexes [36], where two short hydrogen bonds are formed be-
tween phosphates. It is therefore likely that such additional hydrogen bonds between
two H,PO4™ anions are responsible for the significant positive cooperativity in the 2:1
complex formation.

It is interesting to compare the stability of the 2:1 complex with stability val-
ues obtained by electrically neutral hydrogen-bonding ionophores in the literature. The
strongest H,PO,~ binding in DMSO is achieved by bis-thiourea 2b with a 1:1 binding
constant of 2.0 x 10° M~[40]. Its complex stability, however, seems rather moderate
as compared to that of bis-thiourea 1c. With respect to the stability of the H,PO4~ com-
plex with bis-thiourea 2a(X; : 5.55 x 10* M~! in DMSO) [40], the ratio of the 1:1
binding constants (or (82;)'/2/K ;) is only 3.6 for 2b, while the ratio is indeed 75 for
bis-thiourea 1¢. Clearly, the stability of the 2:1 complex between H,PO4~ and 1c is
extremely high even though direct comparison of the complex stabilities is not possible
due to the difference in the organic solvent.
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TABLE 11.1. Effect of anions on the adsorption behaviours of
TU-B15CS5 at the 1,2-dichloroethane/water interface.?

Anion® KaaM™1Y° Ta(1075 mol - m™2)¢ Acce (A2)°
No guest 1,200 + 100 0.80 + 0.1 2104 30
CH;C00~ 2,200 + 700 0.60 £0.1 280 =+ 50
Br- 2,300 =+ 400 0.66 =+ 0.06 250 + 20
ClO4~ 3,700 =+ 1,300 0.68 +0.1 240 + 40
cr- 6,100 = 2,300 0.58 £ 0.09 290 + 50
H,PO,~ 15,000 = 3,000 0.42 £ 0.03 400 + 30

¢ Reproduced from Ref. [23] with permission.
b 0.1 M solution of Na* salts.

¢ The adsorption constant.

4 The saturated interfacial concentration.

¢ The apparent molecular occupied area.

11.2.2. Selective H,PO4~ Recognition by Ionophores Adsorbed at the
1,2-Dichloroethane/Water Interface

As described in Section 11.2.1, we have succeeded in a highly efficient trans-
port of H,PO4™ anions across the NB/water interface based on the formation of the
phosphate/ionophore 2:1 complex. However, the observed selectivity for phosphates
is still moderate: The selectivity, as evaluated from the reversible half-wave potentials
of anion transfers, follows in the order of C1~(—0.077 V) > HPO4* (-0.17 V) >
H,P0O,(—0.23V) [22]. Therefore, the further design and synthesis should be required
for sufficiently selective ionophores in two-phase-transfer systems.

We here describe an alternative approach for the appearance of useful phosphate
selectivity, utilizing the complexation-induced interfacial adsorption of ionophore/anion
complexes. From the examination of the adsorption behaviours of three types of
hydrogen-bonding ionophores (bis-thiourea 2a [40], C,H,,+(-TU [21,41,42] and TU-
B15C5 [43]) by interfacial tensiometry [44], we found that thiourea-functionalized
benzo-15-crown-5 (TU-B15C5), a bifunctional receptor for simultaneous binding of
anions and sodium ions, can work as a selective receptor for H,PO;~(H,PO4~ > CI,
Cl04~, Br—, CH3COO") at the 1,2-dichloroethane (DCE)/water interface {23].

Table 11.1 summarizes the adsorption parameters of TU-B15CS5 at the DCE/water
interface. While the adsorption constants K,q for CH;COO~ (2200 & 700), Br—
(2300 £ 400), C104~ (3700 £ 1300) and Cl~ (6100 % 2300) are almost equal within
the experimental errors, the adsorption constant for HPO,~ (15, 000 £ 3000) is indeed
larger by a factor of 13 than that in the absence of these anions (1200 & 100). Similarly,
clear changes in the saturated interfacial concentration Iy, and the apparent molecular
occupied area A, are observed only in the presence of HPO,~ in the aqueous phase.
TU-B15CS5 at the interface therefore shows high selectivity for H;PO4 ™~ over other anions
(H,PO4~ > CI-, Cl04~, Br—, CH3;COO™): H,PO,~ is the only anion that induces sig-
nificant changes in the adsorption parameters of TU-B15CS5 at the DCE/water interface.
If the strength of interaction between anions and TU-B15C5 is controlled only by the
free energies of anion adsorption to the interface without specific binding, the selectivity
should obey the Hofmeister series as has been found in the case of anion adsorption
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to hexadecyltrimethyl-ammonium monolayers at the NB/water interface (Br~ > CI™ >
F~) [45]. Apparently, the observed dependence of the adsorption parameters on an-
ions is indicative of the interfacial binding between anions and the thiourea moiety of
TU-B15CS5 via the formation of hydrogen bonds.

It is interesting to note that, for the appearance of such anion binding functions of
TU-B15CS5 at the interface, the simultaneous binding of cations at the crown moiety is
essential. The complex formation between TU-B15C5 and H,PO, ™ is observable only
when Na™ is present in the aqueous phase; no evidence for the binding with H,PO,4 ™~ is
obtained in the case of Li*, Kt and Rb* (K¢ (M™"): LiH,PO4: 1000 % 100; KH,POy,:
1200 £ 400; RbH,PO,: 840 4 100). The role of Na*t binding at the crown moiety is
ascribed to (i) the enhancement of hydrogen bond donation ability of the thiourea NH
protons [43], and/or (ii) neutralization of the negative charge of the TU-B15C5/H,PO4~
complex to stabilize its adsorption [45,46].

The results presented here suggest that selective binding of very hydrophilic
H,PO,~ can be indeed obtained by hydrogen-bonding receptors just at the L/L interface.
Similarly, the selective sensing of H2P04‘/HPOi' has recently been demonstrated at the
interface of electrodes chemically modified with monolayers of hydrogen-bonding re-
ceptors [47,48]. Both studies indicate that, unlike bulk two-phase-transfer systems, com-
plete dehydration of phosphate anions is not required for the interfacial binding event,
which probably makes it possible to selectively recognize phosphates over hydrophobic
anions. This finding would offer a novel approach to the sensing of very hydrophilic
anions such as phosphates that are difficult to detect by conventional ionophore-based
chemical sensors.

11.3. MOLECULAR RECOGNITION AT L/L INTERFACES AS STUDIED BY
SECOND HARMONIC GENERATION SPECTROSCOPY

Second harmonic generation (SHG) spectroscopy has been used for the investigation
of interfacial phenomena in the past decades, because it has inherent sensitivity towards
molecules at interfaces [12,49]. SHG is based on the second-order non-linear process
through which a fundamental light with a frequency of » undergoes conversion into a
light with a frequency of 2w. The non-linear processes are forbidden for a medium with
inversion symmetry under the electric dipole approximation. Even though molecules
are oriented randomly in a bulk liquid medium, they have possibility of being oriented
at interfaces. Thus, SHG spectroscopy allows the detection of molecules at interfaces
without interference from molecules in a bulk liquid medium, and its interface selectivity
is higher than that of linear spectroscopies using an evanescent wave under the condition
of TIR.

The SHG signal is significantly enhanced when the incident laser wavelength,
and/or its second harmonic (SH) wavelength, is in resonance with an electronic transi-
tion between molecular states [50]. The SHG spectra, which are obtained by measuring
the SHG signal as a function of the incident laser wavelength, correspond to electronic
spectra of interfacial species [51]. The peak intensity of SHG spectrum is related to
the amount of molecules adsorbed at interfaces, and its input and/or output polariza-
tion dependence allows us to determine the absolute molecular orientation of adsorbates
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FIGURE 11.4. Schematic illustration of the measurement system for SHG spectroscopy.

[24]. SHG spectroscopy, therefore, can provide information on a molecular level about
molecular orientation [52], chemical equilibria [53], molecular ordering [54] and molec-
ular association [24,55] at L/L interfaces. We have developed the measurement system
for SHG spectroscopy [56] and have applied it to the analysis of molecular recognition
processes occurring at /L [24,25] and S/L interfaces [57].

11.3.1. Measurement System for SHG Spectroscopy

The experimental set-up for measuring SHG spectra is shown in Figure 11.4. Tun-
able visible laser light, used as fundamental light, was generated by an optical parametric
generator (OPG) pumped by a Q-switched Nd:YAG laser, covering the spectral region
of 420-680 nm with a 30-ps pulse duration at a repetition rate of 10 Hz. The polarization
of fundamental light was controlled by a Fresnel Rhomb.

Itis well known that the intensity of SH light generated at an interface is remarkably
enhanced when the incident angle of fundamental light is near the critical angle [58].
Thus, SHG spectra were measured under the TIR condition. The fundamental light was
incident on the interface at an angle of 74.3° through a quartz prism. The beam diameter
at the entrance face of the prism was ca. 2 mm, and the power of fundamental light was
typically 0.6 mJ - cm?.

The direction of SH light generated at the interface is expressed as [59]

How SiN Oy, = N, sin b, 1

where n,, and n,, are refractive indices of the heptane phase at wavelengths of fun-
damental and SH light, and 6,, and 6,,, are incident and output angles of fundamental
and SH light. This equation means that the direction of SH light depends on its wave-
length according to dispersion of the refractive index. In order to measure SHG spectra
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continuously compensating the effect of dispersion of the refractive index, SH light was
guided to an entrance slit of a monochromator through an analyser by using a set of two
rotatable mirros that were synchronously controlled to keep right direction of SH light
by a computer.

The residual fundamental light and unnecessary emission from the interface were
eliminated by a combination of short pass filters and a monochromator. Both of SH light
and 1% of fundamental light were simultaneously detected using two photomultiplier
tubes and stored in a digital storage oscilloscope, and the SH intensity was divided by
the square of the fundamental intensity to correct wavelength dependence of the OPG
output. Data were collected at every 2 or 3 nm by averaging 30 pulses during scanning
the OPG. The processed data were plotted against the wavelength of fundamental light,
and thus, SHG spectra were obtained.

11.3.2. Molecular Association at the Heptane/Water Interface

Molecular assembly and association are considered as essential for molecular recog-
nition processes at L/L interfaces, because a cooperative binding of host and guest
molecules is expected when host and/or guest molecules is highly ordered at the inter-
face with high surface coverage. We demonstrated that SHG spectroscopy is suitable to
observe molecular association at the L/L interface [24].

Figure 11.5a shows SHG spectra of rhodamine B (RB) adsorbed at the heptane/water
interface. A single major peak assigned to aresonance with the So—S; electronic transition
of RB is recognized in each spectrum. The peak positions in these spectra are determined
by fitting data points to a combination of Lorentzian functions based on the two-state
model {60].
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FIGURE 11.5. (a) SHG spectra of RB at the heptane/water interface for 1.0 x 1077 M (--), 1.0 x 10~ M
(--)and 1.0 x 1073 M (3of RB in the bulk water phase; (b) peak maxima determined from fitting analysis
of the SHG spectra by Equation (2). The spectra were taken using the s-polarized fundamental input and
p-polarized SHG output.
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where a and b are the amplitudes of resonant and non-resonant parts of the non-linear
susceptibility component, respectively. Amax and I are the peak wavelength and the
line width, respectively. The estimated peak wavelength of each SHG spectrum at the
interface is shown in Figure 11.5b. The wavelength of the peak maximum is red-shifted
from 575 to 592 nm as the concentration of RB in the water phase increases from
1.0 x 1077 to 1.0 x 107* M. These peak wavelengths are long compared with the peak
maximum (557 nm) in the absorption spectrum of RB monomer in the aqueous phase.
Considering the dipole—dipole interaction between monomers, the red-shifted peaks
found in SHG spectra are ascribed to the formation of in-plane associates in which the
electronic transition dipoles of each monomer are arranged parallel to one another based
on a simple molecular exciton theory [61,62].

The conformation of the in-plane associates formed at the heptane/water interface
was further examined by polarization dependence of SH light. The SH intensity curves as
a function of a polarization angle do not show any significant difference between p- and s-
input polarizations, when the concentration of RB is below 1.0 x 107> M, suggesting that
a molecular orientational angle of RB does not change in this concentration range. From
the theoretical fitting of the polarization curves, information on molecular orientation at
the interface can be obtained [63—65], and the tilt angle between the transition dipole
parallel to the long axis of the xanthane ring and the interface normal is estimated as
ca. 70°.

Figure 11.6 shows adsorption isotherms for RB and R110, which are obtained
by plotting the square root of the SH intensities at peak maximum against the bulk
concentrations of the dyes. These isotherms can be fitted well by a Langmuir adsorption
isotherm, and the adsorption constants for RB and R110 are estimated as 4.9 x 10 M~
and 4.4 x 10° M, respectively. The difference in the adsorption constant between RB
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FIGURE 11.6. Adsorption isotherms of RB (filled circles) and R110 (open circles) for the heptane/water
interface fitted by a Langmuir model.
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FIGURE 11.7. Schematic illustration of the in-plane associate of RB at the heptane/water interface

and R110 can be ascribed to the hydrophobicity of these dyes, because R110 has no
alkyl chains in the amino groups of the xanthane moiety and RB has two diethylamino
groups. The hydrophobicity of xanthane moiety of RB should be higher than that of
R110. The hydrophobic interaction of the xanthane moiety of a rhodamine dye with
heptane molecules would be responsible for their adsorption at the interface.

From the results of SHG spectroscopy, the rhodamine dyes adsorb and form the
in-plane associates at the heptane/water interface, pointing the xanthane moiety towards
the heptane phase with a tilt angle as shown schematically in Figure 11.7. The structure
of the associates at the interface differs from that in a bulk aqueous phase. In an aqueous
solution, RB makes a sandwich dimmer when the concentration is above 1.0 x 107° M
[66], and the molar fraction of the dimmeris 0.56 at 1.0 x 10~> M. The absorption spectra
of the sandwich dimmer show blue-shifted peak around 525 nm. In contrast, red-shifted
peaks found in SHG spectra indicate that the in-plane associates are predominantly
formed at the interface despite the presence of the sandwich dimmer in the water phase.
The hydrophobic property arising from heptane molecules at the heptane/water interface
would be crucial for the predominant formation of in-plane associates.

11.3.3. Alkali Metal Recognition at the Heptane/Water Interface

To understand molecular recognition at liquid interfaces on a molecular level, the
adsorption and orientation changes of host molecules induced by the recognition process
must be clarified. Such information would provide a novel design concept for molecular
recognition at liquid interfaces in relation to mimicing biological membrane processes.
It is described in this section that a molecular orientation of a crown ether derivative
changes by complexation with alkali metal cation at the heptane/water interface.

Figure 11.8 shows the SHG spectra of [2-hydroxy-5-(4-nitrophenylazo)phenyl]-
methyl-15-crown-5 (azoprobe 1) upon addition of alkali metal salts in the aqueous phase.
The wavelength of the peak maximum of each spectrum is ca. 540 nm, which indicates
the red-shift of ca. 45 nm from the UV-vis absorption peaks in bulk water. The red-shift
is ascribed to a negative solvatochromism induced by different polarities between the
heptane/water interface and bulk water, since the polarity of the interface is lower than
that of bulk water [9,13]. On the other hand, the peak intensity of azoprobe 1 is found
to significantly increase upon addition of alkali metal salts. The salt-dependent increase
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FIGURE 11.8. SHG spectra of azoprobe 1 at the heptane/water interface containing alkali metal and tetram-
ethylammonium (TMA) ions (as chloride salts). The concentration of azoprobe 1 in bulk aqueous phase is
1.0 x 1075 M.

of the peak intensity is ascribed to the adsorption of free anionic species (L.7) and alkali
metal complex form (ML) of azoprobe 1. The square root of SH intensity is expressed
by Equation (3) [53,59]:

Vb x XS%}K = | NoL- (BL-Yik + Nomre? (B )ik | 3)

where xf},K is the element of the second-order susceptibility, and N; - and N mL
denote the interfacial concentrations of L™ and ML. 8- and By are the molecular
hyperpolarizabilities of L~ and ML, A¢ is the difference in phase angles between the
hyperpolarizability tensor elements of L~ and ML. The (8)x is a simple expression of
(TO, ¢, )i, where (T(8, @, ¢)) is the transformation tensor between the molecular
and the laboratory frames. The molecular frame is referenced with Eulerd angles 6, ¢.
and ¢ (Figure 11.9a).

Equation (3) clearly indicates that the factors affecting the SH intensity are (i) the
difference in the molecular hyperpolarizability of ML species compared with L™; (ii)
the influence of A¢; (iii) the orientational change by ML complex formation; and (iv)
the concentration change of L~ and ML species at the heptane/water interface. Since
absorption spectral features of azoprobe 1 do not depend on alkali metal ions and TMA™,
the molecular hyperpolarizability of L~ is almost the same as that of ML complex, and
hence the effect of A¢; upon the SH intensity is negligible. Since the influence of the
orientational change upon the SH intensity is estimated to be small, the increase in
the SH intensity observed in Figure 11.8 is mainly attributable to the increase in ML
concentration at the heptane/water interface. The increase of intensity depends on ionic
species, and the order of the intensity is K™ > Nat > Li*. This behaviour is very similar
to that of the solvent extraction system. The extraction behaviour of azoprobe 1 for alkali
metal ions from the aqueous phase into 1,2-dichloroethane has been examined and the
order of extractabilities is K* > Nat > Li* [67]. The comparison of SH intensity change
upon addition of alkali metal ions with the extractability of azoprobe 1 reveals that the
increase of SH intensity is strongly dependent on the extraction selectivity of azoprobe
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FIGURE 11.9. (a) Definition of the angles §, ¢ and ¢ (b) Tilt angles of 8y as a function of the mole fraction
of complex « at the interface, simulated by using the orientation parameter D. For TMA™ system, L™ species
are dominant and the tilt angle Gy is estimated as 31°.

1 for alkali metal ions. This is clear evidence that the ML complexes are selectively
adsorbed at the heptane/water interface.

The input polarization dependence of p- and s-polarized SH light was measured
to elucidate the molecular orientation of L~ and ML species. The results can be fitted
well to the theory and the relative values of three non-zero elements of the surface
susceptibility [63—65], which determine the molecular orientation, are obtained from the
fitting. Since hyperpolarizability of azobenzene dyes is known to be dominated by a single
element B,,,, which is an element of the hyperpolarizability along the 7—7* moment
direction [52], the tilt angle @ can be estimated from the relative values of the surface
susceptibility,

_ (0053 ) _ Xzzz _ NsL~ Bzl — (0033 OL-) + NoMLBze ML (0053 1)

B (cos8) B Xzzz + 2Xxzz - Ns,L — BeezL — (€08 OL-) + Ny MLBrzz ML{COS Opr)
_ (1 —a){cos’ f.-) + ar(cos’ ) @

(1 — a){cos 8-} + acos? Gyr)

where D is the orientation parameter, 6, - and 6y are the orientation angles of L™ and
ML and o represents the mole fraction of ML at the heptane/water interface. For the
TMA™ system, only L™ species exists at the interface and the orientation angle of L.~ is
calculated as 31°. In the presence of alkali metal ions, the 8y values cannot be calculated
because three uncertain constants (¢, 6; -, 6y ) remain.

Since no SHG spectral shifts in Figure 11.8 is noted upon addition of alkali metal
salts for azoprobe 1, the interaction between azoprobes at the interface must be small.
Thus the orientation angle of L™ is estimated to be constant even in the presence of ML
species, and the relationship between Gy, and « under constant 6; - can be simulated
using D values derived from the experimental results on input polarization dependence
of SH light. The simulation results are shown in Figure 11.9b. The orientation angle of
ML ( Oup) is larger for Na* and K* as compared with 6, -, whereas the Oy for Lit
is smaller in every « fraction. This result clearly demonstrates that the Nat and K+
complexes are flatter and the Li* complex tends to lift up at the heptane/water interface
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as compared with the orientation angle of L™ species. The observed orientation changes
of ML species may be ascribed to the difference in the charge distribution of alkali metal
ion complexes formed at the interface. Since Na™ and K* can form tight ion pairs with
azoprobe 1 based on the best size-fitting with the 15-crown-5 binding site [68], charge
delocalized complexes, which induce the fiatter orientation at the interface, are expected.
On the other hand, Li* ion is too small to fit inside the 15-crown-5 cavity. Thus the highly
hydrated Li* complex makes the binding site of azoprobe 1 more hydrophilic, resulting
in the lift-up conformation at the heptane/water interface. These orientation differences
among the alkali metal complexes offer a unique characteristic for molecular recognition
at the L/L interface, which is clarified by SHG spectroscopy. It is expected that SHG
spectroscopy will provide useful information for developing novel molecular recognition
processes at the L/L interfaces.

11.4. CONCLUDING REMARKS

In molecular recognition of ions and molecules at L/L interfaces using hydrogen-
bonding artificial receptors, we have found that hydrogen bonding, which is not effective
at all in bulk aqueous media, does work effectively at L/L interfaces, and that unusual
selectivity for very hydrophilic H,PO4~ by artificial receptors, which cannot be attained
by two-phase distribution systems, is achieved via hydrogen-bonding interaction at the
L/L interfaces based on measurements by ion transfer polarograms and surface tensions.
In the measurements of ion recognition processes at L/L interfaces by resonant SHG
spectroscopy, we have found orientation changes of receptor molecules depending on
the presence of guest ions. These characteristics in molecular recognition observed at L/L
interfaces should be ascribed to the partial dehydration of ions and molecular orientations
of receptor and complexed molecules, and the results obtained in this study would give
deeper insight to develop novel recognition systems for ions and molecules. To pursue
such studies, origin of unusual selectivity should be widely examined and clarified using
surface-sensitive measurements such as SHG in combination with computer simulations
at L/L interfaces, and the accomplishments should also be reflected to develop practical
analytical systems.
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12.1. INTRODUCTION

The nature of an interface (liquid/liquid, solid/liquid, air/liquid and so on) should re-
flect on the relevant interfacial phenomena, so that detailed understandings of chemical
and structural characteristics of the interface at a microscopic level are of primary im-
portance for further advances in various sciences. In practice, solid/liquid and air/liquid
interfacial systems have been studied widely by various experimental techniques, and the
knowledges about the characteristics of the interfaces have been accumulated. However,
very little is known about the chemical and structural characteristics of a liquid/liquid
interface at a microscopic level. So far, thermodynamic and electrochemical techniques
have been applied to study liquid/liquid interfacial chemistry. Nonetheless, its dynamic
aspects have rarely been explored.

It is well known that both nanometre and nanosecond—picosecond resolutions at an
interface can be achieved by total internal reflection (TIR) fluorescence spectroscopy.
Unlike steady-state fluorescence spectroscopy, fluorescence dynamics is highly sensi-
tive to microscopic environments, so that time-resolved TIR fluorometry at water/oil
interfaces is worth exploring to obtain a clearer picture of the interfacial phenomena [1].
One of the interesting targets to be studied is the characteristics of dynamic motions of a
molecule adsorbed on a water/oil interface. Dynamic molecular motions at a liquid/liquid
interface are considered to be influenced by subtle changes in the chemical/physical prop-
erties of the interface, particularly in a nanosecond—picosecond time regime. Therefore,
time-resolved spectroscopy is expected to be useful to study the nature of a water/oil
interface.

We have studied water/oil interfaces on the basis of time-resolved TIR fluores-
cence spectroscopy and discussed the structures and characteristics of the interface at
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a molecular level [1-5]. In these studies, we employed the following experimental ap-
proaches. One is a magic angle dependence of the TIR fluorescence decay profile of
dye molecules adsorbed on a water/oil interface [3-5]. The other approach is a struc-
tural dimension analysis of excitation energy transfer dynamics between dye molecules
adsorbed on a water/oil interface [4,5]. We applied these methods to studying water/oil
interfaces, and succeeded in obtaining invaluable information on characteristic features
at water/oil interfaces.

In this chapter, we review recent results on the studies of chemical and structural
characteristics at water/oil interfaces with special references to those at water/CCl; and
water/1,2-dichloroethane (DCE) interfaces.

12.2. THEORETICAL AND EXPERIMENTAL BACKGROUNDS

In order to study interfacial phenomena at a liquid/liquid boundary at a microscopic
level, surface-selective or depth-resolved measurements at an interface are absolutely
necessary. Among several methods, TIR spectroscopy is a powerful means to obtain an
inside look at an interfacial layer in several tens to several hundreds of nanometres. In
this study, TIR fluorescence spectroscopy was employed to follow chemical and physical
characteristics at liquid/liquid interfaces. Before discussing characteristic features of the
structures at liquid/liquid interfaces, the basic theory of TIR of light is reviewed briefly
in the following.

12.2.1. Total Internal Reflection

Whenever electromagnetic radiation is incident at an interface separating two media,
a part of the beam is reflected back into a medium 1, while the other part continues into a
medium 2, but with an altered direction of propagation. This latter phenomenon is termed
refraction. Figure 12.1 depicts this situation, where the subscripts i, t and r refer to the

<

FIGURE 12.1. Schematic representation of refraction and reflection of a plane electromagnetic wave at a
boundary. The surface normal is taken along the z-axis, and the incident beam is assumed to be in the x—z
plane (plane of incidence).
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incident, transmitted and reflected beams, respectively. The radiation is incident from
a medium of a lesser refractive index (n;) upon a medium of a greater refractive index
(n2); no > ny. In such a case, a phenomenon of reflection is termed external reflection,
and a real angle of refraction, 6,, exists for all possible choices of the angle of incidence,
6;, with the condition of 6; < 8;. On the other hand, under the refractive index condition
of n; > ny, a phenomenon of reflection is termed internal reflection, and it is obvious
from Snelld law that the angle of refraction becomes imaginary or values of the angle

of incidence such that 6; > sin~'(n2/n,). The angle above which this refracted wave
ceases to be real is termed the critical angle, 6..

6. = sin"'(ny/ny) 0))

In the case of §; > 6, the reflectivity becomes unity for both the parallel and perpen-
dicular components. This phenomenon is appropriately termed total internal reflection
[6,7].

12.2.2. Evanescent Wave

In terms of the relative index of refraction, n = (ny/n;) < 1, the following expres-
sions follow from Snelld law for angles of incidence greater than the critical angle:

sin6, = (1/n)sin 6, 2)

cos6, = [1 — (1/n?)sin? ;1% = i[(1/n?)sin? 6, — 1]'/2 3

Using these values in Fresneld formula, the amplitude of the reflected beam perpendic-
ular to the plane of incidence (A, ) is given by Equation (4),

~ (1/n)cos§ —i[(1/n*)sin’ 6 — 1]/

At = A cos6, 1 1[(1/n?) sin 6, — 1]172 @
which is equivalent to
AL = Ajexp(—idy) &)
where
tan(31/2) = [(1/n®)sin® 6; — 1]'/2/[(1/n) cos 6] (6

Thus, the perpendicular component of a reflected wave whose incidence in the x—z plane
is

E., = Ay expli{wt — k(xsin6;, — zcos6;) — &, }] )
In a similar way, those of the parallel components are expressed as

cosé; — (i /m)[(1/n?) sin® §; — 1]1/2

Ar) = Aiy . IR —
cos @ + (i /n)[(1/n2)sin” 6; — 1]V/

(®)
or

E, = A; I exp[i{wt — k(x sin6; — zcos 8;) — 5"}] )
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where
tan(8;/2) = (1/n)[(1/n?)sin® 6; — 11"/ cos 6; (10)

Hence, the components of E parallel and perpendicular to the plane of incidence undergo
phase retardations §; and &, respectively, although the amplitudes are unaitered by
reflection. If the incident wave is plane-polarized, the incident components are in phase,
while those of the reflected wave are not, so that elliptical polarization is produced. The
magnitude of the phase shift for 6, > 6, is

tan(8;/2 — 8. /2) = cos &[(1/n*) sin” 6; — 11'/2/[(1/n) sin> 6] (11)

The above-mentioned phase shift for the angle of incidence greater than the critical
angle implies the existence of a resultant field in the first medium at the interface. In
order that the boundary conditions remain satisfied, there must be a resultant disturbance
in the second phase. It can readily be shown that this disturbance is of the nature of an
exponentially damped wave that penetrates into the second medium. This wave is termed
an evanescent wave.

The depth of penetration (d,,) of an evanescent wave into the second medium can
be quantitatively defined in terms of the distance required for the electric field intensity
to decrease to 1/e of its initial value,

~1/2

d, = (A/2m)(n1? sin’ 6; — ny?) (12)

where A is the wavelength of the radiation in the first medium. However, we deal with
the intensity of the light in TIR fluorometry rather than that of the electric field, which is
proportional to the square of the electric field. More practical formula of the penetration
depth of an evanescent wave is given as follows [8]:

-1/2

dp = (Af47)(n)? sin? 6; — no?) (13)

Equation (13) shows that the penetration depth depends on both the wavelength and the
angle of an incident beam. Thus, an appropriate choice of the angle of an incident light
beam enables depth-resolved measurements at an interface.

12.2.3. Probe Molecules for TIR Fluorescence Spectroscopy

For TIR fluorescence spectroscopy on water/oil interfaces, the choice of a probe
molecule is of primary importance. For example, the penetration depth (d,,) of an incident
evanescent wave at a 1,2-dichloroethane (DCE, refractive index (n); n, = 1.44)/water
(n, = 1.33) interface is calculated to be ~94 nm on the basis of Equation (13), where A =
580 nm and 8; = 80°. It has been reported that the thickness of a sharp water/oil interface
represented by water/DCE is ~1 nm [9], so that 4, of the incident evanescent wave is
thicker than the thickness of the interfacial layer, and the fluorescence characteristics
of a probe molecule in the bulk phase are superimposed, more or less, on those at the
interface [2]. Therefore, a probe molecule should be highly surface-active and adsorb on
the interface, so as to exclude fluorescence of the probe molecule from the bulk phase. In
the present experiments, we employed xanthene dyes as fluorescence probes throughout
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Sulforhodamine 101 (SR101) Suiforhodamine B (SRB) Acid Blue 1 (ABI)

SCHEME 12.1. Structures and abbreviations of the dye molecules used in this study. (a) Sulforhodamine
101; SR101, (b) Sulforhodamine B; SRB, (c) Acid Blue 1; AB1.

the study, since these dyes are highly surface-active and adsorb strongly on a water/oil
interface. This has been confirmed by interfacial tension (y) measurements as reported
elsewhere [3-5]. The structures and abbreviations of the dye molecules used in this study
are shown in Scheme 12.1.

For example, the amount of adsorbed SR101 on a water/DCE interface (I) is
given by the Gibbs equation: "= —(1/2.3RT)dy /d1log[SR101]. The I" value was then
calculated tobe 5.0 x 10~ mol : cm~? ([SR101] = 1.0 x 10~% M). When the interfacial
area is assumed to be 1 cm? for simplicity, the number of SR101 molecules adsorbed on
the interface (5.0 x 107! mol) is 5000 times higher than that expected to be involved
in the excited volume by the evanescent wave (1.0 x 10~!17 mol) without adsorption.
Almost the same results with those for SR101 were obtained for other dye/water/oil
systems. At [SR101] =1 x 10~% M, therefore, the fluorescence response observed
under the TIR conditions is ascribed essentially to that from the interface.

12.3. TIR FLUORESCENCE DYNAMIC ANISOTROPY AT A
LIQUID/LIQUID INTERFACE

12.3.1. Principle

Dynamic fluorescence anisotropy is based on rotational reorientation of the ex-
cited dipole of a probe molecule, and its correlation time(s) should depend on local
environments around the molecule. For a dye molecule in an isotropic medium, three-
dimensional rotational reorientation of the excited dipole takes place freely [10]. At a
water/oil interface, on the other hand, the out-of-plane motion of a probe molecule should
be frozen when the dye is adsorbed on a sharp water/oil interface (i.e., two-dimensional
in respect to the molecular size of a probe), while such a motion will be allowed for a
relatively thick water/oil interface (i.e., three-dimensional) [11,12]. Thus, by observing
rotational freedom of a dye molecule (i.e., excited dipole), one can discuss the thickness
of a water/oil interface; the correlation time(s) provides information about the chemi-
cal/physical characteristics of the interface, including the dynamical behaviour of the
interfacial structure. Dynamic fluorescence anisotropy measurements are thus expected
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FIGURE 12.2. Coordinate system defined in the experiment. The x—y plane is the plane of the interface.

to provide new insights into the structure at a water/oil interface, not obtained by con-
ventional spectroscopies.

The laboratory coordinate system chosen for TIR fluorescence anisotropy measure-
ments is illustrated in Figure 12.2. SR101 molecules located at a water/oil interface (in
the x—y plane) are excited by an s-polarized laser beam along the x-axis. The TIR fluo-
rescence is then detected along the z-axis and its polarization is selected by a polarizer.
The fluorescence decay profile observed under such a configuration is analysed for two
limiting cases, depending on the structure of a water/oil interface: two-dimensional or
three-dimensional.

12.3.1.1. Two-Dimensional Model. 1f the thickness of a water/oil interface is compa-
rable to the molecular size of SR101 and the dye molecules located at the interface are
strongly oriented, the rotational motions of SR101 will be strongly restricted in the in-
terfacial layer (x—y plane of the interface, two-dimension), and the emission dipole
moment of SR101 (direction of the long axis of the xanthene ring) directs within the
x—y plane. In such a case, the time profile of the total fluorescence intensity of SR101
observed from the interface should be proportional to Iy(¢t) + I.(¢), where Ij(t) and
I, (t) represent the fluorescence decay profiles observed with emission polarization par-
allel and perpendicular to the direction of excitation polarization, respectively. When the
angle of the emission polarizer is set at 45° with respect to the x-axis (magic angle),
fluorescence anisotropy is cancelled, so that the TIR fluorescence decay curve can be
analysed by a single-exponential function. If a water/oil interface is very sharp, therefore,
fluorescence dynamic anisotropy r(¢) obeys Equation (14):

_ L) - 1,.()

= O Lo

= r(0)exp(—t/t™) (14)
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where r(0) and ™ are initial anisotropy (¢ = 0) and the reorientation correlation time,
respectively. In Case I, 7(0) should be equal to 0.5 [12].

12.3.1.2. Three-Dimensional Model. On the other hand, if the interfacial layer is thick
enough compared to the molecular size of SR101 and if SR101 molecules adsorbed on
the interface are weakly oriented, the rotational motions of SR101 take place in three
dimensions, similar to those in a bulk phase. If this is the case, the contribution of the
fluorescence with the excited dipole moment of SR101 directed along the z-axis cannot be
neglected, so that the time profile of the total fluorescence intensity must be proportional
to Iy(¢) + 21,.(). Thus, fluorescence dynamic anisotropy is given by Equation (15), as
is well known for that in a macroscopically isotropic system [10,13]:

Iy(#) — I.(2)
r(t) = ————— =r(0)exp(—t/t™") (15)

MOEING) P
In this case, r(0) and the magic angle are calculated to be 0.4 and 54.7°, respectively. The
thickness of a water/oil interfacial layer would be evaluated through TIR fluorescence
anisotropy measurements and the t™ value(s) provides information about characteristic
features at a water/oil interface.

12.3.2. A Magic-Angle Dependence of the TIR Fluorescence Decay Profile
of SR101 at a Water/Oil Interface

The experimental idea mentioned above was then applied to study water/carbon
tetrachloride (CCly) and water/DCE interfacial systems [4]. Figure 12.3 shows fluo-
rescence decay profiles of SR101 observed from water/CCly and water/DCE interfaces
at an emission polarization angle of 45° [(a) and (c)] or 54.7° [(b) and (d)], together
with the relevant weighted residuals (Re) and autocorrelation trace (Cr) for each single-
exponential fit. In the case of the water/CCly interface [(a) and (b)], Re and Cr of the data
observed at 54.7° exhibited nonrandom distributions compared to those predicted by the
best fit (b), particularly those in the initial stage of excitation (<1 ns). On the other hand,
the profile observed at the magic angle 45° was reasonably fitted by a single-exponential
function as judged by the relevant Re and Cr (a) [10]. The x 2 and Durbin—Watson (DW)
parameters for the fitting also supported that the best fit of the observed data by a single-
exponential function was attained by setting an emission polarizer at the magic angle
45° (Table 12.1). Therefore, it is concluded that the water/CCly interface is sharp with
respect to the molecular size of SR101 and that three-dimensional rotational motions of
SR 101 are inhibited at the water/CCl, interface.

In the case of a water/DCE interface [(c) and (d)], on the other hand, a fitting
of the data by a single-exponential function cannot be attained by setting an emission
polarizer at 45°, as confirmed by deviations of Re and Cr from the optimum values
(c). When the fluorescence decay profile is measured by setting an emission polarizer
at 54.7° (d), fluorescence anisotropy can be reasonably fitted by a single-exponential
function including the time response in the initial stage of excitation (see also x2 and
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FIGURE 12.3. TIR fluorescence decay curves of SR101 at water/CCl, [(a) and (b)] and water/DCE [(c) and
(d)] interfaces. The angle of the emission polarizer was set 45° [(a) and (c)] or 54.7° [(b) and (d)] in respect
to the direction of excitation polarization. The upper and inner panels of each figure represent the plots of
the weighted residuals (Re) and the antocorrelation trace (Cr) for a single-exponential fitting, respectively.

DW in Table 12.1). Therefore, the interfacial layer of the water/DCE interface is thick
compared to the molecular size of SR101, and the dye molecules adsorbed on the interface
are weakly oriented. Otherwise, the interface is spatially rough at the molecular size of
SR101. SR101 molecules at the water/DCE interface behave similar to those in an
isotropic medium, in contrast to the results at the water/CCly interface.

TABLE 12.1. Fluorescence decay parameters of SR101
adsorbed on water/oil interfaces observed under the TIR
conditions and in an aqueous solution.

7(ns) x% DW*

Water/CCly 45°h 4.06 +0.02 1.11 1.88
54.7°b 421 40.03 1.61 1.37

Water/DCE 450b 3.62+0.02 2.28 0.90
54.7°b 4.12+£0.03 1.09 1.73

Aq¢ 4.1240.01 1.16 1.94

2%2 and DW represent the x-squared and Durbin—Watson

garameters for the fitting, respectively.

The angle of the emission polarizer in respect to that of the
excitation laser beam.
¢ Determined in an aqueous SR101 solution ({SR101] = 1.7 x
1077 M.
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FIGURE 12.4. Schematic illustration of excitation energy transfer in Euclidean dimension. (a) 1-dimension,
(b) 2-dimension (¢) 3-dimension.

12.4. EXCITATION ENERGY TRANSFER AND ITS DYNAMICS
AT A WATER/OIL INTERFACE

It is worth noting that water/oil interfacial structures would be governed by various
factors, so that a complementary study other than fluorescence dynamic anisotropy is
required to obtain further detailed information about the characteristics at a water/oil
interface. As a new and novel approach, therefore, excitation energy transfer dynamics
and the relevant structural (fractal) dimension analysis were introduced to elucidate the
structure of a water/oil interface [4].

We consider here dipole—dipole (Forster-type) excitation energy transfer [14,15]
between an energy donor (D) and an acceptor (A), both adsorbed on a water/oil interface.
When diffusional motions of D and A are inhibited, as in the case for strong binding of the
molecules to the surface by adsorption, excitation energy transfer quenching dynamics
of D by A reflects structural dimension around D and A through spatial distributions of
the components, as shown in Figure 12.4.

In such a case, fluorescence dynamics of D (/p(¢)) should obey the following
equation, as reported by Klafter and Blumen [16,17],

In(t) = Aexp(—(t/tp) — P(t/tp)*%) (16)

where A is a pre-exponential factor and p, is the excited state lifetime of D without
A. P is a parameter proportional to the probability that A resides within the critical
energy transfer distance (Rg) of the excited donor. d is called the fractal dimension and
reflects a spatial distribution of A around D. If D and A molecules adsorb uniformly on
a sharp water/oil interface (two-dimensional), d should be 2.0, since excitation energy
transfer takes place exclusively along the lateral direction at the interface. On the other
hand, if a water/oil interface is thick and rough in respect to the molecular size of a probe
molecule, d should be 2.0-3.0, since the possibility of energy transfer along the direction
other than the lateral direction cannot be neglected. Therefore, we expect that a study
on excitation energy transfer dynamics will provide invaluable information about the
characteristics at a water/oil interface, along with a complementary study on the same
system by fluorescence dynamic anisotropy.

Since the fluorescence spectrum of SR101 overlaps with the absorption spectrum
of AB1 (see Scheme 12.1) [4], effective excitation energy transfer from SR101 to AB1 is
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FIGURE 12.5. Fluorescence decay profiles of SR101 at a water/CCly interface in the absence and presence
of AB1: (a) [AB1] = 0, (b) 1.91 x 1072, (c) 3.82 x 107?, (d) 5.73 x 10~° M. The solid curve shows the
best fit by Equation (16), and the fitting parameters are listed in Table 12.2.

expected. In the present case, energy transfer between the excited singlet state of SR101
and AB1 proceeds via a Forster-type mechanism [14,15], and the critical energy transfer
distance (Ry) in water is calculated to be 71 A [4]. Therefore, on the basis of analysis of
fluorescence decay curves of SR101 at a water/oil interface in the presence of ABI, the
structure of the interface can be estimated with the spatial resolution being in the order
of Ry (~70 A).

Figure 12.5 shows the fluorescence decay curves of SR101 at a water/CCly interface
in the absence (a) and presence of AB1 (1.91, 3.82 and 5.73 X 10~° M for (b), (c) and
(d), respectively). Analogous results were obtained for a water/DCE system (data are
shown elsewhere) [1]. In the absence of AB1, the fluorescence decay of SR101 was
fitted satisfactorily by a single-exponential function with the decay time of 4.21 ns. In
the presence of the acceptor, the fluorescence decay profile of the donor was analysed by
a Klafter-Blumen equation (Equation (16)). Simulations of the observed decay profiles
in Figure 12.5 were then performed on the basis of Equation (16) with tp being fixed
at 4.21 ns. The parameters obtained by the simulation (P and d are summarized in
Table 12.2, together with the x? parameters for the fittings. The x? parameters and the
weighted residuals (Re) of the fittings, shown in the upper traces of Figure 12.5, indicate
that the fluorescence decay profiles of SR101 are well fitted by Equation (16).
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TABLE 12.2. Structural dimension analysis of excitation
energy transfer quenching of SR101 by AB1 at the
water/oil interfaces.

[AB1] (10~° M) P dv x?
Water/CCly 1.91 0.82 1.86 1.06
3.82 1.46 1.94 1.00

5.73 1.97 2.00 1.01
Water/DCE 1.91 0.50 247 1.05
3.82 1.06 2.45 1.05

5.73 1.40 2.53 1.15

“ The P parameter (see Ref. [4]).
® The structural dimension determined by excitation energy transfer
quenching of SR101 flucrescence by AB1 (see main text).

The structural dimension for energy transfer at the water/CCly or water/DCE inter-
face (Table 12.2) was 1.86-2.00 (average 1.93) or 2.45-2.53 (2.48), respectively. The
present Klafter-Blumen analysis of the data is very meaningful and structural character-
istics of the interface are reflected on the d value. The d value for the water/CCl, inter-
face (1.93) indicates that the interface is sharp and can be regarded as two-dimensional,
as long as the spatial resolution by the energy transfer quenching method (~70 A or
~7 nm). Phenomenologically, the result agrees well with that derived from fluores-
cence dynamic anisotropy measurements; the interface is thin enough to inhibit three-
dimensional rotational motions of SR101. If the interface is thin encugh and modelled
strictly by two-dimensions, however, the structural dimension should be equal to 2.0,
since energy transfer quenching is restricted in the x—y plane of the interface. A d value
smaller than 2.0 has frequently been reported for the interfacial systems such as vesicles
and Langmuir-Blodgett films, and d < 2.0 in these systems has been discussed in terms
of a non-uniform distribution of an energy acceptor at the interface: fractal structure
[18,19]. Therefore, a fractal-like distribution of AB1 at the water/CCl, interface might
play a role in deciding the d value.

On the other hand, the structural dimension determined for the water/DCE interface
was larger than 2.0: 2.48. This suggests that the water/DCE interface is thicker than the
water/CCl, interface. The fluorescence dynamic anisotropy measurements also gave
analogous results; the interface is thick enough to allow three-dimensional rotational
motions of SR101. It should be noted that these results do not necessarily imply that the
water/DCE interface is characterized by a three-dimensional space. Taking the results
obtained by molecular dynamics simulations into account, it is supposed that the water/
DCE interface is thin, but is rough in respect to the spatial resolution by the energy
transfer quenching method, as discussed in the following section.

12.5. STRUCTURES AT A LIQUID/LIQUID INTERFACE

12.5.1. Water/CCly and Water/DCE Interfaces

In the present study, both fluorescence dynamic anisotropy and excitation energy
transfer methods were successful in providing information about the structures and
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thickness/roughness of the water/CCl, and water/DCE interfaces. However, it should be
noted that, although the results obtained by the present two methods are complementary
to discuss the structures of the interfaces, these cannot be compared directly with each
other, since fluorescence dynamic anisotropy provides information about molecular level
structures of the interface (i.e., dimension of the molecular size of SR101 ~1 nm) while
the excitation energy transfer method affords relatively long-range interfacial structures
(i.e., dimension of the critical energy transfer distance ~7 nm). Taking such experimental
backgrounds into account, the following discussions will be possible.

A water/CCly or water/DCE interface is a representative system studied by various
techniques; so far, invaluable information about the structure of the interface has been
accumulated [20]. As an example, Benjamin and his co-workers have demonstrated that
the thickness of the water/DCE or water/CCly interface is 1 nm or <1 nm, respectively
[21]. The spatial resolution of fluorescence dynamic anisotropy measurements is ~1 nm,
so that the present results are worth comparing with the predictions from the simulations.

The thickness of the water/DCE interface (1 nm) is comparable to the molecular
size of SR101 (1.0-1.4 nm) [3]. Furthermore, SR101 molecules adsorbed on the water/
DCE interface are supposed to be restricted within the two-dimensional plane, with
the hydrophilic SO;™~ group being towards to the water phase while the hydrophobic
xanthene ring is directed to the DCE phase. Therefore, when the water/DCE interface
is very sharp, three-dimensional-like rotational reorientation of SR101 would not be
observed, in contrast to our experimental observation. One possible reason for this is
thermal fluctuations of the interface, by which SR101 molecules behave similar to those
in an isotropic medium: SR101 on the interface is tumbled by thermal fluctuations.
Similar situations are also expected for SR101 at the water/CCly interface, while the
dynamic anisotropy experiments suggest that the interface is two-dimensional-like. It
has been reported that thermal capillary waves at an interface are related to the interfacial
tension of the system [22-25]. In the present systems, the lower interfacial tension of
the water/DCE system compared to that at the water/CCly interface indicates that the
amplitude(s) of the surface wave(s) is larger for the water/DCE system relative to that
for the water/CCl, interface. Thus, the contribution of the thermal fluctuation to the
rotational motions of SR101 would be smaller at the water/CCly interface, leading to a
two-dimensional-like anisotropy decay of the dye at the interface.

Short-range (~1 nm) structural information about the interface obtained by flu-
orescence dynamic anisotropy experiments is not contradicted by the results by the
excitation energy transfer method: d (water/CCly) = 1.93 and d (water/DCE) = 2.48.
Energy transfer at a water/oil interface is schematically shown in Figure 12.6. For sim-
plicity, it is assumed here that an SR101 molecule (closed circle) sits on the interface
(x—y plane). The molecular size of SR101 is 1.4 nm and the critical energy transfer
distance is ~7 nm, so that energy transfer proceeds at a long distance. When both SR101
and AB1 are located at a flat interface, the structural dimension of energy transfer should
be exactly 2.0. If the interface is rough and AB1 (closed triangle in Figure 12.6) is dis-
placed from the x—y plane, on the other hand, the angle between the positions of the
SR101 and AB1 molecules along the z-axis (¢ in Figure 12.6) determines the d value.
Clearly, when displacement along the z-axis (8) is very small, d is 2.0. An increase in §
implies that the interface becomes rougher and, thus, d increases to 3.0. Since SR101 at
the water/DCE interface exhibits three-dimensional-like motions, the interface has been
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Interface

FIGURE 12.6. Schematic illustration of excitation energy transfer at a water/oil interface.

suggested to be rougher compared to the water/CCl, interface. Therefore, the structural
dimension of the water/DCE interface (d = 2.48) will be a reasonable consequence,
reflecting the characteristic structure of the interface.

The structural dimension at a water/DCE interface is d = 2.48, while short-
range structural information about the interface obtained by the fluorescence dynamic
anisotropy experiments suggests that the interface is three-dimensional-like. Taking the
results obtained by molecular dynamics simulations into account, these results can be
understood only by the fact that the water/DCE interface is thin (~1 nm), but is rough
with respect to the spatial resolution of the excitation energy transfer quenching method
(~7 nm), as shown in Figure 12.7.
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FIGURE 12.7. Schematic illustration of water/oil interfaces.
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TABLE 12.3. Magic angles for the TIR fluorescence anisotropy measurements
and structural dimensions at the interfaces.

Organic phase  y?(mN-m~') Aqin® (wt%) Inag® (Wi%) Magic angle® d<

Cyclohexane 51¢ 0.01 0.006 45° 1.90
CCly 45 0.01 0.08 45° 1.93
Toluene 33 0.03 0.05 ~45° 2.13
CB/f 37 0.03 0.05 ~45° 2.20
DCB/ 39 0.31 0.03 45°-54.7° 2.30
DCE 28 0.15 0.81 ~54.7° 248

“ Interfacial tension of the water/oil system, determined by a pendant drop method.

b Taken from Ref. [26].

¢ The angle of an emission polarizer, by which the fluorescence decay is best fitted by a
single-exponential function.

4 The structural dimension determined by excitation energy transfer quenching of SR101
fluorescence by AB1 (see main text).

¢ Ref. [26].

/ CB and DCB represent chlorobenzene and o-dichlorobenzene, respectively.

Although the structural differences between the water/CCly and water/DCE inter-
faces are not so large, the chemical and/or physical nature of the organic phase itself
reflects on the photophysical properties of a probe molecule, indicating the novelty of the
present experimental approaches. Systematic investigations are important to reveal fac-
tors governing structural and physical characteristics of water/oil interfaces. Therefore,
we introduced fluorescence dynamic anisotropy and excitation energy transfer measure-
ments to other water/oil interfacial systems; the data are summarized in Table 12.3. The
results are discussed in terms of the relationship between the interfacial structure and
the polarity at the water/oil interfaces (Section 12.6).

12.5.2. Theoretical Considerations

The simplest way to understand the difference in the interfacial structures mentioned
above will be to consider the relevant interfacial tension, since an interfacial tension
(mN - m™!) is equivalent to the interfacial free energy (mJ - m~2) [27]. As shown in
Table 12.3, the interfacial free energy in the water/CCly system (44.5 mJ - m™2) is higher
than that in the water/DCE system (27.9 mJ - m™2). This implies that, since the energy
necessary to construct a water/CCly interface is larger than that for a water/DCE interface,
the former is likely to construct a molecularly sharp interface. Therefore, interfacial
roughness becomes smaller with increasing the interfacial tension (Table 12.3).

In the physical meaning, interfacial roughness is explained in terms of the thermal
capillary waves propagating at a water/oil interface, which is related to the interfacial
tension of the system [22-25]. It is well established that mean squares roughness at a
liquid interface can be calculated from a model originally proposed by Buff et al. [22].
In essence, any single-valued interface can be described by a Fourier series of interfacial
waves. Ataliquid surface, the amplitude of each wave is dependent on both its wavelength
and a temperature via a Boltzmann distribution. Macroscopic roughness of the interface
can be evaluated from the wave amplitude integrated over all relevant wavelengths. The
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mean squared height ({z?)) is then described by the following expression:
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where z is the vertical displacement from the mean height, %, is the magnitude of the
radial wavevector for a particular capillary wave within the interfacial plane, ¢ is the
azimuth angle of rotation within the interfacial plane, kg is the Boltzmann constant, T is
the temperature, y is the surface tension. Ap is the difference in the density between the
two media and g is the gravitational constant. The upper integration limit, k.« , describes
the largest magnitude of the interfacial wavevector, which is equivalent to the smallest
capillary wavelength. Since capillary waves with wavelengths shorter than the inter-
molecular spacing are not expected to be stable, kyax is usually assumed to be in the
order of 7 /rmin. In the case of a vapour-liquid interfacial system, 7mi, is the molecular
radius of the liquid. In the case of a liquid/liquid interfacial system, 7y, is assumed to
be a weighted mean of the two liquid molecular radii.

According to Equation (18), the interfacial width of a water/CCly or water/DCE
interface is calculated to be 5 or 6.4 A, respectively. These values are smaller than the
molecular size of SR101 (14 A). Therefore, the experimental results of three-dimensional
molecular rotational reorientation of SR101 and the structural dimension larger than 2
at the water/DCE interface cannot be explained by the capillary wave theory (Equation
(17)). Such a discrepancy between microscopic and macroscopic roughness at a water/oil
interface has been discussed by Wirth and Burbage [28]. The thermal capillary wave
theory is derived from macroscopic properties at a liquid/liquid interface, so that the
theory is not necessarily sufficient to explain interfacial roughness at a molecular level.
The applicability of the thermal capillary wave theory has been confirmed for interfacial
roughness with tenths of micrometres or larger, and the theory is predicted to fail for
that in submicrometre length scales [29].

In order to explain molecular-scale interfacial roughness, several theoretical models
have also been proposed [25,30]. Simpson and Rowlen [25] introduced scale-dependent
effective roughness, which described the root mean square probability of finding a partic-
ular difference in the height between any two points at the interface as a function of lateral
separation. Mecke and Dietrich [30] proposed a density functional theory, in which they
reconciled the two approaches, by distinguishing the different types of fluctuations at all
length scale: both for undulations of the interface and for bulk density fluctuations. They
first described an interface as a continuous variation of the density, which was caused
by density fluctuations within the bulk phase, but with no undulations of the interfacial
position. In the second step, the undulation predicted by the capillary wave theory was
taken into account. Recently, the density functional theory was checked experimentally
by means of grazing incidence X-ray scattering measurements at an air/water interface
[29]. Fradin et al. [29] predicted that the surface was rougher than that expected from
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the simple capillary model at small length scales. Such a density functional theory is not
contradicted by our interfacial model: the water/DCE interface is thin (~1 nm), but is
rough with respect to the spatial resolution of the excitation energy transfer quenching
method (~7 nm, Figure 12.7). Furthermore, no clear relationship between the interfacial
tension and interfacial roughness could be obtained in this study (Table 12.3). The results
suggest that molecular-scale interfacial roughness would be governed by not only the in-
terfacial tension (as a macroscopic property), but also by the chemical/physical nature of
an organic solvent itself. Since liquid/liquid interfacial structures would be governed by
several factors such as the dipole moment, the dielectric constant, the hydrogen-bonding
ability, the density, the molecular shape of a liquid and so forth, interfacial roughness
and nature of a liquid could be correlated in a very complex manner. Further experimen-
tal and theoretical studies including molecular dynamic simulations will reveal detailed
characteristics at a liquid/liquid interface.

12.6. A RELATIONSHIP BETWEEN INTERFACIAL STRUCTURE AND
POLARITY AT A LIQUID/LIQUID INTERFACE

The polarity at a water/oil interface sometimes plays important roles in deciding
heterogeneous reaction kinetics [31]. Such results suggest that solvent environments at
the interface are different from those in bulk media. Recently, surface-selective spec-
troscopic techniques have been applied to studying the polarity at a water/oil interface.
Wang et al. reported an SHG (second harmonic generation) spectroscopic study on the
polarities of water/DCE and water/chlorobenzene (CB) interfaces by using N, N-diethyl-
p-nitroaniline (DEPNA) as a probe [32]. According to their study, the interfacial polarity
(Pa,B) is equal to the arithmetic average of the polarities of the adjoining bulk phase (P4
and Pg) [Equation (19)].

Pa + Py

Ppg = — (19)

They explained the results by dominance of long-range solute—solvent interactions in
determining the difference in the excited- and ground-state solvation energies around
DEPNA at the interface, but not by local interfacial interactions. On the other hand,
Michael and Benjamin reported molecular dynamics computer simulations of an elec-
tronic spectrum of DEPNA at a water/DCE interface [33] and predicted that the interfa-
cial polarity was influenced by both interfacial roughness and the position of the probe
molecule at the interface [21]. In addition to the long-range solute—solvent interactions
at the interface, they also demonstrated that short-range solute—solvent interactions were
also important in determining the difference in the excited- and ground-state solvation
energies around the probe molecule at the interface. Although such studies are very
important for advances in the relevant research fields, the number of both experimental
and theoretical studies on the polarity at a water/oil interface is still limited [5,34,35]. In
particular, the applicability of Equation (19) is worth studying further in a wide range
of a solvent polarity, and the role of interfacial roughness in determining the polarity
should be clarified experimentally.
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In order to obtain a clearer picture on the interfacial polarity, we conducted pi-
cosecond TIR fluorescence spectroscopy by using sulforhodamine B (SRB) as a polarity
probe molecule [5]. On the basis of fluorescence dynamic measurements of SRB ad-
sorbed on a water/oil interface, we studied a relationship between thickness/roughness
and the polarity at the interface.

The photophysical properties of a xanthene dye have been extensively studied. In
order to explain a relationship between the non-radiative decay rate constant (k) of
the dye and a solvent polarity parameter (E1{30)), Quitevis ef al. proposed a two-state
model [36,37]. According to the model, &, is given by

kar ¢ exp{—(8/RT + k)(Er(30) — 30)} exp(—AG-p-*/RT) 20)

where 8 and k are constants and AG4-p-" is the Gibbs free energy difference between
the two excited-states of A* and B* in a non-polar solvent. If Equation (20) holds, a plot
of In ky; vs. ET(30) should be linear, with the slope value being equal to —(8/RT + k).
The physical meaning of Equation (20) is not straightforward and it will be better to
consider this as an empirical equation. Nonetheless, the relation is useful to explain
solvent effects on the spectroscopic properties of a xanthene dye.

The fluorescence lifetimes (7 determined at 580 nm) and quantum yields (®) of
SRB were determined in water—dioxane mixtures and a series of alcohols at 25°C.
The k,; value varied with the medium in the range of (4.1-0.7) x 10% s, whereas
the radiative decay rate constant (k;) was rather insensitive to the medium properties:
(2.8-1.7) x 10® s~1. The relationship between In &, and E7(30) fall on a straight line
and the slope value of the plot was 0.074 & 0.01. Therefore, the photophysical prop-
erties of SRB and Equation (20) are applicable to probing the polarity at a water/oil
interface.

It is noteworthy that the TIR fluorescence decay curve observed at each water/oil
interface is reasonably fitted by a single-exponential function, and its lifetime is al-
ways longer than that in an aqueous phase (1.5 ns). The interfacial polarity E1(30)in
in each water/oil system was then estimated on the basis of the relevant &, value and
the relationship between k,, and E1(30) determined by bulk measurements. The results
are summarized in Figure 12.8, together with the interfacial polarity E1(30)c,. calcu-
lated by Equation (19). These data demonstrate that E7(30);,; observed always takes
an intermediate value between Et(30) of water and that of the organic phase. In the
case of arelatively low polarity solvent (cyclohexane, CCly or toluene), E1(30);, agreed
very well with E1(30)cq as predicted by Equation (19). In these interfacial systems,
our fluorescence data indicate that the interface is thin and two-dimension-like. When a
water/oil interface is thin and sharp, therefore, it is concluded that the interfacial polarity
is well predicted by the arithmetic average of the polarities of the water and organic
phases [Equation (19)]. In the case of a relatively high polarity solvent (CB, 0-DCB or
DCE), on the other hand, E1(30);, was always lower than E1(30),c. It is worth noting
that these water/oil interfaces are thin (~1 nm) but rough (in the spatial resolution of
Ry) as estimated by the fluorescence dynamic spectroscopies: dynamic anisotropy and
energy transfer method. The results demonstrate that an interfacial polarity deviates from
E1(30)cac when the interface is rough. We suppose that the origin of the present results
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FIGURE 12.8. Relationship between E1(30);,, and E1(30) of the oil phase. Open circles and solid curve rep-
resent E1(30);, and E1(30)cq., respectively. 1: cyclohexane, 2: carbon tetrachloride, 3: toluene, 4: chloroben-
zene, S: o-dichlorobenzene, 6: 1,2-dichloroethane.

would be due to interfacial roughness and orientations of SRB adsorbed on the interface,
as discussed elsewhere [5].

12.7. PHOTOCHEMICAL OBSERVATION OF MOLECULAR RECOGNITION
AT A LIQUID/LIQUID INTERFACE

Molecular recognition in biological systems proceeds at microscopic interfaces
such as cell and protein surfaces in aqueous media [38]. Therefore, hydrogen-bonding
interactions at a liquid/liquid interface have received current interests as a model of
molecular/ion recognition in biological systems. Nonetheless, owing to the experimental
difficulties in observing directly molecular recognition at a liquid/liquid interface, there
have appeared only a few spectroscopic studies on molecular recognition at a water/oil
interface [39-41].

It is anticipated that orientational dynamics of a host—guest complex produced by
molecular recognition are different from those of a host or guest. Therefore, time-resolved
fluorescence spectroscopy under TIR conditions has a possibility to sense molecular
recognition at a water/oil interface. The system studied is a model of flavoenzymes as
shown in Figure 12.9.

Since riboflavin (RF) is surface-active and possesses a high fluorescence quantum
yield, the dye is very suitable for TIR fluorescence measurements at a water/oil interface.
For TIR experiments, an aqueous RF solution was poured onto a CCl solution containing
a diamino-s-triazine derivative (DTT), which acted as a flavin receptor via triple hydrogen
bonds. On the basis of fluorescence dynamic measurements of RF adsorbed on a water/oil
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FIGURE 12.9. A schematic illustration of molecular recognition mediated by hydrogen-bonding interactions
at a liquid/liquid interface.

interface, one can follow molecular recognition mediated by complementary hydrogen
bonding at the interface.

In the absence of DTT in the CCly phase, the rotational reorientation time of RF
at the interface was 210 ps, while fast (160-220 ps) and slow (670750 ps) rotational
reorientation times were observed in the presence of DTT in the CCly phase. This
slow rotational reorientation time was assigned to that of the RF-DDT complex at the
water/CCl, interface. These results indicate that molecular recognition mediated by
complementary hydrogen bonding takes place effectively even at the artificial water/oil
interface. Fluorescence dynamics spectroscopy was shown to be powerful enough to
elucidate molecular recognition at the interface as well [42].

12.8. CONCLUDING REMARKS

In order to obtain structural information about water/oil interfaces at a molecular
level, two different approaches were introduced to the study. One is a magic angle
dependence of the TIR fluorescence decay profile of SR101 adsorbed on a water/oil
interface. The other approach was a structural dimension analysis of excitation energy
transfer dynamics between dye molecules adsorbed on water/oil interfaces. The latter
method was shown to have high potential to elucidate the thickness and roughness of the
interfacial layer in the spatial resolution of the critical energy transfer distance (~7 nm)
between an energy donor and an acceptor. By using these two methods, a water/CCly
interface was shown to be very sharp with respect to molecular dimension of SR101,
while a water/DCE interface was concluded to be rougher than a water/CCl, interface.
It is worth noting that the present results are the first experimental proof of the structural
differences between the water/CCl; and water/DCE interfaces. These approaches are
very meaningful in respect to comparative discussion on the same systems by both
experiments and available computer simulation data by Benjamin and co-workers [9, 21].
Furthermore, it has been suggested that roughness of the water/DCE interface is caused
by thermal fluctuation of the sharp (~1 nm) interface in the range of ~7 nm.
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These methodologies were also extended to study other water/oil interfacial systems
with the properties of the oil being varied. Such a systematic study on water/oil interfaces
has rarely been explored till now and, therefore, the present study contributes to further
advances in the relevant researches.

Systematic investigations on water/oil interfaces are the first step to reveal factors
governing structural and physical characteristics of the interfaces. Usually, interfacial
roughness is explained in terms of the thermal capillary waves propagating at the in-
terface, which is related to the interfacial tension of the system. However, the thermal
capillary wave theory derived from macroscopic properties at a liquid/liquid interface is
not necessarily sufficient to explain interfacial roughness at a molecular level. In prac-
tice, no clear relationship between the interfacial tension and interfacial roughness was
obtained in the present study. The results clearly suggest that molecular-scale interfacial
roughness would be governed by not only the interfacial tension (as a macroscopic
property), but also the chemical/physical nature of an organic solvent itself.

Various chemical processes at or across a liquid/liquid interface are governed by
the moleculdr level structures of the interface. In this review, we discussed the relation-
ship between interfacial thickness/roughness and the nature of an oil phase. Also, the
present study suggested that interfacial roughness would govern various reaction pro-
cesses across a liquid/liquid interface. In separation sciences, such processes are very
important with the typical examples being solvent extraction and liquid chromatography.
Although the present study is focused on flat water/oil interfaces, the results and method-
ologies introduced by the study will contribute to further researches in the chemistry at
various liquid/liquid interfaces, including oil-in-water or water-in-oil emulsion systems.
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Development of Surfactant-Type
Catalysts for Organic Synthesis
in Water

Kei Manabe and Shii Kobayashi

Graduate School of Pharmaceutical Sciences, The University of Tokyo,
Hongo, Bunkyo-ku, Tokyo 113-0033, Japan

13.1. INTRODUCTION

Most chemical reactions of organic substances conducted in the laboratory as well as in
industry need organic solvents as reaction media, in spite of the fact that water is safe,
benign, environmentally friendly and cheap compared with organic solvents. Although
today$ environmental consciousness imposes the use of water as a solvent on both
industrial and academic chemists [1,2], organic solvents are still used instead of water
for mainly two reasons. First, most organic substances are insoluble in water and, as
a result, water does not function as reaction media. Second, many reactive substrates,
reagents and catalysts are decomposed or deactivated by water. Our goal is to develop
a novel catalytic system that enables the use of water as a solvent for a wide range of
reactions of organic materials.

The first drawback in the use of water (the solubility problem) may be overcome
by using surfactants, which solubilize organic materials or form emulsions with them
in water. Indeed, surfactants have been occasionally used in organic synthesis [3-6]. A
successful example is emulsion polymerization [7]. Some late transition metal-catalysed
reactions in water have also been conducted in the presence of surfactants or surfactant-
like ligands [8—15]. In many other cases, however, large quantities of surfactant molecules
compared with the reaction substrates are needed for the desired reactions to proceed
efficiently, and thus, the systems are impractical even if water can be used as a solvent.
From the viewpoints of practicability and applicability, the surfactant-aided organic
synthesis is still at the preliminary stage.
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In the course of our investigations to circumvent the second drawback in the use
of water (the decomposition problem), we have found that some metal salts such as
rare earth metal triflates (triflate = trifluoromethanesulfonate) can be used as water-
compatible Lewis acids [16,17]. Lewis acid catalysis has attracted much attention in
organic synthesis [18]. Although various kinds of Lewis acids have been developed and
many have been applied in industry, these Lewis acids must be generally used under
strictly anhydrous conditions. The presence of even a small amount of water stops the
reactions, because most Lewis acids immediately react with water rather than substrates.
In addition, recovery and reuse of the conventional Lewis acids are formidable tasks.
These disadvantages have restricted the use of Lewis acids in organic synthesis.

On the other hand, we have found that the Mukaiyama aldol reaction of benzalde-
hyde with silyl enol ether 1 was catalysed by ytterbium triflate (Yb(OTf);) in water-THF
(1/4) to give the corresponding aldol adduct in high yield (Equation (1)). When this re-
action was carried out in dry THF (without water), the yield of the aldol adduct was very
low (ca. 10%). Thus, this catalyst is not only compatible with water but also activated
by water probably because of dissociation of the counteranions from the Lewis acidic
metal. Furthermore, these catalysts can be easily recovered and reused.

OSiMes v 0T, OH O
(10 mol%)
PRCHO + Ph )
H,O-THF (1/4)
1, 20 h
1 91%

These findings prompted us to investigate Lewis acid catalysis in aqueous media
in further detail, because reactions in such media have the following advantages com-
pared with reactions under anhydrous conditions: (1) It is not necessary to dry solvents
and substrates for the reactions in aqueous media. This means that aqueous solutions of
substrates or hydrated substrates can be directly used without further drying. (2) From
the viewpoint of recent environmental consciousness, it is desirable to use water instead
of organic solvents as a reaction solvent. Therefore, development of organic reactions in
water will contribute to progress of green chemistry [19]. (3) Water has unique physical
and chemical properties such as high dielectric constant and cohesive energy density
compared with most organic solvents. This unique nature of water is also essential for
most enzymatic reactions in living systems. Many enzymes catalyse desired reactions
with high efficiency and excellent stereoselectivity under mild conditions in water, and
this effectiveness is often regarded as a goal for synthetic chemists. Although many
researchers have developed synthetic mimics of active sites of enzymes to realize the en-
Zymatic activity, we have focused our attention on the medium of enzymatic reactions—
water, which plays major roles in the reactions. By utilizing the unique nature of water,
it would be possible to develop reaction systems that cannot be attained in dry organic
solvents [20,21].

We have been also interested in Brasted acid-catalysed reactions in water. In the
course of the investigations on Lewis acid-catalysed reactions in water, we have found
unique reaction systems using a surfactant-type Brasted acid. Here we present our
recent investigations on these Lewis and Brasted acid-catalysed reactions in water.
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13.2. SURFACTANT-TYPE LEWIS ACIDS FOR REACTIONS IN WATER

While the Lewis acid-catalysed aldol reactions in water-containing solvents de-
scribed above were catalysed by several metal salts, a certain amount of organic solvents
such as THF and ethanol still had to be combined with water to dissolve organic sub-
strates and promote the reactions efficiently. However, it is desirable to avoid the use of
harmful organic solvents. Therefore, we initiated investigations to develop a new system
for Lewis acid-catalysed reactions in water without using any organic solvents.

The main drawback in the use of water (low solubility of most organic substances
in water) would be overcome by using surfactants, which solubilize organic materials
or form emulsions with them in water. To address this solubility issue, therefore, we
planned to use surfactants, hopefully small amounts of them, for the Lewis acid-catalysed
reactions in water.

The surfactant-aided Lewis acid catalysis was first demonstrated in the model reac-
tion shown in Table 13.1 [22]. While the reaction proceeded sluggishly in the presence
of 10 mol% scandium triflate (Sc(OTf)3) in water, a remarkable enhancement of the
reactivity was observed when the reaction was carried out in the presence of 10 mol%
Sc(OTf); in an aqueous solution of sodium dodecyl sulfate (SDS, 20 mol%, 35 mM),
and the corresponding aldol adduct was obtained in high yield. It was found that the
type of surfactant influenced the yield, and that Triton X-100, a non-ionic surfactant,
was also effective in the aldol reaction (but required longer reaction time), while only a
trace amount of the adduct was detected when using a representative cationic surfactant,
cetyltrimethylammonium bromide (CTAB). The effectiveness of the anionic surfactant
is attributed to high local concentration of scandium cation on the surfaces of dispersed
organic phases, which are surrounded by the surfactant molecules.

The results mentioned above prompted us to synthesize a more simplified cata-
lyst, scandium tris(dodecyl sulfate) (Sc(DS)3) [23,24]. This new type of catalyst, “Lewis
acid—surfactant-combined catalyst (LASC)”, was expected to act both as a Lewis acid
to activate the substrate molecules and as a surfactant to form emulsions in water. Eng-
berts and co-workers also reported a surfactant-type Lewis acid, copper bis(dodecyl sul-
fate) (Cu(DS);) [25]. Although they studied detailed mechanistic aspects of Diels—Alder

TABLE 13.1. Effect of surfactants on aldol reaction in water.

Sc(0Tf)3
(10 mol%)
. surfactant OH O
OSMes 50 mol%) '
PhCHO + = Ph —_— Ph Ph
H,O
(1.5eq.)
Surfactant Time (h) Yield (%)

- 4 3
SDS 4 88
Triton X-100 60 89

CTAB 4 Trace
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TABLE 13.2. Effect of solvents on LASC-catalysed aldol reaction.

. Sc(DS)
OSiMes (16 mol%) gH 9
PhCHO + = Pph —— Ph/\(lLPh
2 i, 4h
(1.5 eq.)

Solvent Yield (%) Solvent Yield (%)
H;0 92 THF Trace
MeOH 4 E,,O Trace
DMF 14 Toluene Trace
DMSO 9 Hexane 4
MeCN 3 —(neat) 31
CH,Cl, 3

reactions in water, the reactions need excess of the catalyst compared with the reaction
substrates and have severe substrate limitations. On the other hand, a catalytic amount of
Sc(DS); or another LASC 3 efficiently promoted the aldol reaction of benzaldehyde with
silyl enol ether 2 in water (Equation (2)). While Sc(DS)3 and 3 are only slightly soluble
in water, stable emulsions were formed upon addition of the aldehyde with stirring or
vigorous mixing. Addition of 2, followed by stirring at room temperature for 4 hours,
afforded the desired aldol product in high yields. It should be noted that hydrolysis of
the silyl enol ether is not a severe problem under the reaction conditions in spite of the
water-labile nature of silyl enol ethers under acidic conditions.

We also found that Sc(DS); worked well only in water rather than in organic solvents
(Table 13.2). A kinetic study on the initial rate of the aldol reaction revealed that the
reaction in water was about 100 times faster than that in dichloromethane. In addition, the
reaction under neat conditions was slower than that in water and resulted in lower yield
(31%), showing the advantage of the use of water in this reaction. This advantageous
effect of water is attributed to the following factors: (1) hydrophobic interactions in water
to concentrate the catalyst and the substrates; (2) aggregation of the substrates through
the hydrophobic interactions that squeeze water molecules out of the organic substrate
phase, leading to reducing the rate of hydrolysis of the silyl enol ethers; (3) hydration of
Sc(III) ion and the counteranion by water molecules to form highly Lewis acidic species
such as [Sc(H,0),1**; (4) rapid hydrolysis of the initially formed scandium aldolate to
secure fast catalytic turnover.

. LASC
OSiMes (1omaisy  $H 9
PRCHO + ~PNp, ——= pn -
Ha0
2 in,4h

(1.5eq.)
LASC = Sc(DS)3: 92%
3: 83%
0 @

Sc “s”o ) Sc(DS)
- I N e VN
(lae] 3 8

o, 0O
Sc % 3
(O/s\/\/\/\/\/\/ )3
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Various substrates have been successfully used in the present LASC-catalysed aldol reac-
tion. Aromatic as well as aliphatic, ¢, B-unsaturated and heterocyclic aldehydes worked
well. As for silicon enolates, silyl enol ethers derived from ketones as well as ketene
silyl acetals derived from thioesters and esters reacted well to give the corresponding
adducts in high yields. It is noted that highly water-sensitive ketene silyl acetals reacted
smoothly in water under these conditions.

In the work-up procedure for the aldol reactions stated above, the crude products
were extracted with ethyl acetate after quenching the reactions. The addition of ethyl
acetate in this procedure facilitates the phase separation between the organic and aqueous
phase and makes the separation of organic products facile. It is more desirable, however,
to develop a work-up procedure without using any organic solvents such as ethyl acetate.
In addition, the development of a protocol for recovery and reuse of the catalysts is
indispensable to apply the LASC system to large-scale syntheses. Therefore, it is worthy
to mention that centrifugation of the reaction mixture of a LASC-catalysed aldol reaction
led to phase separation without addition of organic solvents. After centrifugation at 3500
rpm for 20 minutes, the emulsion mixture became a tri-phasic system where the LASC
was deposited between a transparent water phase and an organic product phase. It is
noted that this procedure enables, in principle, the recovery and reuse of LASCs and the
separation of the organic products without using organic solvents.

In the LASC-catalysed reactions, the formation of stable emulsions seemed to be
essential for the efficient catalysis. We thus undertook the observation of the emulsions
by means of several tools. Optical microscopic observations of the emulsions revealed
the formation of spherical emulsion droplets in water (Figure 13.1). The average size of
the droplets formed from 3 in the presence of benzaldehyde in water was measured by
dynamic light scattering, and proved to be ca. 1.1 pum in diameter. The shape and size
of the emulsion droplets were also confirmed by transmission electron microscopy and
atomic force microscopy.

Michael reactions are one of the most useful carbon—carbon bond-forming re-
actions in organic synthesis, and Lewis acid-catalysed versions have been developed
to solve problems which are often observed in traditional, base-catalysed Michael
reactions. Sc(DS); can be also applied to Michael reactions in water as shown in
Equation (3) [26]. Compared with Yb(OTf);-catalysed Michael reactions in water [27],

50 um

FIGURE 13.1. Optical micrograph of a mixture of 3 and benzaldehyde in water (3/PhCHO = 1:20).
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the Sc(DS)3-catalysed reaction was found to be very fast.

Sc(DS)3 o)

COgtBu j/ 10mol% CO,t-Bu
§ 7 H20 3oc 3)

0
(3.0 eq.) 96%

Similarly, reactions of indoles with electron-deficient olefins were catalysed by
Sc(DS); (Equation (4)) [28]. As for electron-deficient olefins, not only enones but also
{3-nitrostyrene was successfully used. It is noteworthy that solid substrates such as indole
and B-nitrostyrene as well as liquid ones reacted smoothly. This is the first example of
Lewis acid-catalysed Friedel-Crafts-type reactions of aromatic compounds in water.

0
Sc(DS)s
@ j (2.5 mol%) {
1,0, 30°C N “)
6.5h \

H
(3.0 eq.)

91%

Catalytic asymmetric aldol reactions in water have been attained by a combination
of Cu(DS); and chiral bis(oxazoline) ligand 4. In this case, addition of a Brasted
acid, especially a carboxylic acid such as lauric acid, is essential for good yield and
enantioselectivity (Equation (5)) [29]. This is the first example of Lewis acid-catalysed
asymmetric aldol reactions in water without using organic solvents. Although the yield
and the selectivities have not yet been optimized, it is noted that this enantioselectivity
has been achieved at ambient temperature in water.

g,

=

4(24 mol%)
OSiMe;  Cu(DS), OH O (5)
PhCHO + ~_ (20 mol%) on
H,0
23°C, 20 h

(15eq)

Without lauric acid: 23%, syn/anti = 76/24, 58% ee (syn)
With lauric acid (10 mol %): 76%, syn/anti = 74/26, 69% ee (syn)

We have also developed a new catalytic system for aldol reactions in water. The
reaction of benzaldehyde with silyl enol ether 2 was catalysed by a combination of
diphenylborinic acid (Ph,BOH), benzoic acid and SDS in water to give the aldol adduct
in high yield with high syn/anti ratio (Equation (6)) [30,31]. All of the three components
in the catalyst combination were indispensable for the high yield and selectivity. This
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TABLE 13.3. Diastereoselective aldol reaction in water.
Ph,BOH (10 mol%)

OSiMe PhCO.H (1 mol%) OH O
3 SDS (10 mol%)
PhCHO +
"‘/\R o Ph/H)LFl
2
(3.0 eq.) 0°C
Silicon enolate Time (h) Yield (%) syn/anti
OSiMe;
= (E/Z= <1/>99) 84 60 96/4
OSiMe;
Z Z = 98/2
stBu (E/2=9812) 18 62 96/4
0OSiMe,
%\St-Bu (EIZ = 3/97)
72 34 39/61
¢ At 30°C.

high diastereoselectivity was unexpected for us, because lower diastereoselectivity had
been obtained in the previous Lewis acid-catalysed aldol reactions in water (in the case
of Sc(DS)3, syn/anti = ca. 1/1). Furthermore, the distereoselectivity was found to depend
on the olefin geometry of the silyl enol ethers used as shown in Table 13.3.

Ph,BOH
{10 mol%)
PhCO.H
(1 mol%)

OSiMe; _ SDS OH 6

PhCHO {10 mol%)
+ \/\ph " Ph Ph

2(1.5eq.) 0°C,24 h
93%, synfanti = 94/6

A kinetic study of the Ph,BOH-catalysed reactions of several aldehydes with 2
revealed that the rate of the disappearance of 2 followed first-order kinetics and was
independent from the reactivity of the aldehydes used. Taking into account this result,
we have proposed the reaction mechanism in which a silyl enol ether is transformed
to the corresponding diphenylboryl enolate before the aldol addition step takes place
(Scheme 13.1). The high diastereoselectivity is consistent with the mechanism, in which
the aldol step proceeds via a chair-like six-membered transition state. The opposite
diastereoselectivity in the reaction with the geometrical isomers of the thioketene silyl
acetal shown in Table 13.3 also supports the mechanism via the boron enolate, because
this trend was also observed in the classical boron enolate-mediated reactions in dry
organic solvents. Although we have not yet observed the boron enolates directly under
the reaction conditions, this mechanism can explain all of the experimental data obtained
and is considered as the most reasonable one. As far as we know, this is the first example of
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o o PhCO,H,SDS
OSiMe,

:M
R R
i Ph,BOH N R

Hy0 or )
Me;SiOH Me;SiOH

PhBO O OBPh,

R,)\l)kﬁ A
R
H R'CHO
- o—BPh

O

SCHEME 13.1. Mechanism of the Ph,BOH-catalysed reaction.

the formation of boron enolates using a catalytic amount of a boron source. In addition,
it is noted that these catalytic boron-enolate reactions have been attained in water, in
which boron enolates had been believed to be too water-sensitive to use as substrates
for aqueous reactions. These results are expected to open a new field for development
of aqueous systems for water-sensitive compounds.

The concept of surfactant-type catalysts described above was also found to be
applicable to catalytic systems other than Lewis acid-catalysed reactions. For example,
we have developed palladium-catalysed allylic substitution reactions using a combination
of Pd(PPh3)4 and a non-ionic surfactant, Triton X-100 [32].

13.3. SURFACTANT-TYPE BR®STED ACIDS FOR REACTIONS IN WATER

As an extension of the studies on the LASC systems, we planned to develop a
“Brasted acid—surfactant-combined catalyst (BASC)”, composed of a Brasted acidic
group and a hydrophobic moiety, and found that a BASC was an efficient catalyst for
Mannich-type reactions in water.

Mannich-type reactions provide useful routes for the synthesis of optically active
[-amino ketones or esters, which are versatile building blocks for the preparation of
many nitrogen-containing biologically important compounds. We searched an efficient
catalyst for Mannich-type reactions of silicon enolates with imines generated in situ
from aldehydes and amines in water, and selected results are summarized in Table 13.4
[33,34]. Although the reaction in the presence of SDS alone afforded the desired f3-
amino ketone in a very low yield (entry 1), addition of a catalytic amount of HCI slightly
improved the yield (entry 2). This result suggests that a combination of a Brasted acid
and an anionic surfactant leads to an effective catalyst for this Mannich-type reaction.
We then tested p-dodecylbenzenesulfonic acid (DBSA) as a BASC, which was expected
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TABLE 13.4. Mannich-type reactions in the presence of various catalysts in water.

. OMe
OMe  OSiMes (.\oiey @[
PhCHO ,
+©[ © Aen NH O

NH, H,0, 23°C
(1.0eq.) (1.0eq.) (1.5 eq.) Ph Ph

Entry Catalyst (mol%) Time (min) Yield (%)
1 SDS (30) 20 8

2 SDS (30) + HC1 (10) 20 29

3 Sc(DS); (10) 20 33

4 DBSA (10) 20 69

5 DBSA (10) 120 83

6 TsOH (10) 120 Trace

to behave both as a Brasted acid and as a surfactant. Indeed, DBSA (10 mol%) was
found to be a good catalyst for the reaction (entry 4), and interestingly, even better than
a surfactant-type Lewis acid, Sc(DS); (entry 3).

It is noteworthy that hydrolysis of the silicon enolate was not a severe problem even
in the presence of the Brasted acid. Akiyama and co-workers also developed Brasted
acid-catalysed Mannich-type reactions in water in the presence of a surfactant [35].

Although the reaction system stated above has extended the substrate applicabil-
ity in Mannich reactions in water, there is still a drawback that the silicon enolates,
which are prepared from the corresponding carbonyl compounds usually under anhy-
drous conditions, have to be used. From atom-economical and practical points of view,
it is desirable to develop an efficient system for Mannich-type reactions in which the
parent carbonyl compounds are directly used. Along this line, we next investigated three-
component Mannich-type reactions in water using ketones, instead of silicon enolates,
as nucleophilic components, and found that DBSA was also an effective catalyst [36].
An example is shown in Equation (7), where only 1 mol% DBSA was sufficient to give
the desired product.

Ph..
DBSA NH O

0
‘ 1 mol%)
PhCHO + PhNH, + {1 mol%) _ pn (7)
H,0, 23°C

(1.0eq.) (1.0eq.) (5.0eq.) 97%

Acid-catalysed direct esterification of carboxylic acids with alcohols is a fundamen-
tal and useful reaction in organic synthesis [37]. Generally, direct esterification is carried
out in organic solvents and needs either of two methods to shift the equilibrium between
reactants and products. One is removal (azeotropically or using dehydrating agents) of
water generated as the reactions proceed, and the other is use of large excess amounts
of one of the reactants. On the other hand, our idea is that the esterification would be
realized even in water without using large excess reactants. The concept is shown in
Figure 13.2. The surfactant-type Brasted acid and organic substrates (carboxylic acids
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FIGURE 13.2. Illustration of direct esterification by dehydration in the presence of a surfactant-type catalyst
in water.

and alcohols) in water would form the droplets whose interior is hydrophobic. The sur-
factants would concentrate a catalytic species such as proton onto the droplets’surfaces,
at which the reaction takes place, and then enhance the rate to reach the equilibrium. For
lipophilic substrates, the equilibrium position between the substrates and the products
(esters) would lie at the ester side, because water molecules would be expelled out of the
droplets owing to the hydrophobic nature of their interior. As a result, the dehydration
reactions would efficiently proceed even in the presence of a large amount of water as
a solvent. Although dehydration in water is really unusual, we have found that DBSA-
catalysed esterification of hydrophobic carboxylic acids and alcohols indeed proceeds
even in the presence of a large amount of water to afford the corresponding esters in high
yields [38,39]. Representative examples are shown in Table 13.5.

Figure 13.3 shows the profiles of the DBSA-catalysed reaction of lauric acid with
3-phenyl-1-propanol (1:1) at 40°C in water (closed circle). The reaction reached its
maximum yield of 84% in 170 hours. We also conducted hydrolysis of the corresponding
ester (open square). Both esterification and hydrolysis finally led to the same composition
of the reaction mixture, indicating that the reaction reached its equilibrium position.

TABLE 13.5. DBSA-catalysed esterification in water.

DBSA (10 mol%)
RCO,H + HOR’ RCO,R’
2
(1.0eq.) (2.0eq.) 40°C. 48 h
R R’ Yield (%)
CH3(CHz), 0~ —(CHz)3Ph 89
CH3(CHa)o- —(CH3)11CH;3 97
CH3(CHz)10- ~(CH,)13CH; >99
Ph(CH;)4- —(CH;)13CH; 97
- (CH
CHy(CH, NG oy 97

c-Hex —(CH>»)13CH3 95
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FIGURE 13.3. Reaction profiles for DBSA-catalysed reactions in water. Closed circle: esterification of lauric
acid with 3-phenyl-1-propanol (1:1). Open square: hydrolysis of 3-phenyl-1-propyl laurate.

The high yield at the equilibrium position shouid be attributed to the formation of a
hydrophobic area in water as shown in Figure 13.2.

The amounts of DBSA used were also found to affect the equilibrium position
(Table 13.6). Each equilibrium position was confirmed by conducting both esterification
of the carboxylic acid with the alcohol and hydrolysis of the ester. Table 13.6 clearly
shows that increase of the amount of DBSA resulted in decrease of the yield of the ester
at the equilibrium position. This result may be attributable to the size difference of the
emulsion droplets that were formed by the hydrophobic substrates and the surfactant in
water. As the amount of the surfactant-type catalyst increases, the size of each droplet
may decrease, because the emulsion system may become a microemulsion system where
the substrates are solubilized in water by a large amount of the surfactant. In fact, while
10 mol% DBSA gave the white turbid mixture, the reaction mixture was almost clear in
the presence of 200 mol% DBSA, indicating that the size of the droplets became smaller.
The smaller the droplets, the larger the sum of surface area of the droplets. As a result,

TABLE 13.6. Yield at the equilibrium position in
the esterification in the presence of various
amounts of DBSA in water.”

Entry Amount of DBSA (mol%) Yield (%)
1 10 84
2 50 71
3 100 58
4 200 32

@ Conditions: lauric acid/3-phenyl-1-propanol = 1:1, at
40°C in water (3 ml/0.5 mmol of lauric acid).
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TABLE 13.7. DBSA-catalysed selective esterification in water.

DBSA (10 moi%) R'COR (A)
R'COH + RCO,H +HOR — +

. H,0
(1:1:x) 40°C, 48 h R?CO,R (B)
Yield (%)
Entry R! R? R (x equiv) A B
1% CH3(CH3y) o~ CH;- —(CH2)1,CH3 (1) 63 35
2 CH3(CHy);o- CH;3- —(CH2)11CH; (1) 81 4
3 CH;3(CHa) o CH;- —(CHz)11CH; (2) >99 16
4 CH3(CHa), - CH;- —(CHa)3Ph (1) 78 trace
5 ¢-Hex CH;- —(CH2)1;CH3 (1) 65 5
6 ¢-Hex CH;- —(CH2)11CH3 (2) 90 13
7 c-Hex Ph —(CH2)11CH3 (2) 83 5
8 c-Hex Pro ~(CH2)11CH; (2) 84 14
9 Ph(CHy),- Ph™ ~(CHa)11CH; (1) 78 trace
@ NMR yield.
b Under neat conditions.
¢ 120 h.

the organic phase and water can come into contact with each other, and the hydrolysis
of the ester becomes a favourable process. These results suggest that a large hydrophobic
area inside the emulsion droplets is important to attain high yields at the equilibrium
position.

We next carried out selective esterification of two substrates in this reaction sys-
tem. When a 1:1 mixture of lauric acid and acetic acid was esterified with dodecanol
in the presence of DBSA under neat conditions at 40°C for 48 h, the laurate ester
and the acetate ester were obtained in 63% and 35% yields, respectively (Table 13.7,
entry 1). On the other hand, when the same reaction was conducted in water, the lau-
rate ester was predominantly obtained in 81% yield, and the yield of the acetate was
only 4% (entry 2). Similar selective esterification of lauric acid over acetic acid was
also observed in the reaction of another alcohol (entry 4). Furthermore, even cyclohex-
anecarboxylic acid, which is an «-disubstituted acid, was preferentially esterified in the
presence of acetic acid (entries 5 and 6). These selectivities are attributed to the hy-
drophobic nature of lauric acid and cyclohexanecarboxylic acid as well as to the high
hydrophilicity of acetic acid. These unique selectivities became possible by using wa-
ter as a solvent. Selective esterification based on the difference in hydrophobicity was
also attained in the reaction of two alcohols, one of which is hydrophobic and the other
water-soluble.

DBSA is also applicable to other reactions in water. Ether formation from two
alcohols is such an example [40]. We tried formation of symmetric ethers from benzylic
alcohols in water using 10 mol% of DBSA as a catalyst. The reactions were found to
proceed smoothly in water to afford the corresponding symmetric ethers in high yields
(Table 13.8, entries 1 and 2). It should be noted that the etherification of the substrate
shown in entry 1 in the presence of TsOH instead of DBSA gave only a trace amount
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TABLE 13.8. DBSA-catalysed etherification in water.

DBSA(10 mol%) :
ROH + ROH ROR
HO
24h
Entry R R’ Yield (%)
Bu Bu
14 H;CO H,CO:
2b Ph,CH—- Ph,CH~ 91
gbe CH3(CH2), - Ph,CH— 89
40 CH;3(CH2); (- Ph(CH3),C— 83
sbe CHyCHpy-  HsCO~ )-CHy— 7
4 For 7 h at 30°C.
b At 80°C.
¢ 2 equiv of R’OH was used.
4 At50°C.

of the product. This result indicates that the long alkyl chain of DBSA, which leads to
the formation of emulsion droplets, is essential for the efficient catalysis as in the case
of the dehydrative esterification. We then carried out unsymmetrical etherification of
two alcohols, a primary alcohol and a benzylic alcohol (2 equiv). The reactions also
proceeded smoothly to give the desired ethers in high yields (entries 3-5).

Dithioacetals are useful in organic synthesis as protective groups for carbonyl com-
pounds, as precursors of acyl carbanion equivalents or as electrophiles under Lewis acidic
conditions. The DBSA-catalysed system was also found to be applicable to dithioacetal-
ization in water. In addition, easy work-up has been realized without the use of organic
solvents when the products are solid and insoluble in water. In fact, the dithioacetaliza-
tion of cinnamaldehyde on 10 mmol-scale with 1 mol% of DBSA proceeded smoothly
to deposit crystals. The pure product was obtained in excellent yield after the crystals
were filtered and washed with water (Equation (8)). This simple procedure is one of the
advantages of the present reaction system.

1) DBSA (1 mol%)
0
H20, 40°C, 4 h 5/—\.5
A+ pg~-SH x 8
a F:m 1) 2) Filtered, then P ®
. washed with H,O 96%

With several types of DBSA-catalysed dehydration in hand, we tried chemospecific
reactions of substrates having two reactive functional groups. As shown in Equation (9),
mercaptoalcohols such as 2- mercaptoethanol and 6-mercapto-1-hexanol were subjected
to reactions in the presence of both triphenylmethanol and lauric acid in an aqueous so-
lution of DBSA. These three-component reactions predominantly gave tritylthioalkyl
laurates in high yields, accompanied with small amounts of tritylthioalcohols. It is note-
worthy that the thiol parts of the mercaptoalcohols were selectively transformed to the
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thioethers, and the alcohol parts to the esters.

HO.y.SH
CHg(CHy)1oCOH + \@'n + HOCPhy
(2:1:1)

DBSA (10 mol% 9
(10 mol%) CHy(CHy) 10002 .y SOPhy ©)
n

H,0, 80°C, 24 h
then 40°C, 24 h

13.4. CONCLUDING REMARKS

We have developed several useful organic reactions in water. The key is the use
of newly developed surfactant-type catalysts such as LASC and BASC. While most
organic substrates are not soluble in water, emulsion droplets are formed immediately
by combining the catalysts and organic materials in water, and catalytic organic reactions
proceed smoothly. Although several acid-catalysed reactions have been demonstrated,
the idea of the surfactant-type catalysts is not limited to acid catalysis, and may be applied
to various types of catalytic reactions in water. In the light of the increased demand for
reduction of organic solvents in industry, new methods of catalysis in water should be
urgently developed. We believe that the surfactant-type catalysts described in this chapter
will contribute to progress in green chemical processes.
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Bioseparation Through
Liquid-Liquid Interfaces

Tsutomu Ono and Masahiro Goto
Kyushu University, Fukuoka 812-8581, Japan

14.1. INTRODUCTION

Surfactant self-assemblies, such as reverse micelles or microemulsions, create unique
environments in organic media. These aggregates display a range of interesting physic-
ochemical properties that have brought about great potential in modern biotechnology
because they are capable of solubilizing biomolecules (e.g., proteins, peptides, amino
acids) in their aqueous interior with their intrinsic activity. Since a reverse micelle is
a spontaneous nano-aggregate of surfactant molecules dispersed in an organic solvent,
the solution is optically transparent and thermodynamically stable. Moreover, the hy-
drophilic headgroups of the surfactants face inward (towards each other) and provide
aqueous nano-scale droplets, called “water pools”, in non-polar solvents.

Molecular recognition using a molecular assembly is biologically important for the
relationship between biomolecules and amphiphiles, and these interactions reflect the
biomolecule—surface interaction in vivo, for example, protein-membrane interactions
{1] and protein targeting through a cell membrane. Fundamentally, the biological mem-
brane is characterized by three structural principles: molecular order, recognition and
mobility. Therefore, reverse micellar recognition for biomolecules is conducted through
the liquid-liquid interface utilizing specific interactions. In this chapter, we focus on the
bioseparation of biomolecules through a liquid-liquid interface using reversed micelles.

14.2. REVERSE MICELLAR PROTEIN EXTRACTION

Luisi and co-workers were the first to mention the possibility of the reverse micellar
solubilization of proteins for protein separation [2]. After that, the research groups of
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Dekker [3] and Hatton [4] developed this process systematically for practical uses.
They also demonstrated the factors affecting the protein separation based on the reverse
micellar extraction. A recent review summarized the factors clarified so far [5].

Here, we review the key roles of the interaction between proteins and surfactants in
liquid-liquid protein extraction. These assist in the understanding of the protein transfer
mechanism through a water/oil interface and in the design of reverse micelles for protein
separation processes.

14.2.1. Concept

Reverse micelles are self-organized aggregates of amphiphilic molecules that pro-
vide a hydrophilic nano-scale droplet in apolar solvents. This polar core accommodates
some hydrophilic biomolecules stabilized by a surfactant shell layer. Furthermore, re-
verse micellar solutions can extract proteins from aqueous bulk solutions through a
water—oil interface. Such a liquid-liquid extraction technique is easy to scale up without
a loss in resolution capability, complex equipment design, economic limitations and the
impossibility of a continuous mode of operation. Therefore, reverse micellar protein
extraction has great potential in facilitating large-scale protein recovery processes from
fermentation broths for effective protein production.

For separating and purifying proteins, a forward extraction operation facilitates the
selective transfer of a target protein from an aqueous solution containing some kinds of
proteins into an organic phase, and the extracted proteins are quantitatively recovered
into a fresh aqueous solution by the subsequent back extraction. The transfer selectivity
is based on the interaction between surfactants, which form reverse micelles, and the
protein surface. On the other hand, the quantitative recovery of an objective protein
from reverse micelles is accomplished by severing proteins from the enclosure with a
surfactant layer.

Both processes are controllable by varying the operational conditions to alter the
charge properties of the proteins and the surfactants.

14.2.2. Forward Transfer into Reverse Micelles

Proteins solubilized in aqueous solution interact more or less with hydrophilic
groups of surfactants at the oil-water interface. Therefore, the type of hydrophilic group is
strongly influenced by the protein extraction efficiency. Anionic and cationic surfactants
interact with charged protein surfaces more strongly than non-ionic surfactants. This
feature also means that the non-ionic surfactants are favourable for protein stabilization
in water droplets because of the not-so-hard interaction between the protein and the
surfactant. In protein extraction, such an electrostatic interaction between proteins and
surfactants is the main driving force in protein transfer.

Aqueous pH alters the protein charge property and affects the extraction effi-
ciency. Haemoglobin (Mw: 64,500, pl: 6.8) is a difficult protein in terms of being able
to completely extract it into reverse micelles. The representative anionic surfactant,
di-2-ethylhexyl sulfosuccinate (AOT), cannot extract it, and gives rise to an interfa-
cial precipitate. In contrast, we succeeded in the complete extraction of haemoglobin
using synthetic anionic surfactants, dioleyl phosphoric acid (DOLPA), as seen in
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FIGURE 14.1. Effect of aqueous pH on the forward transfer of haemoglobin [6].

Figure 14.1 [6]. Only for pHs below the isoelectric point (pI) of the protein should
the protein be extracted with anionic surfactants such as DOLPA or AOT, whereas for
pHs above the pl, extraction into the reverse micellar phase should be inhibited because
of the unfavourable electric repulsion. This result indicates that electrostatic interactions
are required to extract haemoglobin efficiently into reverse micelles.

Although AOT is also an anionic surfactant of the same type as DOLPA,
haemoglobin cannot be transferred into the AOT reverse micellar phase, and most
haemoglobin can be seen at the oil-water interface as a red precipitate. Adachi and
Harada have reported that cytochrome ¢ precipitated as a cytochrome ¢-AOT com-
plex at low concentrations of AOT [7]. It was found that this precipitate is likewise the
AOT-haemoglobin complex (AOT/haemoglobin = 120:1) from the results of elemen-
tal analysis [8]. These results indicate that the difference in the extraction ability of
DOLPA and AOT might depend on the hydrophobicity of the surfactants provided to the
hydrophilic proteins.

Since most of the studies concerning protein extraction with reverse micelles have
used arepresentative surfactant, AOT and trioctyl methyl ammonium chloride (TOMAC),
to form reverse micelles; the protein extraction studies using a novel surfactant shed light
on the important factors in the design of reverse micelles suitable for protein extraction.
In particular, a comparative investigation concerning protein extraction efficiency with a
variety of synthetic surfactants clarified the role of the hydrophobic tails of the surfactant
on protein extraction [9].

Figure 14.2 summarizes the structures of the surfactants employed in this report.
These are all anionic surfactants with phosphoric or sulfosuccinate groups and different
types of hydrophobic chains.

We carried out the extraction of cytochrome ¢ (Mw: 12,300, pI = 10.1) and
haemoglobin using these surfactants. The effects of surfactant structure on the ex-
traction efficiency of cytochrome ¢ and haemoglobin are seen in Figures 14.3a and b,
respectively.
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Anionic surfactant ] I Cationic surfactant I L Non-ionic surfactant l
[o] Polyoxyether
] B (CiE;, Brij)
ROCCHSO;™ Na* Ry . /P
| X~ Monoatkylsorbitan ester
ROﬁ,cu2 R N R (Span)
o R;= Ry =R, =Octyl, Ry = CH,, (P:v?;:l:‘))'ﬂher-alkylsorbnan ester
R = | 2-Ethylhexyl (AOT) X" = CI' (TOMAC)
Tridecyl (ATR) R, = Dodecyl, R, = Benzyl, R, =R, = C,H,OH
) R= X" = CI (BDBAC)
RO OH R, = Cetyl, R, =Ry = Ry = CH, | Zwitter-ionic surfactant |
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Tridecyl (DTDPA)

R = < Oleyl (DOLPA) 7N\ ﬁ ﬁ
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c1 2“25

SDBS

FIGURE 14.2. Structures and abbreviations of the representative surfactants used in the protein extraction
studies.

These show that alkyl chains play an important role in the protein extraction ability.
Bulky two-tailed surfactants are favourable in the protein transfer from an aqueous phase
into an organic phase, while the other surfactants, having saturated-straight alkyl chains,
dioctyl phosphoric acid (DOPA) and dioctyl sulfosuccinate (AOC), or a single alkyl
chain, monooleyl phosphoric acid (MOLPA), are limited by their solubility into an or-
ganic solvent or their ability to form reverse micelles. A tridecyl group in di-tridecyl phos-
phoric acid (DTDPA) and di-tridecyl sulfosuccinate (ATR) comes from the tridecyl alco-
hol which includes several isomers, and therefore these surfactants also have bulky tails.

The results of surfactant-dependency on protein transfer indicate that protein ex-
traction reverse micelles not only provide a hydrophilic droplet in a non-aqueous solvent
to facilitate protein partition, but also make proteins sufficiently hydrophobic to solu-
bilize into an organic solvent by coating the protein surface. Consequently, we suggest
that proteins in the aqueous phase are extracted through the formation of an interfacial
complex, a surfactant-coated protein and that the hydrophobic property dominates the
extraction efficiency of the proteins, as seen in Figure 14.4. The unsaturated or branched
alkyl chain may contribute to the formation of a soluble protein—surfactant complex into
a non-aqueous solvent.

From the results of Figure 14.3, interestingly, the protein extraction behaviour by
dilinoleyl phosphoric acid (DLIPA) is distinct from the result obtained by DOLPA, in
spite of the similar hydrophobic chain. The oleyl and linoleyl groups are unsaturated
C18 chains. The former has one unsaturated cis-double bond at the position between C9
and C10, while the latter has two at the position between C9 and C10 and between C12
and C13. The two double bonds in the hydrophobic part of the surfactant DLIPA provide
some inflexibility in the chain, which can lead to steric hindrance and to solvation by the
organic phase (Figure 14.5).
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FIGURE 14.3. Relationship between the degrees of cytochrome ¢ (a) and haemoglobin (b) extraction and
surfactants [9].

To obtain the high extraction efficiency of a target protein, we need to design
reverse micelles having sufficient hydrophobicity to extract the protein and prepare the
conditions for enhancing the protein—surfactant interaction to form a protein—surfactant
complex, which is a crucial intermediate for reverse micellar protein extraction.

14.2.3. Protein Recovery from Reverse Micelles

Since protein extraction is based on spontaneous phenomena, the protein release
from thermodynamically stable reverse micelles with protein cores is difficult. Protein
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FIGURE 14.4. Schematic illustration of protein extraction by surfactants [9].

recovery issues in protein separation and purification using reverse micelles remain
open. In particular, DOLPA reverse micelles form stable reverse micelles incorporating
proteins, and result in no protein release from reverse micellar solutions. In general,
the back transfer of proteins from anionic reverse micellar solutions is facilitated by
adjusting the second aqueous solution not to extract proteins: higher pH than pl and a
high salt concentration.

The basic pH brings about an electrostatic repulsion between the protein surface and
anionic surfactants. On the other hand, the high salt concentration avoids the electrostatic
adsorption of the surfactants. Both factors modify the electrostatic interaction between
the proteins solubilized in reverse micelles and the surfactant layer. Indeed, however,
in the back extraction process, the proteins solubilized in the droplets cannot suffer
such a modification because of the little degree of coalescence of the reverse micelles
containing proteins with a bulk aqueous solution or vacant reverse micelles. This is one
of the reasons why the back extraction process is much slower than the forward extraction
process.

Carlson and Nagarajan have reported that the addition of alcohol improved the back
extraction efficiency [10]. It is well known that alcohol is a representative cosurfactant
so far. A long-chain alcohol stabilizes the reverse micelles, while a short-chain alcohol
sometimes inhibits the formation of reverse micelles. In haemoglobin back extraction,
the addition of isopropy!l alcohol or ethanol is significant in facilitating haemoglobin
release from DOLPA reverse micelles (Figure 14.6) [6].

This shows that haemoglobin is recovered from a reverse micellar solution only
at higher pH values than plI and high salt concentrations to inhibit the electrostatic

DOLPA

A AYAYA

I
Wy I g g g Qg | ! ¥ Y
BN AN
High hydrophobicity Low hydrophobicity
Extraction Precipitate

FIGURE 14.5. Schematic illustration of the difference in the extraction modes of DOLPA and DLIPA [9].



BIOSEPARATION THROUGH LIQUID-LIQUID INTERFACES 293

(a)

100 ;
O Ethanol 15% (v/v)
gof | @ IPA10% (viv) 1
2 Cs=20mM
:‘_-, 6ol NaCl=0 mM
]
[ =
£ 4
£
Q
2 :
@ 20r
0 :
5 6 7 8 9
(b) PHs
100

O Ethanol 15% (v/v)
® IPA 10% (v/v)

Precipitate
o >

Back transfer (%)
3

} Cs=20mM

. : -
10° 10' 102 10° 10*
Salt (mM)

FIGURE 14.6. Effect of aqueous pH (a) and ionic strength (b) in the recovery phase on the back-transfer of
haemoglobin [6].

interaction between the protein and the surfactant in the presence of alcohol. If not,
DOLPA reverse micelles do not release any haemoglobin, even in an alkali pH, 1 N
NaOH, and a high salt concentration, 2 M NaCl solution. These facts imply that alcohol
promotes the coalescence between reverse micellar droplets and bulk aqueous solutions.
To elucidate the effect of alcohol on the coalescence, we measured a lithium ion transfer
from reverse micellar droplets to bulk water, which also means there is a solute leakage
from reverse micellar droplets. Figure 14.7 demonstrates that the addition of alcohol
facilitates a lithium ion leakage of about 20%.

Moreover, the alcohol addition during the back-extraction process was involved in
the swelling of the reverse micelles. This phenomenon is strongly dependent on the salt
concentrations in the water droplets and the recovery of the aqueous phase. Table 14.1
summarizes the droplet swelling ratios using recovery aqueous phases with different
salt concentrations. In the presence of alcohol, as the salt concentration in the aqueous
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TABLE 14.1. The swelling ratio of the reverse micellar droplet in
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FIGURE 14.7. Effect of the addition of alcohol on the lithium ion leakage from DOLPA reverse micelles
during back extraction. A back-extraction operation was performed by contacting the reverse micellar solution
extracting lithium in advance and the fresh recovery of the aqueous solution. The observed amounts of lithium
ion in each phase were measured using an ICP analyser.

alcohol-based back extraction.

10000

CHAPTER 14

Swelling ratio ()

[NaCl};pi¢ [NaCl}ec” Alcohol-free Isopropyl alcohol 10%
100 0 1.52 4.70
50 1.38 3.07
100 1.40 2.30
500 1.25 1.15
1000 1.08 1.09
2000 091 1.01
1000 0 1.34 5.01
50 1.73 4.14
100 1.82 4.03
500 1.52 1.93
1000 1.19 1.25
2000 0.85 0.65

@ The subscripts ini and rec indicate the initial and recovery aqueous phases,

respectively.

> The ratio of the water content in the reverse micellar solution after back
extraction to that before back extraction.
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FIGURE 14.8. Schematic diagram of the back-transfer of proteins from the DOLPA reverse micellar phase
by the addition of alcohol [6].

phase is decreased, the droplets became swollen. Also, when the salt concentration
in the droplet was increased, the swelling ratio enhanced. The actual swelling of the
droplets was supported experimentally by dynamic light scattering measurements; the
droplet diameters were 4-6 nm after the alcohol-free back-extraction operation as well
as before, whereas in the presence of isopropyl alcohol (10%), the diameters grew to
15-19 nm ([LiCl};y = 10—-100 mM and [LiCll,.. = 0 mM). These results mean that
this swelling depends on an osmotic difference between the reverse micellar droplets
and the bulk aqueous phase.

On the basis of the experimental evidence of back extraction, there are three domi-
nant factors, as shown in Figure 14.8.

It is reasonable and widely accepted that the back-transfer process of proteins and
other solutes is governed by an interfacial process and by a coalescence of the reverse
micelles at the oil-water interface. According to the previous report, alcohol promotes the
fusion/fission of the reverse micelles [11]. Such a modification in the dynamic property
of reverse micellar droplets also affects the coalescence of the droplets and the bulk
aqueous solution, and in this study results in an assistance in the release of proteins
from the droplets. However, besides the alcohol addition, the appropriate pH and salt
concentration in the recovery aqueous phase is required for protein release from the
droplets into the recovery phase. The salt concentration leads to an osmotic effect and
results in a swelling of the droplets in the presence of alcohol. The swelling droplets would
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be more fragile and facilitate the mass transfer between the droplets and the bulk solution.
Finaily, an electrostatic repulsion between the protein-charged surface and the surfactant
headgroups is involved at solution pH values of over pI, which leads to the completion
of the protein release from reverse micellar droplets. It is concluded that a lowering in
the interfacial resistance for reverse micelles-containing proteins and an enhancement of
the protein—surfactant electrostatic interaction is necessary for recovering the objective
proteins extracted by reverse micelles.

14.2.4. Molecular Recognition in Protein Extraction

On the protein extraction behaviour using reverse micelles, the protein—surfactant
interaction between charged protein surfaces and surfactant headgroups is a dominant
factor in distinguishing the target proteins. In particular, some researchers have suggested
that a protein can be extracted as a hydrophobic ion complex between a protein and
surfactant molecules [6,7,12~15]. Therefore, an intrinsic factor of proteins also gives
considerable modulation in the extraction behaviour, in which the environmental factors
were maintained.

Recent studies have been carried out to alter protein solubilization behaviour by
modifying the intrinsic properties of proteins. The liquid-liquid extraction of native
cytochrome bs and mutants obtained by site-directed mutagenesis were achieved [16].
The mutant with a substitution of glutamic acid, negative-charged residue at moderate
pH, for lysine, positive-charged residue at moderate pH, at three different sites along
the sequence of cytochrome bs leads to an increase in the solubility in the AOT reverse
micellar phase. Forney and Glatz took advantage of charged fusion proteins to improve
the selectivity during the protein separation process [17,18]. The negatively charged
fusion glucoamylase, which has amino-terminal fusions containing several additional
asparatic acid residues, was efficiently extracted into cationic reverse micelles consisting
of TOMAC or CTAB (cetyl trimethyl ammonium bromide). Although these approaches
of utilizing genetic engineering techniques increase the electrostatic sites on the protein—
surface accessible by surfactant headgroups, they change only to a few limited residues
and give rise to alterations in the original charge distribution and asymmetry of the
protein molecules.

Chemical modification facilitates the replacement of the residues on the protein
surface without denaturation. In particular, chemical modifications without altering the
electrical charge of the residues are useful for contrasting the protein—surfactant inter-
action because the pI of the modified protein is similar to that of the native one. A
guanidylation reaction entails replacing the amino groups of lysine (Lys) residues with
a guanidinium moiety, such as arginine (Arg) residues.

Guanidylated cytochrome ¢ (G-cytc) was synthesized from native cytochrome ¢
(N-cytc) and O-methylisourea (Figure 14.9) [19]. Almost all of the lysine residues of
cytochrome ¢ were substituted with a homoarginine moiety as seen in Table 14.2, but

H NH,
: ANH
@_ NH, + \\?/ pH 10.5 @_n_c< + CH,OH

NH,
OCH,

FIGURE 14.9. Synthesis scheme of guanidylated cytochrome ¢ (G-cytc).
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TABLE 14.2. Cationic residues in the amino acid
sequence of lysozyme and cytochrome ¢ [19].

Cytochrome ¢
Cationic
residue Lysozyme Native Guanidylated
Arg 11 2 19.8 2 +17.8)¢
Lys 6 19 1.2
His 1 3 3

“Homoarginine-containing groups modified by guanidylation.

this modification does not involve the disappearance of the cationic charge on the protein
surface.

Figure 14.10 shows the extraction behaviours of N-cytc and G-cytc by DOLPA
reverse micelles. :

This shows that the cytochrome ¢ extraction into an organic phase is carried out at
a very low DOLPA concentration, in which reverse micelles cannot be formed. Also, the
molar ratio required for the complete protein extraction was approximately 20, which
corresponds to the number of cationic charged residues available for the electrostatic
interaction with an anionic surfactant in one cytochrome ¢ molecule. These results sup-
port the concept that proteins are extracted by electrostatic interactions with surfactant
molecules, and that the existence of reverse micelles is not necessary for causing protein
transfer, as mentioned above.

In addition, Figure 14.10 indicates that almost all of the G-cytc readily vanished
from the aqueous feed solution at a relatively low DOLPA concentration in the organic
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FIGURE 14.10. Extraction behaviour of N-cytc and G-cytc into the organic phase containing DOLPA. The
amount of depleted proteins from aqueous solution (open symbols) and extracted proteins in the surfactant
solution (closed symbols) were estimated by the decrease and increase in the protein concentration during
the extraction operation, respectively [19].
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FIGURE 14.11. Schematic illustration of the guanidinium-phosphate interaction. This specific interaction is
made up of electrostatic interactions and hydrogen bonding [19].

phase. The unbalanced amount of G-cytc after the extraction operation corresponds to
the amount of interfacial precipitate, a protein—surfactant complex.

Although native cytochrome c is a Lys-rich protein, G-cytc altered by the guanidy-
lation of N-cytc is a Arg-rich protein as well as lysozyme (Mw: 14,300, pI = 12.1). A
previous study concerning the extraction behaviour of cytochrome ¢ and lysozyme using
DOLPA reverse micelles showed that the extraction efficiency of lysozyme is higher than
that of cytochrome ¢ [19]. Similarities in the molecular weight and the isoelectric point
of lysozyme and cytochrome ¢ highlight the influence of the surface charge distribution
of proteins on the protein extraction efficiency. Therefore, it is clear that there is a specific
interaction between the surface of the lysozyme, the Arg-rich protein, and the DOLPA
headgroups.

A guanidinium group specifically interacts with the carboxylate or phosphate groups
through hydrogen bonding along with electrostatic interactions [20]. In this study, it
seems likely that the specific interaction between the phosphate groups of DOLPA and
the guanidinium moiety on the cytochrome c surface enhanced the formation of the
protein—surfactant complex at the oil~water interface, as seen in Figure 14.11.

Hence DOLPA reverse micelles recognize the Arg-rich proteins through specific
phosphate-guanidinium groups. Such noncovalent bonds of surfactant molecules lead to
alterations in the hydrophilic protein surface into sufficiently hydrophobic surfaces to be
solubilized in a nonpolar solvent. Molecular recognition on the protein surface facilitates
protein transfer, a significant characteristic for the specific separation of biomolecules.

14.3. EXTRACTION OF DNA THROUGH LIQUID-LIQUID INTERFACES

A transfer of DNA from an aqueous to organic phase was also investigated using
reverse micelles. DNA is a significantly large biomolecule and possesses a double helix
structure. To date there are a few instances where DNA has been able to be dissolved
in an organic solvent. Imre and Luisi first reported that DNA can be solubilized in an
organic solution by directly injecting a DNA aqueous solution [21]. It was shown that
DNA maintains its double helix structure after being entrapped in the reverse micelles.
A cationic surfactant forms an ionic complex with DNA, because DNA is negatively
charged in a moderate pH condition. However, the extraction of DNA from an aqueous
solution has yet to be achieved.

In this section, we will introduce the extraction behaviour of DNAs from an aque-
ous solution into an organic phase using reverse micelles, and show some important
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operational parameters for achieving the DNA transfer. We can control the DNA transfer
from an aqueous to organic phase and vice versa. The key parameters for successfully
transferring DNAs without the conformational change are discussed.

Sodium salt DNA from salmon testes (D-1626) was employed. The molecular
weight of the purified DNA was confirmed to be around 300 kDa by electrophoresis with
agarose gel. An extraction experiment of DNA was conducted in a 10-ml test tube. Eight
surfactants, sodium di-2-ethylhexyl sulfosuccinate (AOT), cetyl trimethyl ammonium
bromide (CTAB), trioctyl methyl ammonium chloride (TOMAC) and five di-alkyl di-
methyl ammonium bromides which have different alkyl-chain lengths (2Cyg, 2Cy3,2Cy4,
2C 6 and 2C13QA), were used without purification. The concentration of DNA in the
aqueous and isooctane phases was detected at 260 nm by a UV-vis spectrophotometer.

The degree of extraction E is defined by the following equation:

E= [CDNA,org]eq/[CDNA,aq]init M

The DNA concentration in the organic phase can generally be evaluated by the
difference in the initial and residual concentrations of DNAs in the feed aqueous solution.
However, it should be noted that the amount of DNA extracted into the organic phase is
sometimes not in agreement with the reduced amount of DNA from the material source
because of the formation of precipitate at the aqueous—organic interface. Thus, in this
study, the percent extraction was determined by the direct measurement of the DNA
concentration in the organic phase [22].

In the protein extraction by reverse micelles, it is well known that the selection of
surfactants is very important and often determines the success of the protein extraction
operation [9]. In the initial stage of our experiments, we chose the cationic surfactant
TOMAC. It is easy to deduce that cationic surfactants are the best candidates for DNA
extraction because DNA is negatively charged and behaves as a polyanion in an inter-
mediate pH solution. Meanwhile TOMAC is a typical and effective cationic surfactant
for protein extraction by reverse micelles [23]. However, the reverse micelles that are
formed by TOMAC cannot extract DNA in the organic solvent, although the concen-
tration of DNA in the aqueous phase is reduced. A similar tendency is observed when
CTAB is employed. The effect of the surfactants on the DNA extraction is summarized
in Table 14.3.

TABLE 14.3. Effect of surfactants on DNA extraction [22].

Surfactant Alcohol content (%) Percent DNA extraction (%)
AOT 0 0

CTAB 13 21

TOMAC 0.5 6.8

2C10QA 1.0 38.6

2CiQA 1.5 82.1

2C14QA 2.0 98.6

2C16QA 35 98.8

2C13QA 5.2 98.4

DNA concentration: 50 g/ml, surfactant concentration: 10 mM, aqueous
pH: 8.0, organic solvent: isooctane, temperature: 298 K alcohol: 2-
ethylhexyl alcohol.
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FIGURE 14.12. Time course of DNA extraction into an isooctane solution containing dimethy] dioctadecyl
ammonium bromide (2C18QA). The extraction was performed under the following conditions: 10 mM

Tris-HCI buffer, pH 8, DNA 50 g/ml, salt-free, 2C18QA 10 mM and 2-ethylhexylalcohol 5.2% (v/v)
[22].

Since the quaternary ammonium salts of cationic surfactants are not directly solu-
ble in hydrophobic organic solvents such as isooctane, we added 2-ethylhexyl alcohol to
improve the solubility. The alcohol contents given in Table 14.3 are the minimum con-
centration for dissolving each 10 mM surfactant in isooctane. These results show that
quaternary ammonium surfactants with double hydrophobic chains are the best surfac-
tants for DNA extraction. When the anionic surfactant AOT is used, DNA transfer does
not occur at all. These results demonstrate that the driving force in the DNA extraction
is an electrostatic interaction between the negatively charged DNA and cationic surfac-
tants. Another outstanding factor for achieving DNA transfer is the hydrophobicity of
the cationic surfactants. The cationic surfactants are considered to form an ion complex
with negatively charged DNA at the oil-water interface. However, in order to release the
complex from the interface and dissolve it in the organic solvent, a considerably high
hydrophobicity is required for the surfactant-DNA complex. Furthermore, since the neg-
ative charges of the phosphoric groups of DNA are closely packed on the surface of the
DNA, a straight chain might be favourable for the hydrophobic part of the surfactants to
prevent steric hindrance when interacting [6].

Figure 14.12 shows the time course of the DNA transfer from the aqueous phase
to the reverse micellar phase. When the hydrophobicity of the surfactant-DNA complex
is sufficiently high for dissolving in isooctane, the DNA transfer proceeds smoothly
in 2 hours without the formation of precipitates. Figure 14.13 shows the effect of the
surfactant concentration on the DNA extraction. The residual DNA concentration in
the feed of the aqueous solution decreases with increasing surfactant concentration. In
low concentrations of below 1 mM, however, the degree of DNA extraction does not
increase because precipitate is formed at the interface. The DNA in the aqueous phase is
completely transferred to the organic phase at 5 mM surfactant. In the protein extraction
by reverse micelles, there are two important parameters: pH and ionic strength. Therefore,
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FIGURE 14.13. Effect of surfactant concentration (2C16QA) on the degree of extraction of DNA from the
aqueous phase into the organic phase. The extraction was performed under the following conditions: 10 mM
Tris—-HCI buffer, pH 8, DNA 50 pg/ml, salt-free and 2-ethylhexylalcohol 3.8% (v/v) [22].

we investigated the effect of pH and ionic strength in the material solution. Although
the degree of extraction is reduced to around 80% at pH 2, a complete extraction is
achieved at an intermediate pH of between 6 and 8 (data not shown). Furthermore, the
ionic strength also significantly affects the DNA extraction (Figure 14.14). The DNA
transfer is strictly inhibited by the salt, and the divalent ion Ca®>* has a strong effect
compared to the monovalent ion Na*, which is also observed in protein extraction by
reverse micelles [6]. This result suggests that the main driving force in DNA extraction
is the electrostatic interaction.
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FIGURE 14.14. The effect of salt concentration on the degree of extraction of DNA from the aqueous phase
into the organic phase. The extraction was performed under the following conditions: 10 mM Tris—HC] buffer,
pH 8, DNA 50 p g/ml, 2C16QA 10 mM and 2-ethylhexylalcohol 5% (v/v) [22].
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14.4. CONCLUDING REMARKS

The functionalization of the reverse micelles will create a novel application in
bioseparation processes in the analytical and medical sciences. It is therefore important
to reveal the recognition mechanism of proteins at the liquid-liquid interface in reversed
micellar solutions. DNA is also successfully extracted in a few hours by reversed micelles
formed by cationic surfactants in isooctane. The driving force of the DNA transfer is
the electrostatic interaction between the cationic surfactants and the negatively charged
DNA. Another important factor is the hydrophobicity of the cationic surfactants. Double-
chain type cationic surfactants are found to be one of the best surfactants ensuring the
efficient extraction of DNA. These results have shown that reverse micellar solutions
will become a useful tool not only for protein separation, but also for DNA separation.
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Absorption/fluorescence microspectroscopy,
190191
Absorption maxima, paranitrophenol, 8
Absorption spectra, sandwich dimmer, 243
Acetylcholine, 147, 150-152
Acid Bluel (AB1), 253, 257, 258, 259264
Acid dissociation constant, metal-diazine interfacial
aggregates, 226
Adenine, 227
Adsorption, 155, 156
electrical potential-dependent, 156-158
ion on membrane, 149, 150
paranitrophenol, SHG, 7-10
surfactant, 161, 162
Adsorption constants, 215
Adsorption free energy, see Free energy of
adsorption
Adsorption isotherms, 8, 13, 14, 20, 88, 157, 164,
215
Aerogels, carbon, 103-108
Aggregation
metals/metal complexes, 223-228
molecular recognition of, 225-228
porphyrin complex, 224-225
molecular recognition and separation, 206
Air/liquid interface
deuterium oxide
phospholipid monolayers, 43
surfactant systems, VSFS, 41
dye molecules at dodecane-water interface,
14
second harmonic generation, 7, 9-10
water
phospholipid monolayers, 43
SHG-ORD for Boc-Trp-Trp, 17, 18
Air/solid interface, 13, 14
Alcohols
DNA extraction, 300
protein extraction in reverse micelles, 292
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surfactant-type Brgnsted acid-catalyzed
esterification, 279-280
Aldol reaction, 272, 276, 277
Alignment, 7
Alkali metal recognition at heptane-water interface,
243-246
Alkanesulfonates, voltammetry of anionic surfactant
transfer, 165-167
Alkane-water interface, 7; see also specific alkanes
vibrational sum frequency spectroscopy, 28
water structure at, 50-52, 53 :
5-Alkykoxymethylquinolols, 234
Alkylammonium ions, 147
Alkyl chains
chain length, see Chain length
conformation, VSFS surfactant systems, 40-41
phospholipid, headgroup and, 46, 47
Alkyl ionic surfactants, VSFS, 37-42; see also
Surfactants
n-Alkyl substituted dithizone, 214
beta-Amino ketones, 291
Amplification, optical parametric (OPA), 36
Aresthetic action, lipid monolayers, 43—47
Anion hydration, phosphate, 235
Anionic surfactants
atomic force microscopy measurement at
liquid-liquid interfaces, 86
ion-pair extraction with cationic dye, 198-202,
203
ion transport across organic aqueous interface,
53-55
reverse micelles for protein separation, 288, 289
rotational dynamics at liquid-liquid interface,
213-214
TR-QELS, chemical oscillation induction, 69-74
Anion recognition, hydrogen-bond-mediated,
234-239
complexation-induced phosphate-phosphate
interaction, 235-238



304

Anion recognition (cont.)
selective recognition by ionophores adsorbed at

1,2-DCE-water interface, 238-239

Anions, coexisting, effects on dynamic molecular
behavior, 72-74

Anion transport, ionophore-assisted, 234, 235-238

AOC, 290

AOT (sodium diethythexyl sulfosuccinate), 291,
299-301

Aqueous solutions, microparticles, 17, 19

Ascorbic acid, 135, 171, 179

Atomic force microscopy, 78, 82-84, 275

ATR, 290, 291

Azobenzene dyes, 245

Azoprobe I, 243-246

Base-catalyzed Michael reactions, 275
Beam deviation, polarizers, 7
Beam energy, flow cell experiments, 11
Benzaldehyde, 275, 276
Benzene-water interface, 186
Benzoic acid, 276
Benzonitrile-water interface, 186
Benzylic alcohol etherification, 283
beta-amino ketones, 278
Bimolecular reaction effect, 184
Biomimetic reactions, 206
alkali metal recognition at heptane-water
interface, 243-246
membrane, voltammetry/VCTIES, 141145
cell used for perpendicular transport and
parallel transports of types I and II, 142
unique reactions under conditions for parallel
transport type I or II, 144-145
voltammograms for perpendicular transport and
parallel transport of types I and II, 143-144
redox reactions at w/o interface coupled with ion
transfer, 134—138
Bioseparation processes, 287-302
DNA extraction, 298-301
protein extraction, reverse micellar, 287-298
concept, 288
forward transfer into reverse micelles, 288-291
molecular recognition in, 296-298
recovery from reverse micelles, 291-296
Bis(diphenylphosphinyl)methane (BDPPM), 145
Bis-(1,2,3,4,5-pentamethylcyclopentadienyl)iron
(DMFC), 135, 136, 137, 138
Bis-phosphate anion transport by
phosphate-ionophore 2:1 complex
formation, 235-238
Bis(pyridine)meso-tetraphenylporphyrinato
ruthenium (II), 173
Bitumen, 85
Boc-Trp-Trp, 17, 18

INDEX

Bond formation, water molecules at
organic-aqueous interface, 55
Born-Green-Yvon (BGY) integro-differential
equation, 98, 99, 119
Boron enolates, 277-278
Box car, SHG ecllipsometry apparatus, 6
Bragg scattering, 85
2-(5-Bromo-2-pyridylazo)-5-diethylaminopenol)
(5-Br-PADAP), 217, 218, 219, 221, 225
Bromodecane, 85
Brgnsted acids, 272, 276, 278-284
Brownian motion, microdroplets, 190
Brownian particles, 85
5-Br-PADAP, 217, 218, 219, 221, 225
Brushes, polymer, 80
Bubbles (liquid gas-interfaces), 77
Bulk density fluctuations, density functional theory,
263-264
Bulk phase
colloidal dispersion, see Direct force
measurements
interfacial polarity, 264
paranitrophenol absorption at HC/water interface,
8
protein extraction in reverse micelles, osmotic
effects, 295-296
second harmonic generation, 4, 5, 19, 20
Butanol-water systems, zinc complexation,
208-209
Butler-Volmer equation, 157, 180, 181, 185

Capacitance
double-layers, 162
electrochemical instability at interfaces, 161
Capillary waves, 7, 122
interfacial roughness, 262-264
phase transfer catalytic reaction at catalytic
interface, 65-69
TR-QELS, 60-61
Carbon dioxide evolution
controlled potential difference electrolysis at
w/nb interface, 135-136
spontaneous, coupled with selective ion transfer
at w/NB interface, 135
VCTIES study, 136-137
Carbon electrodes, nanoporous, 109-113
Carbonized polyvinylidine chloride (PVDC)
nanoporous materials, 113
Carbon tetrachloride, 266-267
Carbon tetrachloride/deuterium oxide systems
phospholipid monolayers, 45
surfactant systems, VSES, 40, 41
Carbon tetrachloride/water systems
photochemistry, 259--262
surfactant systems, VSFS, 39
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ion transport, 54-55
phospholipid monolayers, 43, 45
simulation, 50, 51
TIR spectroscopy, 250
energy transfer dynamics, 257-259
SR101 decay profile, magic angle dependence,
255-256
structures at interface, 259-264
VSFS, 28, 49
Carboxylic acids, surfactant-type Brgnsted
acid-catalyzed esterification, 279-280, 282
Catalysts/catalysis
ligand substitution reactions, 222-223
metals/metal complexes, 214-223
chelate extraction, 214-221
ion-association extraction and adsorption,
221-222
ligand substitution, 222-223
surfactant-type, see Surfactant-type catalysts
Cationic dyes, ion-pair extraction, 198-202, 203
Cationic surfactants, 54, 228; see also specific
surfactants
Centrifugal liquid membrane (CLM) method, 206,
207, 208, 216, 218-219, 224, 227
Centrifugal liquid membrane (CLM)-Raman
microspectrometry, 218-219, 226
Centrifugation, phase separation in LASC-catalyzed
reactions, 275
Cetyltrimethylammonium bromide (CTAB), 228
protein extraction, 290, 296
DNA extraction, 299-301
Chain interactions, phospholipid monolayers, 43
Chain length
alkane/water interface environment, 7
complexation reactions, 234
phospholipid monolayers, 42, 43
protein extraction in reverse micelles, 290
surfactants, 290
voltammetry of anionic surfactant transfer,
166-167
Chain order/disorder
phospholipid monolayers, 43
surfactant, VSFS, 38
Chaotic oscillations
electrochemical instability at interfaces, see
Electrochemical instability at liquid-liquid
interfaces
voltammetry/VCTIES, 155
Charge, 47; see also Electrostatic interactions/forces
chemical oscillation induced by anionic surfactant
at w/nb interface, 73
molecular interactions at liquid-liquid interfaces,
52-55
organic-aqueous interface, ion transport, 52-55
phospholipid headgroups, 47
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protein extraction in reverse micelles, 288, 289,
296
Charge density, electrochemical instability at
interfaces, 161
Charge distribution, alkali metal complexes at
interface, 246
Charge transfer, 233
Chelate extraction, 205, 214-221
Chelating agents, 234
Chemical oscillation induced by anionic surfactant
at w/nb interface, TR-QELS, 69-74
chemical oscillation at liquid-liquid interface, 69
coexisting ions, role of, 72-73, 74
dynamic molecular behavior at liquid-liquid
interfaces, 69-74
electrical potential and interfacial tension,
simultaneous measurement in, 6971, 72
relaxation, 71
Chemical potential isotherms, OPLS methanol
sorbed in nanoporous carbon aerogel,
107-108
Chemical potentials, solution around carbon
nanosphere, 112-113
Chiral molecules, SHG, 3, 16-17, 20
Chloranil, 179
Chlorobenzene, 264, 265
Cholesterol, 19
Choline headgroup, 45, 47
Chronamperometry, ion pair extraction rate
measurement, 195
Circular dichroism, interfacial aggregation
complexes, 228
Circular differential scattering, SHG (SHG-CD), 17
Clay particles, 17, 19
CLM, see Centrifugal liquid membrane method
Coalescence, 78
Cobalt sepulchrate, 186
Coexisting ions, time-resolved quasi-elastic laser
scattering, 72-73, 74
Colloidal forces, 79-82, see Direct force
measurements
DLVO theory, 81-82
electrostatic, 79-80
steric, 80
van der Waals, 81
Compensator, rotating optical, 6, 7
Complexation rate constants, 218
Complex formation, interfacial, 234
alkali metal recognition at heptane-water
interface, 244
flow cell experiments, 11-12
ion transfer processes, 128, 145
metals, see Metal complexes and single molecule
diffusion at interface
phosphate-phosphate interaction, 235-238
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Complex wave frequency, capillary waves, 60
Compressibility, phospholipid monolayers, 42
Computer simulations, 97; see also Molecular
dynamics
Concentration scales, SHG, 20-21
Conformation of adsorbate and solvent
lipid conformation in phospholipid monolayers,
42-43
VSEFS, see Vibrational sum frequency
spectroscopy
Contact angle, 77, 90
Continuum generation, SHG ellipsometry apparatus,
6
Continuum theory, Lifshitz, 81
Controlled potential difference electrolysis at w/nb
interface, 135-136, 137
Coordination complexes, palladium, 221
Copper
extraction of, 217
interfacial aggregation, 224, 228
interfacial catalysis in chelate extraction, 215, 216
phenanthrolene complexes, 221-222
Copper bis(dodecyl sulfate) Cu(DS) 3, 273, 276
Correlation functions
density-density, 114
direct, 99, 113
LMBW equation, 98-99
radial, 100
six-dimensional, 99-100
Coulombic terms, site-site interaction potential, 116
Coulometic cell, microflow, 177
Coupled electron and ion transfer at w-o interface,
132-138
biomimetic redox reactions, 134-138
carbon dioxide evolution, controlled potential
difference electrolysis, 135-136
carbon dioxide evolution, spontaneous, 135
VCTIES study, 136-137
estimation of concentration of ion transferred with
electron transfer after equilibrium, 133-134
estimation of coupling between ion and electron
transfer, VCTIES, 132-133
CPDE (controlled potential difference electrolysis),
135-136, 137
Critical fluid, two-dimensional, 122
Critical packing density, dye molecules, 15
Crown ethers, 16, 17, 138
alkali metal recognition at heptane-water
interface, 243-246
thiourea-functionalized, 238-239
Crud, 223-224
Crystalline phase monolayers, phospholipid, 43
Crystal violet tetraphenylborate, 133, 138, 139, 142,
158
CTAB, see Cetyltrimethylammonium bromide
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Current flow, see also Voltammetry/VCTIES
electrochemical instability under, 163-165
voltammograms, see Voltammetry/VCTIES
Current oscillations, see Electrochemical instability
at liquid-liquid interfaces;
Voltammetry/VCTIES

Current-potential curves, surfactant addition and,
155

Cyclic voltammetry, 166, 167

Cyclohexane, 265

Cyclohexanecarboxylic acid, 282

Cytochrome bs, 296

Cytochrome c, 289-290, 291

Cytochrome ¢, guanidylated, 296-298

DAC (dodecylammonium chloride), 39, 40

DBS (sodium dodecylbenzenesulfonate), 40, 41

DCE, see Dichloroethane; Dichloroethane/water
systems

DDS (sodium dodecyl sulfonate), 39, 40-41

Debye length, electrostatic colloidal forces, 79

Decamethylferrocene, 173

Decane droplets, 89

Decane/water system, SHG, 7

Deformable interfaces, atomic force microscopy
measurement, 86

Dehydration, surfactant-type Brgnsted
acid-catalyzed, 283

Density, and interfacial roughness, 264

Density, molecular, at catalytic interface, 6869

Density-density correlation function, 114

Density factor, liquid interfaces of polyatomic
fluids, 114

Density functional theory, 116, 263-264

Density profiles, scaled, 120

Derjaguin-Landau-Verwey-Overbeek (DLVO)
theory, 81-82

Derjaguin’s equation, 87

Desorption rate, chemical oscillation induced by
anionic surfactant at w/nb interface, 73

Detection

capillary waves, 62
electrolysis product, 177

DFT calculations, paranitrophenol, 8

DHP (dihexadecyl hydrogen phosphate), 213, 214,
222,290

Diacylphosphatidylcholines, 43-47

Dialkyl dimethyl ammonium bromide surfactants,
DNA extraction, 299-301

Diamino-s-triazine (DTT) derivatives, 266-267

Diastereoselective aldol reaction in water, 276-277

Diazines, 225-228

Dichlorobenzene, 265

Dichloroethane (DCE), 172, 173, 179, 186, 253

Dichloroethane (DCE)/water systems, 197, 264
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electrochemical instability at DCE/W interfaces
electrocapillary measurements, 168, 169
voltammetry of anionic surfactant transfer,
165-167
ion recognition by adsorbed ionophores, 238-239
2-(N-octadecyl)aminonaphthalene-6-sulfonate
adsorption, 16
photochemistry, 259262
potential-step chronoamperometry, DCE/W
interface, 167
TIR spectroscopy, 250
energy transfer dynamics, 257-259
probe molecules, 252-253
SR101 decay profile, magic angle dependence,
255-256
structures at interface, 259-264
Dichloromethane, 274
Dielectrically consistent RISM theory (DRISM),
103
Dielectric constant, and interfacial roughness, 264
Diels-Alder reaction, 273-274
Diethylhexylphosphoric acid (DHP), 213, 214, 222,
290
Diethylhexyl sulfosuccinate (AOT), 288, 289, 290
Diferrocenylethane, 173
Diferrocyanine, 173
Diffusion dynamics
electron transfer at liquid-liquid interfaces,
181-184
mass transfer in droplet systems, 190, 193
metals/metal complexes, 207-214
diffusion limited reaction rate at, 207-209
rotational dynamics, 213-214
single molecule, 209-212
Diffusion-limited current, potential-step
chronamperometry, 167
Digital simulation
molecular dynamics, see Molecular dynamics
zinc complexation, 208-209
Dihexadecyl hydrogen phosphate (DHP), 213, 214,
222,290
Dilinoleyl phosphoric acid (DLIPA), 290, 291, 292
Dimer formation, dyes, 13, 14, 15
N, N -Dimethyl-4-(2-pyridiylazo)aniline (PADA),
222-223
Dimethyl dioctadecyl ammonium bromide, 300
Dimethylferrocene, 173
Dimethylformamide, 274
Dimethylsulfoxide, 101-102, 237, 274
Dimyristoyl phosphatidylcholine (DMPC), 210~-212
Dioctadecyltetramethylindocarbocyanine (Dil),
210-212
Dioleyl phosphoric acid (DOLPA), 288-289, 290,
291, 292, 293, 294, 295, 297-298
Dioxane, 265
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Diphenylboronic acid, 276, 277
Diphenylboryl enolate, 277
Diphenylnitroanaline (DEPNA), 264
Diphenylphosphoryl choride (DPPC), 64, 66
Dipicrylaminate (DPA), 146, 148, 149
Dipole alignment, 7
Dipole-dipole excitation energy transfer, 257, 258
Dipole-dipole interactions, VSFS
Dipole forces, colloids, 81
Dipole moment, and interfacial roughness, 264
Dipole vibrational transition elements, 29-30
Direct correlation function, 99, 113
intramolecular, 114
site-site, 116
Direct force measurements, 77-93
atomic force microscopy at rigid interfaces, 82-84
general behavior of forces at liquid interfaces,
89-92
liquid interfaces, 84-89
types of colloidal forces, 79-82
Disjoining pressure, 82, 88
Disorder, phospholipid alkyl chain, 43
Dispersion behavior, colloidal, see Direct force
measurements
Dispersion relation, capillary waves, 60
Distribution constant, 226
Distribution function, 99
BGY equation, 98
inhomogeneous two-particle, 113
solution around carbon nanosphere, 109-110
Distribution potential, electrocapillary curve
instability window, 163
Dithioacetals, 283
Dithizone, 205
DMFC [bis-(1,2,3,4,5-
pentamethylcyclopentadienyl)iron], 135,
136, 137, 138
DNA bases, 227
DNA extraction, 298-301
Dodecanesulfonate, 166, 167
Dodecane-water systems
second harmonic generation, 8
dye molecules at, 13-15
flow cell experiments, 10-11
paranitrophenol absorption at HC/water
interface, 9
paranitrophenol adsorption in presence of
tributyl phosphate, 9-10
single molecule diffusion in liquid-liquid
interface, 209-212
Dodecanol, 282
Dodecyl ammonium chloride (DAC), 39, 40
p-Dodecylbenzenesufonic acid (DBSA), 278284
Dodecyl sulfate anion, 202
DOLPA, see Dioleyl phosphoric acid
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DOPA, 290
DOPG liposome, 19
Doppler shift, quasi-elastic laser scattering, 62
Double bonds, surfactant alkyl chains, 290
Double-layer capacitance, 161
DP-18, 290, 291
Droplets, 77, 78, 85, 89; see also Microdroplets,
mass transfer and reaction
atomic force microscopy measurement at
liquid-liquid interfaces, 85
magnetophoretic velocimetry, 206
nano-scale, 287
surfactant-type Brgnsted acid-catalyzed
esterification reactions, 280
Drop shape modeling, 87-88
DTAC (dodecyltrimethylammonium chloride), 39,
40, 53-55
DTDPA, 290, 291
Dye molecules
ion-pair extraction of anionic surfactant with
cationic dye, 198-202, 203
SHG, 13-15
Dynamic anisotropy, TIR fluorescence decay,
265
Dynamic interfacial tensiometry, 234
Dynamic light scattering, 275

ECSOW (electron transfer at liquid-liquid
interfaces), 175-177
Einstein-Stokes equation, 211
Electrical double layers, 158
Electrical potential
chemical oscillation induced by anionic surfactant
at w/nb interface, 70
simultaneous measurement with interfacial
tension with time-resolved quasi-elastic laser
scattering, 69-71, 72
Electric field
second harmonic generation theory, 2-3
vibrational sum frequency spectroscopy, 27
Electrocapillary curves, 158-160, 161
Electrochemical instability at liquid-liquid
interfaces, 155169
experimental features, 165-168
theory, 156-165
electrocapillary curves based on
Gouy-Chapman theory, 158-159
electrocapillary curves in presence of ionic
surfactant adsorption, 159-160
electrochemical instability, 161
instability under current flow, 163-165
potential-dependent adsorption of ions at
interface, 156158
width and location of instability window,
161-163

INDEX

Electrochemical interfaces
double layer in nanoporous carbon electrode,
109-113
microdroplets, single, 189-190
second harmonic generation, 15-16
Electrochemical microscopy, scanning (SECM),
172
Electrochemical processes, see Voltammetry/
VCTIES
Electrode reaction, 157
Electrolysis
controlled potential difference, 135-136, 137
product detection, 177
Electrolytes
atomic force microscopy measurement at
liquid-liquid interfaces, 85
instability window width and location, 161
ionic conditions, see Ionic conditions
supporting, 161
chemical oscillation induced by anionic
surfactant at w/nb interface, 70
coupled ion and electron transfer, 133
electrocapillary curve instability window, 163
VITTM system, 138, 139
voltammograms, 129
Electrolytic cell, ECSOW system, 175
Electron-conductor separating oil-water (ECSOW)
system, 175-177
Electronically resonant systems, SHG ellipsometry
apparatus, 6
Electron transfer at liquid-liquid interfaces,
171-186; see also Voltammetry/VCTIES
coupled with ion transfer, voltammetry/VCTIES,
131-138
biomimetic redox reactions, 134-138
estimation of concentration of ion transferred
with electron transfer after equilibrium,
133-134
estimation of coupling between ion and
electron transfer, 132-133
new methodologies, 175-177
ECSOW, 175-177
for product analysis, 177
SECM, 175
polarizable o/w interface, 172-174
reaction mechanisms, 177-185
diffusion controlled ET rate constant, 181-184
ET, 179
experimental verification, 184185, 186
IT, 178-179
Marcus theory, 180-181
voltammograms
at w/o interface, 131-132
Electrostatic interactions/forces, see also Charge
colloids, 79-80
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DNA extraction, 301, 302
octadecylrhodamine B with surfactants, 214
protein extraction in reverse micelles, 296, 298
Electrostatic potential oscillations, solution around
carbon nanosphere, 111
Ellipsometry
force measurements at liquid-liquid interfaces,
84
linear, 3
second harmonic, 6, 7
Elliptical polarization, 253
Emulsification
electrocapillary, 161
spontaneous, instability window location and, 163
vibrational sum frequency spectroscopy, see
Vibrational sum frequency spectroscopy
Emulsions, 17, 19, 77, 275; see also Liposomes,
lipids, and micelles
polymerization, 271
surfactant-type Brgnsted acid-catalyzed
esterification reactions, 281
Enantioselectivity, 276
Energy of adsorption, see Free energy of adsorption
Eosin B, 13
Equilibrium constants, SHG, 20-21
Esterification, surfactant-type Brgnsted
acid-catalyzed, 279-280
Ethanolamine headgroup, 45, 47
Etherification, surfactant-type Brgnsted
acid-catalyzed esterification reactions, 283
Ethyl acetate, 275
Ethyl hexyl alcohol, 300, 301
Euler angle, VSFS, 30, 31
Evanescent wave, 251-252
Excitation energy transfer, dynamics at water-oil
interface, 257~-259
Excitation energy transfer quenching method, 261,
264
Extraction photometry, metals, 217, 220, 221

Ferrocene and derivatives, 173, 176, 177, 178, 179,
184, 193
Field effects, SHG, 4-5
Field gradients, SHG, 4
Films
liquid-liquid interface models, 16
phospholipid monolayers, 43
water on hydrophobic surfaces, 49
Flavin mononucleotide (FMN), 135, 137, 138, 171
Flexible polyatomic chains, 99
Flip, interface, 71
Flow cells
electrolysis product detection, 177
second harmonic generation, 10-13
Fluidity, phospholipid monolayers, 43
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Fluid phase equilibria, molecular theory of liquid
interfaces, 99-102
Fluorescence
phospholipid monolayers, 43
porphyrin complexes, 225
Fluorescence dynamic spectroscopies, 265, 266
Fluorescence lifetimes, 264
Fluorescence microscopy, phospholipid monolayers,
43
Fluorescence probes
rotational dynamics at liquid-liquid interface,
213-214
single molecule diffusion in liquid-liquid
interface, 210-212
sulforhodamine B decay curves, 265
Fluorescence spectral shifts, 233
Force curve, AFM, 88, 89, 90-93
Fprster-type excitation energy transfer, 257, 258
Fourier analysis, 7
Fourier transform IR spectra, water in carbon
tetrachloride, 46
Free energy of adsorption, 9
comparison caveats, 21
dyes, 13-14
flow cell experiments, 11-12
ion adsorption, 156, 157
Free energy of ion transfer, 128
Frequency, capillary waves, 60-61, 62, 63, 65-66,
67
Fresnel factors, 2, 3, 32, 34
Fresnel’s formula, 251
Fridel-Crafts-type reactions, 276
Frumkin isotherm, 157
dye molecules at dodecane-water interface, 13, 14
paranitrophenol absorption at HC/water interface,
88

Gas-liquid interfaces

dispersion behavior, 77

Lennard-Jones atomic species, 99
Generalized Rotating-Compensator Ellipsometry, 7
Gibbs energy of adsorption, 156, 157
Glutamate, 150-152
Glycerol headgroup, 45, 47
Goldman-Hodgkin-Katz equation, 140
Gouy-Chapman theory, 158-159
Guanidinium derivatives, ionophores, 235
Guanidylated cytochrome c, 296298
Guanine, 227

Halothane, 4347
Hamaker constant, 81
Hankel transform, 119
Hard-sphere polymers, 99
Hard-sphere potential, 99
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Headgroups
lipid, phospholipid monolayer, 45, 45, 46
surfactant, 39-42
phospholipid monolayers, 42
protein extraction in reverse micelles, 296
Helmholtz free energy, liquid interfaces of
polyatomic fluids, 114
Hemoglobin, 288, 289, 291, 292-293
Henderson equation, 140
Heptane/water systems
interfacial aggregation, 228
interfacial catalysis in chelate extraction, 216,
217,218
ion recognition
alkali metal, 243-246
measurement system for, 240-241
molecular association at interface, 241-243
metal-diazine interfacial aggregates, 227
SHG spectroscopy, 241-242
paranitrophenol absorption at HC/water
interface, 9
SHG-ORD for Boc-Trp-Trp, 17, 18
water structure at interface, VSF spectra, 51
Heterodyne power spectrum, capillary waves, 61,
63
Hexadecanesulfonate, 222
Hexadecyltrimethylammonium ion, porphyrin
adsorption, 222
Hexafluorophosphate anion, 194-198
Hexane, LASC-catalyzed aldol reaction, 274
Hexane/water systems
colloid particle in, 118
SHG, 7,9
water structure at interface, 51, 52
High-speed stirring (HSS) method, 205-206,
214
HNC closure approximation to IOZ integral
equation, 119
Homodyne detection, capillary waves, 62
Hydration of anions, phosphate, 235
Hydration of hydrophobic planar liquids, water
structure at organic-aqueous interface,
48-50
Hydrodynamic behavior
atomic force microscopy measurement at
liquid-liquid interfaces, 86
measurement methods, 84
single molecule diffusion in liquid-liquid
interface, 212
Hydrogen bonding
and interfacial roughness, 264
ionophores, 234
phase boundary, 234
phosphate transport, 234, 235, 237
phospholipid monolayers, 43
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Hydrogen-bond-mediated anion recognition at

liquid-liquid interfaces, 234239
complexation-induced phosphate-phosphate
interaction, 235-238
selective recognition by ionophores adsorbed at

1,2-DCE-water interface, 238-239

Hydrogen fiuoride, 101-102

Hydrolysis, surfactant-type Brgnsted acid-catalyzed,
280

Hydrophobic metal complexes, electron transfer,
171

Hydrophobic planar liquid hydration, water
structure at organic-aqueous interface,
48-50

Hydrophobic tails of surfactants, role in protein
extraction, 289; see also Chain length

Hydroquinone derivatives, 135

Hydroxyoximes, 215, 216, 217

Hypernetted chain (HNC) approximation, 98, 99,
100-101

Hyperpolarizability, see Polarity/polarization

Impedance technique, 184-185
Impurities, total internal reflection systems, 37
Infra-red active modes, VSFS, 31
Infra-red frequencies, TIR systems, 36
Infra-red spectroscopy
phospholipid monolayers, 43
water-carbon tetrachloride systems, 46
Inhomogeneous integral equation theory,
118-122
Inhomogeneous Omestein-Zernike (I0Z) equation,
113,119, 120, 122
Inhomogeneous polyatomic fluids, liquid interfaces,
114-118
Instability window, 161-163
potential-step chronoamperometry and, 167
voltammetry of anionic surfactant transfer,
166-167
Interaction forces, see Direct force measurements
Interaction potential, 99
Interfaces
general behavior of forces at, 90
liposome, 19
refractive index, SHG, 5
structure, see Structure, interface
Interfacial coverage (theta), paranitrophenol
absorption at HC/water interface, 8
Interfacial tension, 7
adsorption and, 157-158
atomic force microscopy measurement at
liquid-liquid interfaces, 86
chemical oscillation induced by anionic surfactant
at w/nb interface, 70, 70-71
colloids, 77
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dynamic interfacial tensiometry, 234
electrochemical instability at interfaces, 161; see
also Electrochemical instability at
liquid-liquid interfaces
time-resolved quasi-elastic laser scattering,
69-71,72
Interference, VSFS vibrational modes, 30
Interferometry, force measurements at liquid-liquid
interfaces, 84
Intermediate states, VSFS, 30
Ion-association extraction and adsorption,
metals/metal complexes, 221-222
Ion channels
ion transfer, 145-146, 147
lipid monolayers, 4445
Ton extraction, metals, 205
Ionic conditions
DNA extraction, 300-301
coexisting anions, effects on dynamic molecular
behavior, 72-74
protein extraction in reverse micelles, 293, 294,
295-296
Ionic surfactants, see also Surfactants
anionic, see Anionic surfactants
cationic, 54, 228
electrocapillary curves, 159-160
reverse micelles for protein separation, 288, 289
VSFS, 3742
Ionophore-assisted ion transfer, phosphate, 234-239
Ion-pair extraction, 198-202, 203, 233
anionic surfactant with cationic dye, 198-202,
203
in single micro-oil droplet/water system,
194-198
direct measurements of ion pair extraction rate,
194-196
pH dependence of extraction rate, 201
slow rate at low pH, 199-201
transfer mechanism, 197-198
transfer mechanism of dodecy! sulfate anion
with methylene blue, 202
Ion-pair formation
ion transfer processes, 128
phase transfer catalytic reaction at catalytic
interface, 64, 68-69
polarogram in presence of, 130
Ion recognition at liquid-liquid interfaces
hydrogen-bond-mediated anion recognition at
liquid-liquid interfaces, 234-239
complexation-induced phosphate-phosphate
interaction, 235-238
selective recognition by ionophores adsorbed at
1,2-DCE-water interface, 238-239
second harmonic generation spectroscopy,
239--246
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alkali metal recognition at heptane-water
interface, 243-246
measurement system for, 240-241
molecular association at heptane water
interface, 241-243
Ion-selective electrode potential, 128
Ton-selective electrodes, 234
Ion transfer, see also Voltammetry/VCTIES
chaotic oscillations with, 155
coupled with electron transfer at w-o interface
biomimetic redox reactions, 134-138
estimation of concentration of ion transferred
with electron transfer after equilibrium,
133-134
estimation of coupling between ion and
electron transfer, 132-133
electrochemical instability at interfaces under
current flow, 164
in ion-pair extraction, mechanism of, 197-198,
202
liquid-liquid interfaces, 178-~179
phase boundary potential and, 156
voltammetry, 128-130, 132-138
Ion-transfer polarography, 234, 235, 236
Ion-transfer potential, 157
Ion transport
membrane, voltammetry/VCTIES, 138-141
organic-aqueous interface, VSF spectra,
52-55
I0Z (inhomogeneous Omestein-Zernike equation),
113,119, 120, 122
Iron complexes, 173, 176, 177, 178, 179, 184, 193
chelates, 185, 186
metalloporphyrins, 171, 173
phenanthrolene complexes, 221-222
Isooctane, DNA extraction, 299-301
Isotopic exchange studies, water structure at
organic-aqueous interface, 48
Isotropic interface, SHG theory, 2-3

Jump-in, 85, 90-91

Ketene silyl acetals, 275

Kinetic analysis, ion-pair extraction, 197, 198-202

Kleinmann symmetry, 7

Kovalenko-Hirata (KH) approximation, 98,
100-101, 103

Kovalenko-Hirata (KH) approximation, modified,
120

Lamb’s approximation, 61

Laminar flow, flow cell experiments, 11
Langmuir-Blodgett films, 13

Langmuir equations, 9-10

Langmuir films, 38
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Langmuir isotherm, 20, 215
dye molecules at dodecane-water interface, 13, 14
electrochemical instability at interfaces under
current flow, 164
paranitrophenol absorption at HC/water interface,
8
Rhodamine B, 242
Laser fluorescence microscopy, micro-two-phase
sheath flow systems, 208
Laser trapping, 190
Lasers, see Time-resolved quasi-elastic laser
scattering; specific techniques
Lateral diffusion coefficient, single molecule in
liquid-liquid interface, 211
Lauric acid, 280, 281, 282, 283
Layering, dye molecules at dodecane-water
interface, 14
Lead extraction, 217
Lecithin, 290
Lennard-Jones interaction potential, 116, 118-119
Lennard-Jones particles, 114
Lewis acids, 272, 273-278
Lewis acid-surfactant-combined catalyst (LASC),
273-274,275
Lewis base, 225
Lifshitz continuum theory, 81
Ligand substitution, metals/metal complexes,
222-223
Limiting current
electron transfer, 131
ion transfer, 129
Linear ellipsometry, 3
Linear region, atomic force microscopy
measurement at liquid-liquid interfaces,
86-87
Linear stability theory, 155, 167
Linear techniques, dye molecules at dodecane-water
interface, 14
Line shape and sum-frequency intensities, VSES,
33-36
Linoleyl groups, 290
Lipid bilayer membranes, 141
Liposomes, lipids, and micelles, see also
Emulsification; Emulsions
micelles
formation and structure, 97-98
micromicelle formation, 102
surfactant systems, VSFS, 41-42
molecular interactions at liquid-liquid interfaces,
42-47
reverse micelles, protein extraction in, 287-298
concept, 288
forward transfer into, 288-291
molecular recognition in, 296-298
recovery from, 291-296

INDEX

second harmonic generation, 17-19
Liquid/gas interfaces, 77, 99
Liquid/solid interface, SHG, 9-10
Liquid-state theory, quenched-annealed systems,
102-103
Liquid surface force apparatus (LSFA), 84
Lithium chloride, 70
Lithium ion leakage from DOLPA reverse micelles,
294
Lithium sulfate, 136, 137
Long-range solute-solvent interactions, 264
Lorentzian distribution
capillary waves, 61
resonant transition energies, 30
vibrational sum frequency spectroscopy, 31, 35
Lovett-Mou-Buff-Wertheim (LMBW) equation,
98-99, 118, 119, 120
LMBW-]OZ-KH theory, 120-121
LMBW-IOZ theory, 120
LMBW/RISM-KH approach, 116, 117
nontribial solutions, 121-122
Low-angle X-ray diffraction, 7
Lutetium diphthalocyanine, 171, 173, 179
Lysozyme, 298

Magic angles, TIR fluorescence anisotropy, 256,
262
Magnesium sulfate, 133, 138, 139, 144, 146, 149
Magnetic force measurement, 85
Magnetophoretic velocimetry of single droplets,
206
Malachite green, 13, 19
Managanese, 222
Manganese-porphyrin complexes, 222
Mannich-type reactions, 278, 279
Marangoni effect, 69, 155
Marcus theory, 180-181, 184185
Mass transfer
electrochemical instability at interfaces under
current flow, 164
metal ion extraction, 205-206
microdroplets, see Microdroplets, mass transfer
and reaction rates
Mean spherical approximation (MSA), 98
Membrane processes, 287
electron transfer, 171
hydrogen-bond mediated anion recognition, 235
ion transfer, 128
voltammetry/VCTIES, 138-145
cell used for perpendicular transport and
parallel transports of types I and I, 142
current oscillations under applied membrane
potential, 146147
drop time, potential curves at W/NB interface,
149
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induction or inhibition of current oscillation,
147
ion transfer through M and W/M interface,
147-149
mechanism of current oscillation, 149-150
mechanism of induction or inhibition of current
oscillation, 150-152
perpendicular transport and parallel transport
of types I and II, 143-145
unique reactions under conditions for parallel
transport type I or II, 144-145
Mercaptoalchols, 283-284
Metal complexes and single molecule diffusion at
interface, 205218
aggregation, 223-228
molecular recognition of, 225-228
porphyrin complex, 224-225
catalysis, 214-223
chelate extraction, 214-221
ion-association extraction and adsorption,
221-222
ligand substitution, 222223
diffusion dynamics, 207-214
diffusion limited reaction rate at, 207-209
rotational dynamics, 213-214
single molecule, 209-212
electron transfer, 171
ligand adsorption at interface, 155
Metalloporphyrins, 171
Methanol, LASC-catalyzed aldol reaction, 274
Methylene blue, 198-202
Methylene chloride, 274
Methyl-methylene bonds, phospholipid monolayer
symmetric stretch region, 45-46
Micelles, see Liposomes, lipids, and micelles
Michael reactions, 275
Microcell, single molecule diffusion in liquid-liquid
interface, 209-212
Microdroplets, mass transfer and reaction rates,
189-203
instrumentation, 190-191
ion-pair extraction of anionic surfactant with
cationic dye, 198-202, 203
ion-pair extraction in single micro-oil
droplet/water system, 194198
direct measurements of ion pair extraction rate,
194-196
pH dependence of extraction rate, 201
slow rate at low pH, 199-201
transfer mechanism, 197-198
transfer mechanism of dodecyl sulfate anion
with methylene blue, 202
ion-pair extraction of anionic surfactant with
cationic dye, 198-202, 203
manipulation, electrochemistry, and spectroscopy
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of single microdroplets, 189190
microdroplet size effect, 192-194
Microemulsions, 281
Microflow cell, electrolysis product detection, 177
Microparticles, SHG, 17
Microscopic description of liquid/vapor and
liquid-liquid interfaces, 113-122
inhomogeneous integral equation theory, 118-122
liquid interfaces of inhomogeneous polyatomic
fluids, 114-118
Microspectroscopy, absorption/fluorescence,
190-191
Micro-two-phase flow/MS method, 206
Micro-two-phase sheath flow method, 207-209
Mobility at interface, 206
Modified KH approach, 120
Modified Verlet (MV) closure, 103, 119, 120
Molecular association, 233
Molecular axis system, 30
Molecular density, at catalytic interface, 68—69
Molecular dynamics, 97, 98
interfacial catalysis in chelate extraction, 216
micelles, 98
phospholipids, 47
single molecule diffusion in liquid-liquid
interface, 210
water structure at organic-aqueous interface,
50-52,53
Molecular interactions, liquid-liquid interfaces, see
Vibrational sum frequency spectroscopy
Molecular orientation distribution, second harmonic
generation, 4-5
Molecular orientation/tilt angle, see Orientation at
interface/tilt angle
Molecular recognition at interface, 206
of ions, 233-246
metals/metal complexes, 225-228
photochemistry, 266267
Molecular theory of liquid interfaces, 97-122
fluid phase equilibria, 99-102
microscopic description of liquid/vapor and
liquid-liquid interfaces, 113-122
inhomogeneous integral equation theory,
118-122
liquid interfaces of inhomogeneous polyatomic
fluids, 114-118
molecular liquids sorbed in disordered
nanoporous materials, 102-113
electrochemical double layer in carbon
electrode, 109-113
phase transition of polar fluid sorbed on carbon
gels, 103-108
quenched-annealed systems, 102-103
Mole fraction scale, SHG, 20, 21
MOLPA, 290
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Monolayers
dye molecules, 13
oil at water interface, 48—49
Monomer-dimer transition, dye molecules at
dodecane-water interface, 15
Monte Carlo simulations, 120
Mukaiyama aldol reaction, 272
Mutltilayer formation, dye molecules at
dodecane-water interface, 14, 15
MV (modified Verlet) closure, 103, 119, 120

Nanoporous materials, 102~113
electrochemical double layers in carbon
electrodes, 109-113
phase transition of polar fluid sorbed on carbon
gels, 103-108
quenched-annealed systems, 102-103
Neat liquid-liquid interface
molecular interactions at, 47-52
second harmonic generation, 7
Nernst equation, 156, 172
Nernst-Planck equation, 140
Neutron spectroscopy, 43
Nickel (II), 219
interfacial aggregation, 224
interfacial catalysis in chelate extraction,
214-217,218
ligand substitution reaction, 222-223
Nicotinamide adenine dinucleotide, 135, 171
Nitrobenzene, 66, 133, 134, 179
electrochemical instability at interfaces, 163
electron transfer, 172, 173
Nitrobenzene/water systems, 64, 69-74, 197
electrochemical instability, 163
electron transfer, 172, 173
phosphate transport, 235, 236
4-Nitrobenzo-15-crown-5, 16, 17
p-Nitrophenol, 7-10, 88
Nonane/water systems, SHG, 7
Nonlinearity
paranitrophenol, 8
polarization, VSFS, 26-28
Nonlocal effects, SHG, 4
Non-resonant susceptibility, VSFS, 28-29
Non-turbulent conditions, flow cell experiments, 11
Nonylsalicylaldehyde oxime, 215
Normal hydrogen electrode (NHE), 172, 173
Nuclear magnetic resonance, 237
Nucleic acid bases, 227

2-(N-Octadecyl)aminonaphthalene-6-sulfonate, 16
Octadecylrhodamine B, 213-214
Octadecylthiazolylazophenol, 228
Octanesulfonate ion, 165-167

Octane/water systems
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second harmonic generation, 7
water structure at interface, VSF spectra, 51
Octyloxymethyl-8-quinolol (Hocgn), 208-209
Oil-water interface
liposome, 19
phospholipid monolayers, 43
Oley! groups, 290
Optical compensator, rotating, 6, 7
Optical heterodyne technique, 63
Optical microscopy, 275
Optical parametric amplification (OPA), 36
Optical parametric generation (OPG), 36
Optical parametric oscillation (OPO), 36
Optical rotation, SHG (SHG-ORD), 17, 18
Organic synthesis, 233; see also Surfactant-type
catalysts
Orientation at interface/tilt angle, 222
alkali metal recognition at heptane-water
interface, 245-246
octadecylrhodamine B, 214
Rhodamine B, 242, 243
SHG, 4-5
TIR fluorescence, 266
VSES, 30; see also Vibrational sum frequency
spectroscopy
water structure at organic-aqueous interface, 48
Omestein-Zernike equation, inhomogeneous (10Z),
113,119, 120, 122
Ornstein-Zernicke integral equation, 99-100
Oscillating polarizations, VSFS, 27
Oscillations
electrochemical instability at interfaces, see
Electrochemical instability at liquid-liquid
interfaces
membrane current or membrane potential,
VCTIES, 145-152
current oscillations under applied membrane
potential, 146-147
drop time, potential curves at W/NB interface,
149
induction or inhibition of current oscillation,
mechanism of current oscillation, 149-150
mechanism of induction or inhibition of current
oscillation, 150-152
voltammograms for ion transfer through M and
W/M interface, 147-149
optical parametric (OPO), VSFS, 36
scaled density profiles, 120-121
Osmotic effects, see Ionic conditions
Oxazines, 13

Packing densities, surfactant systems, 42

PADAP (2-pyridylazo-5-diethylaminopenol), 217,
218,219, 221, 225

Palladium-catalyzed allylic substitution, 278
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Palladium extraction, 217, 219, 220, 221
Palladium (1), interfacial aggregation, 224225
Parallel transport types I and II, 141
Paranitrophenol, 7-10, 88
Particles/microparticles
AFM, 85
SHG, 17
Partition of surface-active ions, 156, 162
Permeability, phospholipid monolayers, 42
Perpendicular transport, 141
Perturbation theory, 29
pH
chelate extraction rate, 221
DNA extraction, 300-301
ion pair extraction, 199-201
protein extraction in reverse micelles, 288, 289,
292, 293, 294, 295, 296
Phase behavior
colloids, 77
emulsions, 78
phospholipid monolayers, 42, 43
Phase boundary, hydrogen bonding at, 234
Phase boundary potential, 155, 157, 158, 161, 163;
see also Electrochemical instability at
liquid-liquid interfaces
Phase diagrams, 98, 108
Phase of fundamental field, SHG, 17
Phase separation, 78, 275
Phase-transfer catalysis, 233
time-resolved guasi-elastic laser scattering, 6469
apparatus and sample preparation, 64-65
catalysis, 64
dynamic molecular behavior at liquid-liquid
interfaces, 6469
measurements, 65—69
Phase transitions
DMPC, 212
phospholipid monolayers, 42, 43
polar molecular fluid sorbed in nanoporous
carbon aerogel, 103-108
Phase transition temperatures, 42, 212
Phenanthroline complexes, metal complexes,
221-222
Phenylpropanol, surfactant-type Brgnsted
acid-catalyzed esterification reactions, 280,
281
Phosphate binding and transport, 235-238
Phosphatidylcholine, 290
Phospholipids
electron transfer systems, 185
lipid conformation in monolayers, 42-43
Phosphoric head groups, 289
Photochemistry at liquid-liquid interfaces, 249-268;
see also Total internal reflection
spectroscopy
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excitation energy transfer, dynamics at water-oil
interface, 257-259
molecular recognition at interface, 266267
relationship between interfacial structure and
polarity at liquid-liquid interface, 264-266
structures at liquid-liquid interface, 259-264
theoretical considerations, 262264
water-carbon tetrachloride and water-DCE,
259-262
theoretical and experimental backgrounds,
250-253
evanescent wave, 251-252
probe molecules for TIR fluorescence
spectroscopy, 252-253
total internal reflection, 250-251
TIR fluorescence dynamic anisotropy, 253-256
magic angle dependence of decay profile of
SR101 at w/o interface, 256
principle, 253-255
Photo-induced electron transfer reactions, 233
Picrate, 144, 145
Poisson-Boltzmann equation, 79
Polarity/polarization, 233
aerogel sorbed, phase transitions of, 103-108
dye molecules at dodecane-water interface, 14, 15
electron transfer at liquid-liquid interfaces,
172-174
elliptical, 253
hyperpolarizability, 244
alkali metal recognition at heptane-water
interface, 245
azobenzene dyes, 245
second harmonic generation, 5
VSFS, 29-30
liposomes, 19
molecular interactions at liquid-liquid interfaces,
26-27
photochemistry, 264--266
second harmonic generation spectroscopy, 1, 2,
34,6,7
solvatochromism, 244
solvent, 264
total internal reflection systems, 37
vibrational sum frequency spectroscopy, 26-27
Polarization curves, molecular orientation and tilt
angle information, 242, 243
Polarizers/polarization characteristics, SHG, 6, 7
Polarography, ion-transfer, 133-134, 234, 235, 236
coupled ion and electron transfer, 132-133
reversible, 130
Polyanion, DNA as, 299
Polyatomic chains, flexible, 99
Polyatomic fluids, inhomogeneous, 114-118
Polymer brushes, 80
Polymers, liquid-liquid interface models, 16



316

Polyoxyether surfactants, 290
Polystyrene beads, 17, 19
Polyvinyl chloride, 16
Polyvinylidine chloride (PVDC) nanoporous
materials, 113
Porous materials, see also Nanoporous materials
electrochemical double layers in carbon
electrodes, 109-113
emulsion wetting and adhesion in, 77-78
Porphyrins, 222, 224-225
Potassium ion recognition, 243-246
Potassium ion transfer, 137138
Potential curve, electrocapillary curve instability
window, 162
Potential-dependent adsorption of ions at interface,
156-158
Potential differences, see Voltammetry/VCTIES
Potential step chronoamperometry, 195
Potential step electrolysis, 195
Power spectrum, capillary waves, 61, 65-66
Precipitation of metals at interface, 223-228
Preferential solvation, 233
Pressure, disjoining, 82
Probe molecules for TIR fluorescence spectroscopy,
252-253
Product analysis, electron transfer at liquid-liquid
interfaces, 177
Protein extraction, reverse micellar, 287-298
concept, 288
forward transfer into reverse micelles, 288-291
molecular recognition in, 296-298
recovery from reverse micelles, 291-296
Protonation of tetraphenylporphyrin, 224
Purine bases, metal-diazine interfacial aggregates,
227
Pyridiylazoaniline (PADA), 222-223
2-Pyridylazo-5-diethylaminopenol (PADAP), 217,
218, 219, 221, 225
1-(2-Pyridylazo)-2-naphthol (Hpan), 217
Pyruvate, 135

Quantum yields, sulforhodamine B, 265
Quarter wave plate, SHG ellipsometry, 6, 7
Quaternary ammonium salts
DNA extraction, 300
phase transfer catalytic reaction at catalytic
interface, 64, 65-69
Quenched-annealed systems, molecular liquids
sorbed in disordered nanoporous materials,
102-103
Quinolol, zinc complexation, 208-209
Quinone derivatives, 135

Raman microspectrometry, CLM, 218-219, 226
Raman scattering, VSFS, 36
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Raman spectroscopy
chelate extraction, 219, 220
metal-diazine interfacial aggregates, 226, 227
phospholipid monolayers, 43
Raman vibrational transition elements, 29-30, 31
Rare-carth metal triflates
(trifluoromethanesulfonates), 272, 273, 274
Reaction field volume, electron transfer, 179
Reaction rates and rate constants
chelate extraction, 214, 215
electron transfer, 179, 181-184
ion pair extraction, 194-196, 199-201
metals/metal complexes, 207-209, 218, 221
microdroplets, see Microdroplets, mass transfer
and reaction rates
Redox reaction
coupled with ion transfer, 134—138
carbon dioxide evolution, controlled potential
difference electrolysis, 135-136
carbon dioxide evolution, spontaneous, 135
VCTIES study, 136-137
formal potentials of redox species, comparison of,
173
voltammogram for electron transfer at w/o
interface, 130-131
Reference interaction site theory (RISM), 98, 116,
117
dielectrically-consistent (DRISM), 103
extended, 100-101
replica, 105-107, 109
RISM/KH equations, 116, 117, 118
RISM/KH-VM, liquid-vapor coexistence curves
of SPC water on nanoporous carbon aerogel,
104-105
three-dimensional, 101-102
Reflection, 250
Reflection, SHG signal observation, 7
Reflectometry, 84
Refraction, 250
Refractive index, interface
phospholipid monolayers, halothane and, 46
second harmonic generation, 5, 7
SHG ellipsometry, 7
Relaxation
chemical oscillation induced by anionic
surfactant, 72
ion pair extraction rate measurement, 196
time-resolved quasi-elastic laser scattering, 71
Replica RISM theory, 105-107, 109
Resonance
paranitrophenol absorption at HC/water interface,
8
vibrational sum frequency spectroscopy, 29-30,
31
Resonance Raman spectra, see Raman spectroscopy
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Respiration mimetic reactions, 135
Retardation
butanol in butanol-water systems, 209
colloids, 81
Reverse micelles, protein extraction, 287-298
Rheology, 77
Rhodamine B, 241-242, 243
Rhodamines, 13, 15
Riboflavin, 266267
RISM, see Reference interaction site theory
Rotating optical compensator, 6, 7
Rotational dynamics, metals/metal complexes,
213-214
Roughness, interfacial, 233
and polarity of interfaces, 265-266
TIR spectroscopy, 259-264
Ruthenium metalloporphyrins, 171, 173, 186

Salt concentration
DNA extraction, 300-301
protein extraction in reverse micelles, 293, 294,
295
Sandwich dimmer, 243
Saturation, alkyl chains of phospholipid
monolayers, 42
Scaled density profiles, 120121
Scaling factor, free energy of PNP adsorption at
air-water and hc/w interfaces, 9
Scaling theory, steric colloidal forces, 80
Scandium aldolate, 274
Scandium triflate, 273, 274
Scandium tris(dodecyl sulfate) Sc(DS) 3, 273, 274,
275,276, 277
Scanning electrochemical microscopy (SECM),
172,175, 190
Scan rate, voltammetry of anionic surfactant
transfer, 165
Scum, 223-224
SDS, see Sodium dodecyl sulfate
SECM (scanning electrochemical microscopy), 172,
175,190
Second harmonic generation (SHG) spectroscopy,
1-21, 233
adsorption of paranitrophenol, 7-10
bare hydrocarbon-water interface, 7
chiral molecules, 16-17
concentration scales, equilibrium constants, and
standard states, 20-21
dye molecules at dodecane-water interface, 13—15
electrochemical interfaces, 15-16
experimental techniques, 6-7
flow cell experiments, 10-13
second harmonic generation spectroscopy,
239-246
alkali metal recognition at heptane-water

317

interface, 243-246
measurement system for, 240-241
molecular association at heptane water
interface, 241-243
interfacial structure-polarity relationship, 264
micelles and liposomes, 17-19
theory, 2-6
Second harmonic generation-circular dichroism
(SHG-CD), 228
Second-order layering, dye molecules at
dodecane-water interface, 14
Second-order non-linearity
paranitrophenol, 8
vibrational sum frequency spectroscopy, 26, 33
Second-order polarization, SHG, 2
Semiconductors, 17, 19
Senda model, 184
Serine headgroup, 45
SF intensity, phospholipid monolayers, 46
Sheath flow method, two-phase, 206, 207-209
Signal-to-noise, VSFS, 39
Silicon enolates, 275, 277, 279
Silicon oil, 85
Silyl enol ether 1,272
Silyl enol ether 2, 276
Simulations, 7
Single-molecule probe method, 206
Single-molecule reactions, 206, 209-212; see aiso
Metal complex and single molecule
diffusion at interface
Snell’s law, 32
Sodium chloride, ion pair extraction in droplet, 198
Sodium diethylhexyl sulfosuccinate (AOT)
DNA extraction, 299-301
protein extraction, 291
Sodium dodecy! benzenesufonate (DBS), 39, 40
Sodium dodecyl sulfate (SDS), 39, 40
chemical oscillations at w/nb interface, 70-71,
72-73
ion pair extraction, 198-202
ion transport across organic aqueous interface,
53-55
rotational dynamics at liquid-liquid interface,
213-214
single molecule diffusion in liquid-liquid
interface, 210-212
surfactant-type Brgnsted acids, 278-284
surfactant-type Lewis acids, 273-277
Sodium dodecy] sulfate/deuterium oxide system, 38,
39
Sodium hexafluorophosphate, 194-198
Sodium ion recognition at heptane-water interface,
243-246
Sodium ion transfer, 137-138
Sodium phenoxide, 64
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Solidity, phospholipid monolayers, 43
Solid models, liquid-liquid interfaces, 16
Solids, air/solid interface, 13, 14
Solute-solvent interactions, long-range, 264
Solvation dynamics of fluorophores, 233
Solvation energies, 264
Solvatochromisms, 244
Solvent environment, paranitrophenol, 8
Solvent extraction, 155, 156
catalytic role of interface, 206
ion transfer processes, 128
metal ions, 205
Solvent polarity, sulforhodamine B decay curves,
265
Solvents, see also specific solvents
LASC-catalyzed aldol reaction, 274
long-range interactions, 264
Solvent structure, phospholipid monolayers, 43
Sorbitan monooleate, 167
Span, 290
Spectrophotometry, electrolysis product detection,
177
Spectroscopy, see also specific methods
electrolysis product detection, 177
microdroplets, single, 189-190
molecular interactions at liquid-liquid interfaces,
36-37
VSFS, see Vibrational sum frequency
spectroscopy
Spherical diffusion, mass transfer in droplet
systems, 190, 193
Square well potential, 99
SRB (sulforhodamine B), 253, 264
SR101 (sulforhodamine 101), 253, 256, 257, 258,
259-264
Stability
colloids, 77
emulsions, 78
Standard free energy of adsorption, see Free energy
of adsorption
Standard states, SHG, 20-21
Stationary state, phase transfer catalytic reaction at
catalytic interface, 68
Statisical mechanical theory, 98
Steric forces, 71
colloids, 80
stereoselective reactions, 272, 276-277
surfactant, double bonds and, 290
Stirring
mechanisms of membrane current oscillation,
149, 150
high-speed stirring (HSS) method, 205-206, 214
Stopped-flow method, 206, 207
Stretch, phospholipid monolayers, 43, 45-46
Structural dimension analysis, 258-259
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Structure
solvent, phospholipid monolayers, 43
water, at interface, 47-52, 53
Structure, interface, 233
dye molecules at dodecane-water interface, 15
electrochemical double layer, 109-113
emulsions, 78
photochemistry, 259-264
and polarity, 265-266
theoretical considerations, 262264
water-carbon tetrachloride and water-DCE,
259-262
Sulforhodamine 101 (SR101), 253, 256, 257, 258,
259-264
Sulforhodamine B (SRB), 253, 264
Sulfosuccinate head groups, 289
Sum frequency generation (SFG), 1, 7, 20, 26-27,
30-31, 36, 42
Sum-frequency intensities (SFI), 33-36
Supercapacitor, EDL, 109, 112
Superposition approximation, 99
Supporting electrolytes, see Electrolytes, supporting
Surface area, EDL in micropores, 113
Surface charge density, electrocapillary curve
instability window, 162
Surface coverage
electrochemical instability at interfaces under
current flow, 164, 165
surfactant, VSFS, 38, 41
Surface density, SHG, 9
Surface order, SHG, 9
Surface-selective spectroscopies, interface
structure-polarity relationship, 264
Surface structure, see Structure, interface
Surface tension
capillary waves, 61
molecular interactions at liquid-liquid interfaces,
37
phospholipid monolayers, 43
water structure at organic-aqueous interface, 48
Surfactants
adsorption, 161
atomic force microscopy measurement at
liquid-liquid interfaces, 85, 86
bioseparation processes, see Bioseparation
processes
electrocapillary curves, 159-160
electron transfer systems, 185
interfacial aggregation, 228
and interfacial turbulences, 155, 156; see also
Electrochemical stability at liquid-liquid
interfaces
ion-pair extraction with cationic dye, 198-202,
203
ion transfer processes, 128
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ion transport across organic aqueous interface,
52-55
and molecular interactions, 37-42
reverse micelles for protein separation, 298, 299
and rotational dynamics, 213-214
and single molecule diffusion, 210-212
structures, 290
TR-QELS, chemical oscillation, 69—-74
Surfactant-type catalysts, 271-284
Brgnsted acids, 278-284
Lewis acids, 273-278
Suspensions, 17, 19; see also Emulsions
Swelling of reverse micelles, 293, 294, 295-296
Symmetric stretch, phospholipid monolayers, 43,
4546
Synergism, kinetic, 222
Synthetic chemistry, see Surfactant-type catalysts

Taylor and Lipson, modified BGY equation, 99
Temperature
and interfacial turbulences, 262
phase transition, 42, 212

Tensiometry, dynamic, 234

Tensor components, paranitrophenol, 8

Tertiary butyl alcohol, 101-102

Tetraalkylammonium ion, 150152

Tetrabutyl ammonium bromide (TBAB), 6568,
73

Tetra-n-butylammonium tetraphenylborate
(TBATPB), 69-71, 72

Tetracyanoquinodimethane (TCNQ), 133, 134,
173

Tetracthylammonium bromide (TEAB), 64,
65-68

Tetracthylammonium ion, 151, 152

Tetrahedral bonding, water molecules at
organic-aqueous interface, 55

Tetrakis[3,5-bis(trifluoromethy)phenylborate]
(TFPB anion), 135

Tetrakis(4-chloropheny)borate, 173

Tetrakis(N-methylpyridyl)porphyrin (TMPyP),
222

Tetrakis(sulfonatophenyl)porphyrin (TPPS), 222

Tetrapentylammonium tetraphenylborate, 136, 137,
169

Tetraphenylarsonium (TPA) ion, 148, 149

Tetraphenylborates, 69-71, 72, 124, 136, 137, 139,
140, 141, 142, 169, 173

Tetraphenylporphyrin (TPP), protonation of, 224

Tetraphenylporphyrinato zinc (IT), 185, 186

Tetrapropylammonium bromide (TPRAB), 64,
65-68

Tetrapropylammonium ion, 146

Tetrapyridylporphyrin (tpyp), 224

Tetra- p-sulfonatylphenylporphyrin (TPPS), 228
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Thermodynamic stability, see Electrochemical
instability at liquid-liquid interfaces
Thickness, interface, 7
Thickness, solvent layer, 10
Thioethers, 283-284
‘Thioketene silyl acetal, 277
Thiourea-based ionophores, 235237, 238-239
Three-dimensional model, TIR anisotropy, 255
Three-dimensional RISM description, 101-102
Three-layer interface model, SHG, 5
Three-particle distribution function, 98
Tilt angle, 222; see also Orientation at interface/tilt
angle
Time course, capillary wave frequency, 62
Time-dependent interaction, SHG, 10
Time-resolved quasi-elastic laser scattering
(TR-QELS), 59-74
apparatus, 63-64
chemical oscillation induced by anionic surfactant
at w/nb interface, 69-74
chemical oscillation at liquid-liquid interface,
69
coexisting ions, role of, 72-73, 74
electrical potential and interfacial tension,
simultaneous measur¢ment in, 69-71, 72
relaxation, 71
method, 60-64
apparatus, 63-64
historical overview, 61-62
principle, 62-63
phase transfer catalytic reaction at catalytic
interface, 64—69
apparatus and sample preparation, 6465
catalysis, 64
measurements, 65-69
principle, 62-63
Time scale, relaxation process, 71
Toluene, 265, 274
Toluene-water systems, 222
interfacial catalysis in chelate extraction, 217,
218, 220, 221
LASC-catalyzed aldol reaction, 274
ligand substitution reactions, 222-223
metal-diazine interfacial aggregates, 226, 227
octadecylrhodamine B adsorption, 213-214
Total internal reflection (TIR) fluorescence dynamic
anisotropy, 253-256
magic angle dependence of decay profile of
SR101 at w/o interface, 256
principle, 253-255
Total internal reflection geometry, phospholipid
monolayers, 46
Total internal reflection microscopy (TIRM), 85
Total internal reflection (TIR) spectroscopy, 206,
250-251
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Total internal (cont.)
molecular interactions at liquid-liquid interfaces,
33
rotational dynamics at liquid-liquid interface,
213-214
SHG, paranitrophenol adsorption in presence of
tributyl phosphate, 9-10
single molecule diffusion in liquid-liquid
interface, 209-212
time-resolved, 222, 233
Transition energies, VSFS, 30
Transition metal-catalysis, 271; see also specific
metals
Transition moments, VSFS, 31
Transition probability, 30
Transmission electron microscopy, 275
Tributyl phosphate (TBP)
mass transfer and reaction rate in droplets,
194-201
SHG
flow cell experiments, 11-12
paranitrophenol adsorption, 9-10
Triflates (trifluoromethylsulfonates), rare earth, 272,
273,274
Trioctyl methyl ammonium chloride (TOMAC),
289, 290
DNA extraction, 299-301
protein extraction, 296
Triphenylmethanol, 283
Tris(4-bromophenyl)amine, 173
Tris(4-methoxyphenyl)amine, 173
Triton X-100, 273, 278
Tritylthioalcohol laurates, 283
TR-QELS, see Time-resolved quasi-elastic laser
scattering
TsOH, 282
Turbulence, 262-263; see also Electrochemical
instability at liquid-liquid interfaces
Tween surfactants, 290
Two-dimensional critical fluid, 122
Two-dimensional model, TIR anisotropy, 254255
Two-dimensional phase transitions, phospholipid
monolayers, 43
Two-particle distribution function, inhomogeneous,
113
Two-phase sheath flow method, 206
Two-phase stopped-flow method, 206
Two-phase transfer system, ionophores in, 238

Unsaturated alkyl chains, 290
Uranyl salophenes, 235, 237
UV absorption, SHG-ORD for Boc-Trp-Trp, 18
UV spectroscopy
electrolysis product detection, 177
paranitrophenol, 8
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van der Waals forces, 90, 92
colloids, 81
phospholipid monolayers, 43, 45
vdW wiggle, 108
Vapor interfaces, microscopic description of,
113-122
inhomogeneous integral equation theory,
118-122
liquid interfaces of inhomogeneous polyatomic
fluids, 114-118
Vapor-liquid coexistence curve, 120
Verlet closure, modified, 103, 119, 120
Vibrational sum frequency spectroscopy (VSFS),
25-56
applications, 37-56
charges at organic-aqueous interfface, 52-55
lipid monolayers, 42-47
neat organic aqueous interface, 47-52
surfactants, simple, 37-42
experiment, 36-37
theory, 26-36
linear and nonlinear polarization of medium,
26-27
line shape and sum-frequency intensities,
VSFS, 33-36
total internal reflection geometry, 33
VIS spectroscopy, metal-diazine interfacial
aggregates, 227
Viscosity
capillary waves, 60, 62
flow cell experiments, 11
single molecule diffusion in liquid-liquid
interface, 212
Voight profile, VSFS, 35
Voltammetry/VCTIES, 127-152
biomimetic membrane reactions, 141-145
cell used for perpendicular transport and
parallel transports of types I and II, 142
unique reactions under conditions for parallel
transport type I or I, 144-145
voltammograms for perpendicular transport and
parallel transport of types I and II, 143-144
chaotic current oscillations, 155
ion transfer coupled with electron transfer at w-o
interface, 132138
biomimetic redox reactions at W/O interface
coupled with ion transfer, 134138
estimation of concentration of ion transferred
with electron transfer after equilibrium,
133-134
estimation of coupling between ion and
electron transfer, VCTIES, 132-133
ion transport though membrane, 138-141
oscillation of membrane current or membrane
potential, 145-152
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current oscillations under applied membrane
potential, 146-147
drop time, potential curves at W/NB interface,
149
induction or inhibition of current oscillation,
mechanism of current oscillation, 149-150
mechanism of induction or inhibition of current
oscillation, 150-152
voltammograms for ion transfer through M and
W/M interface, 147-149
voltammograms
electron transfer at w/o interface, 131-132,
174
ion transfer at w/o interface, 128-130, 156
Voltammogram for ion transfer through membrane
(VITTM), 138-141
VSFS, see Vibrational sum frequency spectroscopy

Water
binding of water molecules at organic-aqueous
interface, 55
ion transport across organic aqueous interface,
52-55
LASC-catalyzed aldol reaction, 274
structure at interfaces, 47-52, 259-264
Water/n-alcohol interface, 7
Water/oil interface, liposome, 19

Water/organic interface, see specific organic
chemicals

Wave length, SHG ellipsometry apparatus, 6

Wave number, capillary waves, 60—61

Waves, interfacial, 262-263

Wetting properties, colloids, 77-78

Wilhelmy plate method, 37

Wrapping, interface, 90, 91-92

Xanthene dye spectroscopic properties, 264
X-ray spectroscopy, 7
phospholipid monolayers, 43
scattering measurements, density functional
theory, 263-264

Yield, phase transfer catalytic reactions, 68-69
Ytterbium-catalyzed reactions, 272, 275

Z factor, 184
Zinc, 221-222
complexation rate measurements, 208-209
interfacial aggregation, 224
interfacial catalysis in chelate extraction, 214,
217,218
Zinc tetra- N -methyl-4-pyridium porphyrin, 173,
185, 186
Zwitterionic surfactants, 290
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